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A formula is established for differentiating the composite F(£)o G(£) with
respect to the parameter £ where F and G are maps which assume their values in
function spaces. This composite is denoted by F o G(£). Use of this notation,
together with the tangent functor T, enables the formula to be written in the
variable-free form

T(Fq G) = T(F o n,) oTG+TFo(Go nt)

where I ^ is a projection map and TF(^) = T(F(^J). Formal verification of this
formula is straightforward. It has application to many small divisor problems
such as those which occur in celestial mechanics.

1. Notation

Let X be an open set containing 0 in a normed vector space Vx and let A, B
and C be open sets in VA, VB and Vc respectively, where VA, VB and Vc are vector
spaces with norm denoted by | | . For each such A and B we put

&(A,B) = {£: A -*B\ £, is bounded and continuously differentiable}

This vector space will be assumed to have the sup norm || | j .
Now for each £eX, we may form the composite of the two functions

F(0: B -* C and G(£): A -> B to give

F(OoG(0:A->C.

We wish to differentiate this composite with respect to the parameter £,, that is,
we wish to differentiate the operator

F o G : I - > 3F(A, C): £, i-> F(f) o

1 The author wishes to thank Dr Arthur Jones for his help in the preparation of this paper.
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We shall use the symbol "£>" to denote Frechet differentiation, as defined
for instance in Dieudonne (1960), page 143. For differentiating composites, the
chain rule, is available Dieudonne (1960), page 145. The aim of this paper is to
prove an analogous formula for differentiating the operator F o G.

It is important to note that Frechet differentiation may occur at two levels.
Thus the derivative at ^ e X of a mapF: X -* fF(B, C) is a map

while the derivative of the function F(£) : f ? - > C at b e f ? is a function

In the present context, however, the Frechet derivative D is less natural than
the tangent functor T, Abraham (1967) page 8, which is defined in terms of D by
putting

TF:Y xVy^W xW.&r,)^ (F(0,DF(0 • (r,))

where F: Y -» Z maps an open subset Y of a normed vector space VY into another
normed vector space W.

The introduction of the tangent functor makes it possible to express the
usual chain rule in variable-free notation, Abraham (1967) page 8, and it will
play a similar role here.

2. Preliminary results

The symbol " o ( " (i = 1,2,3 •••) will be used to denote a continuous map
between normed vector spaces with the property

lim .. .. = 0

LEMMA 1. Suppose that the function fie^(B,C) has derivative Dfi which
is bounded in the sense that for some positive M and all be B, xeVB

\Dn(b)-(x)\<M\x\.

For each map o1: !F{A,B) -» ^(A,B) and function fi: A -> B there is then a
map o2 : &(A, B) -> ^(A, C) such that, for all aeA,

PROOF. We define o2 by the above equation and then get

0 ^ lim I oM 1 / 1 r, I = lim(suP|D/i(j8(fl)) • (Olfo)'fl))|) / | ij
0 0 A

lim M I Oiin) | / | n | = 0, as required.
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LEMMA 2. Let G: X -» ^(A,B) be a differentiable map. Then for each
map o^: B -> C and for each map o2: X -> ^(A,B) and for each £, X there is
a map o3: X -* &(A,C) such that for all n eX

o,(DG(0 • (n)(a) + o2(n)(a)) = o3(n)(a)

PROOF. Because G is differentiable for each £ e X there is a positive constant
K such that for all n e Z

(I) \\DG(O-(r,)\\^K\\n\\.

By definition of ot for any positive £ there is a positive (5 such that for all a e A

(II) |DG«)-fo)(a) + o2fa)(a)|<5=>

| Ol{DG{0 • (n) (a) + o2(n) (a)) | £ e | DG(£) • (n) (a) + o2(r,) (a) | .

But using the triangle inequality, (I) above together with the definition of o2 we get

| DGtf) • fo) (a) + o2(i/)(a) | ^ | DG(O • (n)(a) \ + | o2(f,)(a) |

^ K I»/1| + L I /; || for some L > 0

-»• 0 as n -»• 0.

Combining this with (II) gives the required result.

LEMMA 3. Let H: X -* ^(B,C) and assume that there is a positive con-
stant M such that for each beB, each yeB and each sufficiently small neX

\D(H(r,))(b)-(y)\^M\\n\\\y\.

Then for each £eX and /?: A -* B there is a map ol: X -> 3?{A, C) such that

D(H(r,Mp(a)) • (DG(£) • (t,)(a)) = o.faXo)

provided G: X -* $F{A,B) is differentiable.

PROOF. 0 ^ lim |D(H(n))(p(a)) • DG(0 • (r,)(a)\/\\n\\

^ lim M I r, 11 DG(Z) • {n) (a) \ / \\ r,\\
)f-»0

^ lim MN I n || for some positive constant N
if-»0

= 0
which gives the result.

3. The differentiation formula

THEOREM. Let the maps F: X-+F(B,C) and G: X -» &(A, B) be dif-
ferentiable and assume that they have the following properties.

(I) ' For each £,,neX, the functions F(O: B -> C and DF(0 • (n): B-+C
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are differentiable and have derivatives bounded over the domain B.
(II) For each £eX there are positive constants M and K such that for

each beB and every yeB

| D(DF(S)-(r,))(b)-(y)\^M\\r,\\\y\

provided | r\ || < K.

The operator F o G : I - > &{A, C) is then differentiable and

T(Fo G) = T(Foni)oTG+ TFo (G o Ft,)

where n t : X x X ->• X: (£,>/) x £ and where TF(O = T(F(O).

PROOF. D(F O G) is denned by the condition

D(Fo G)(0 • (r,) = Fo

together with the requirement that D(F o G)(0 • {n) be continuous and linear
in r\. So consider

= (F(0

= F(Q o G(£ + rf) + DF(i) • (r,) o G(i + r,) + o2{n) o G(£ +//)

Now consider the right hand side of the above equation term by term, evaluated
at a e A.

The first term is

o (a)

o4(DG(O
+ 030000)

o3(r,)(a)

+ o5(tj) (a) by Lemmas 1 and 2.
The second term is

DF(0 • fa) o G({ + ij)(a) = faXG«)(fl) + fa) (a) + o6fa)(o))

fa)(a) + o6fa)(a))
o,(DG({)-fa)(a)

faXG(O(a)) + o8(^)(a) by hypothesis (II)

of the Theorem and Lemmas 1, 2 and 3.
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The third term is easily seen to be og 0/)(a).
Thus

D(F o G)(i) • (t,) (a) = D(F(O)(G(O (a)) • (DG(Q • (ij) (a)) + DF(O • (//)(G(£) (a)).

Each of the terms on the right hand side will now be simplified by the use of the
tangent functor.

Thus

(Fo GM)(a), D(F(O)(G(O(a)) • (DG(O • (»,)(«))) = T(Ftf))(Gtf)(a),
DG(O • fa) (a))

a n d = J ( F o

(FoG(0(a),DF(0-(r,)(G(0(a))) =

which completes the proof.

4. Applications of the formula

Sternberg (1969) gives a treatment of a number of small divisor problems
including the Siegel centre theorem, the Moser twist theorem and the Kolmogorov-
Arnold theorem. All of these problems involve differentiation of a composite with
respect to a parameter. Sternberg gives the details of the differentiations only for
the relatively simple case of a circle mapping problem. But even for this case his
treatment is incomplete. Furthermore he uses a notation which confuses functions
with their values.

Our formula can be used in all of of the above small divisor problems. We
illustrate its use by redoing the differentiation which arises for the circle problem,
Sternberg (1969) pages 88 and 89.

For h >0 the set of complex numbers S(7i] is defined by S[/z] = {z: im z\ < h).
The set of periodic functions bounded and analytic on S[/J] with period 1 is
denoted by <S^M- The derivative, in the traditional sense, of a function (ie£f[h],
for some h > 0, will be denoted by \i'.

Now let X = ST\h + 2k] x Sf\h + 2k], A = S[h], B = S[/i + k] and
C = S[h + Ik]. The operators P2 and / + Pt are defined by

P2: X -

where t denotes the identity function. Sternberg's (1969) composite "a o (i + £)"
may now be written in variable-free notation as H: X -* 3F{A, C) where
H = P2 o (I + Px). It is required to find the second Frechet derivative of H.
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The following result will be found useful for the estimation of derivatives.
Let <* e if\h + fe] where h > 0 and k > 0. Then

(1) sup l ^ - ^ l g n ' B - 1 * : - " - 1 sup |£(z)|

where n = 1,2,3, •••. This may be proved by using Cauchy's formula and in-
tegrating around the contour {z : imz| = h, 0 ^ rez g 1}. The conditions of
the theorem are now checked for the variable-free version of Sternberg's composite.
The condition (II) of the theorem in this case is for each (£, a), (t\,n)&X x X

£, a) • (i,, /i))(fc) • 001 g M I fo, li) 11 y |
i.e. |n'(b)y | ^ M | (rj,fi) 11 y | for each 6eB and every yeB for some positive
constant M. This condition will be satisfied since by (1) above

sup \n'{b)\^{nk2y' sup
6 S [ * 1 ] b S [ / + 2

The other hypotheses of the theorem are easily verified.
Now

j(P 2 o n , ) o T(i +

and

TP2 o ((/ + P J o

thus

(2) D«(«,«) • (»J,Ai) = a' o

The maps P'2, K^ and Kn are defined by

Note that in this context .£„ and K, are constant maps and that a.' eSf \h + fc]
since a e <Ŝ [/i + 2fc]. Differentiation of (2) involves the differentiation of a product
of an operator with a composite and differentiation of another composite.

Consider first J: X -> &(A, C) where J = P2 o (/ + Pt). Condition (II) of
the theorem becomes
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| D(DP&, a) • (y, S))(b) • (y) | ^ M \\ (y,S) || | y \

i.e. \5"(b)y\ ^M\\(y,5)\\\y\

for each beB and every y eB for some positive constant M. This will be satisfied
since by (1) above

sup \5"{b)\ gCTrfc3)"1 sup \6(b)\.
beSlhl beSlh + k]

The other hypotheses are again easily verified.

Now

T(P'2 o nx) o T(I + PM^oi),(y,5))(a) = Ta'((i + ®{a),y{a))

= (a' o (i + 0(aU"o

and

TP'2 o ((/ + Pt) o nOC^, a),(y, ̂ ))(a) = TP2(({, a)', (y, 5)) o (i

thus

f,a) • (y,5) = a" o (i + 0«5 + y' o (v + {).

The derivative of Q: X -• J^C^, C) where 6 = ^ 0 ( 7 + Px) is now found. The
conditions (II) of the theorem is satisfied since

^,ot) • (y,<5) = 0.

Now

T(X,o nx)o T(I + P.W^U

and

TK^o ((/ + P J o rijXfeaMy^Xa) = (AIO (t + {),0).

These results together with the usual product formula yield the following.

= a " o (1 + gftn + 5'0(1 + On + r,'o(i + Qy

and so the answer to Sternberg's problem (1969), page 89, is then

Z,a) • ((/I, n). (M, 1)) = «"0(1 + <D/*2 + 2r,'o (1 +
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