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Summary

We consider a single server queue for which the interarrival times are
identically and independently distributed with distribution function A (x)
and whose service times are distributed independently of each other and of
the interarrival times with distribution function B(z) =1 — ¢, 2 = 0.
We suppose that the system starts from emptiness and use the results of
P. D. Finch [2] to derive an explicit expression for 47, the probability that
the (n + 1)th arrival finds more than § customers in the system. The special
cases MM/l and D/M|1 are considered and it is shown in the general case
that g} is a partial sum of the usual Lagrange series for the limiting proba-
blhty 9= Hmn-oooQ?'

1. Introduction

Consider a queueing system whose service times are distributed independ-
ently of each other and of the arrival process with d.f. B(z) =1 — ¢,
z = 0. Suppose that the first m -+ 1 arrivals occur at times 4y, ¢, "+ *, {y
and define

=ty —t, =012 - m—1,

7(¢) = the number of customers in the system at time ¢ including the one,
if any, being served,

n; = n(t; — 0).

Define also the following probabilities conditional upon 74, 7y, * * ) T!
(1) Q7 (ze, st 0y ) = Pr(npmay > 7).

(2) U;nH(To,Tu T =Pr(y >0,9>0,0 00,0 > 0, =17)-

If 75,7, ", 1, are random variables with joint distribution function
F,(x,, 1, -+, z,,) then the corresponding unconditional probabilities can
be written
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3) gt = [ Q1 (2o, @y * s T)AF (@0, T, Ty
4) uptt = [ UM, 2y, + -, ) AF (T, @y, * 7, T).

In his study of the single server queue with Erlang service times and

non-recurrent input process P. D. Finch [2] obtained the following ex-
pressions for ;"*‘1, U;"“;

m\2 m\ 5§
g (—¢7M)* . (—fﬁj) —b"
21 7!
Y (¢ o
-1 . 1
() Qmt= (=Y =1 , 0<i=<m,
0 1
0
(.) 0 N 1 g—¢o"‘
T G (—¢
3 v
(6) 2! 7! .
1 _¢m e (_¢;u—l)’-l
Untl ;= (=)e %" = G- |, 0Zj=m
0 1
4
0 0 - 1 —¢r

where ¢! =7, + T,y +cc + 7,
It is the purpose of this paper to evaluate the integrals (3) and (4) in the
particular case when F,(z,, * - *, ©,) = [ o4 (%))

2. The expansion of Q*1!

L dad}

Expanding the determinantal expression, (5), about its last column it is
found that

L)
R= I PN S =0 L m,

where the coefficients f7'71(¢F, * - -, 47') are to be determined. For this pur-
pose we prove the following lemma.
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LEmMMA 1
() ot (#, - 87) =

®) foo'(#r) =1

Proor. The validity of (8) can be seen by inspecting the determinant
given by (5).

To prove (7) we make the inductive hypothesis (denoted by H(a)) that
(7)is true forj = 1, 2, - - -, a, where a is a positive integer such that 2 < m,
and furthermore that for j =0,1,---,a — 1,

(¢k Y

L @)

r!

o6 i), T=1L2...,m,

f i-r, o( :_1' : ¢k-1

1,01(¢0-' )— Z

where % can take any one of the values § + 1,1 4 2, -

We shall prove that H (&) implies H (@ + 1). The result (7) then follows
by induction.

It follows from H(a) that

RS 40 = 2; Be) el

G

r=1 g=0 S ! (7 S) !

fa—r,o(‘ﬁ P :j

= z (f:) ag‘ (¢ _; ) fa—u—v,o( o ‘s ::11&—17)
u=0 =8¢ .

where 4, , denotes Kronecker’s delta.
Thus
: (95"‘)"

(%a) a0 (85,00 47) = P famuo(#67 " ama

the last line following from the second part of the hypothesis H(a).
Expanding the appropriate determinant about its first row it is found
that

a+l
Fotoldt. -+ 5 = — 3 o gt g $a)

Hence, using (9a) with 2 =a 4 1,

m o8 (=) VT ($on) a
a+1, 0( (I ¢a+1) = z ml—r-a,o(?so» Tt ¢a+1—-r—3)
r=l 7! =0 N !

==3 3 r() il an o

=1 v=l
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Thus

Ob) gm0 = 3 P ).

u=1 !

Inspection of (9a) and (9b) shows that H (a) implies H (@ 4 1) as required.
H (1) can be readily verified and the result stated by the lemma then follows
by induction.

From Lemma 1 we have a recurrence relation for fI'¢* (47, *, 7).
In order to determine f7'}'(47, -+, '), # % 0, we use the relation

(10) i.:l(‘ﬁr! - ¢m) j—n, 0(¢n P ‘ﬁ;n)

whose validity can be seen by inspection of the appropriate determinants.
Another property of the coefficients which we shall use is that if we make
the transformation

(Tn: Tptts " " 7 Tm) - (To: T "% tm-—n)
then
(11) oo (B0, Bers oy 1) = RGBT T T L )

3. The integration of Q=%!

m—j

Suppose now that the first m + 1 interarrival times are independently
and identically distributed with d.f. A (). Then from equations {5) and (10)
the unconditional probability, g%t = Pr(n,.,, > m — f) is given by

gt = [ [ 5 mtteer. e ) taA ) - dd (e)
(12)

“.[ f2f7236k(¢?‘k,"' F)e 4" dA (z) <+ dA(Ta),

the last step being a consequence of (11). The problem has thus been reduced
to the evaluation of the integral

Irn+1 __f J' ~do™ f"" (b5, -+ -, #7)dA (xg) - - - a4 (r,)
This problem is dealt with in Lemma 2.

LEMMA 2

- m—7+1 m—+ 1 ) miesa o a
Ij . ( ) ,(Z ' v +i1-2 gl .- w?ll
m—+1 s\ Yo JT(!)

summation being over all j-tuples (a,, - - -, a;) of non-negative integers such
that Yia, = §, and v, being defined by
© ok
— e~*dA ().
T=0 k !

Yy =
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ProoF. Suppose that the lemma is true for 1 =0,1,2,:-:,4 — 1,
(¢ = m). Then from Lemma 1

Imt =ZU---J‘% dA(z,) - - -dA(rm)}I;'

= 'go (1 —7/a) {zw‘z“—' (m ——z’;f 1) %(1;:)) YrE A ﬁ.,_,}

453 (zayh) (r%(yy';)') I

The latter expression is the coefficient of 2% in the expansion of

(Zr) = (Z ) (Z )]

and can therefore also be written as
m—atl (m + 1) Sa)! P Sy  yaa,
m+ 1 sia\ S, /T(x!)
The lemma is certainly true for f = 0, 1 and hence by induction it is true
for j =0,1,-+-,m
Applying Lemma 2 to equation (12) it is found that
) ml ] 7\ (Te)!
13 ™ (i1 l ( ) i "-E“t 10 o glaset,
(13) 4; @7 )"_%.1 ” zia._}ﬂ:_j_l S TI(a) e =1+
Equation (13) defines the transient queue size distribution at an arrival.

4. The busy period probabilities for GI[M|1
In the terminology of § 3 we have from equation (6) that
Uniies = 18 M 5 81 -+ - $7)e %"

Applying Lemma 2 in order to determine the corresponding probabilities
uphti_; we find that

(14) .
uﬁi}_, - m-41—q (M+ 1) (20'- m+1—Za‘wal cpH, 0 <j=m.
m+1 Siay=i 2«.'- H(a ')
The probability that (m -+ 1) customers are served in a busy period is
given by
+1 z mil m-1 >1
ug = 3 up u;rTe, m=1,
(15) Gl i=1 !

Uy =1—ul.
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5. The special cases M/MJ1, D|M/1

() M[M[1. We have in this case A(x) = 1—e*°, x =0, and hence
v = p/(1 + p)*¥+l. Substituting in equation (13) and using the identity,

(m+j) -5 (m+ l) _(Zoc,)!

i Siami \ 2% ) TT(!)

which can be proved by considering the power series expansion of
(1 — z)~™1 about x = 0, we find that

PHL i 7+ 20)! et
16 mtl L_ 1 S , i’
(16) 4g; (1+4p) ‘go (G +1) i+l (L4p)*

It follows that

o=sj=m

1 Vl 4p I+1
ptt (1+p)?

o "= (L+p)+t 2p
(1+p)?
P if p< 1
= { 1 if p=1

and this is a well known result for the system M/M/1.

Substituting for y, in equation {14) we obtain the following expression
for the busy period probabilities,

(17)  wrtt = 7 (2m+ 1_7.) ot
g m+1 m (14 p)2m+2—i !

() D/M/1. For this system A(z) =1, z = ¢, and hence y, =cF/kl e
Substituting in equation (13) and using the identity,
. m )t
m’ == — Ty
2 (5e) Tt

which can be proved by expanding (¢7')’ and putting each 7 equal to 1,
we find that

1=27=sm+ 1.

(18) g =(G+1) 3

re—c(r+j+1)' 0 é} é m.
r =)

m—j (7+7+ l)r-l
r! ¢

Treating the busy period probabilities in the same way we find that

.

iy mAyrTemes l=jsmt L

(19)  urt = jem

https://doi.org/10.1017/51446788700027993 Published online by Cambridge University Press


https://doi.org/10.1017/S1446788700027993

{1 The transient behaviour of the queueing system GI/M/1 255
6. The limiting distribution for GI/M|1
We define

v = [ erimnad(

r=0
o0
= 2 Pz
k=0
for real z and 2] £ 1.

It is well known that if ¢’(1) > 1 a limiting distribution of queue size at
an arrival exists and is given by

g, = 641,
where 0 is the only root of z = y{z) inside the circle [z] = 1.
The Lagrange expansion of g, is given by

fi= 3 (D" + V(oo

n=1

I

© 4 1
2 1: - (coefficient of z*-1-7 in the expansion of {y(z)}")
N1

oo ]-}—l ( n ) (z“:)' n—-Ya; & C Y
ﬂ’%‘l " 2‘1,’="’_i_1 Zai Hai! lpo wl wn—j_r

Comparing this expression with equation (13) we see that ¢7**! is a partial
sum of the series for g, as conjectured by Finch [2]. This interesting result
provides us with a means of examining the rate at which the system

approaches statistical equilibrium.

7. Relationships with previously obtained results

The transient behaviour of M/G/1 has been studied by Pollaczek [7] and
Finch [3]. Finch determines the transient distribution of queue size at a
departure and for the case 7, = 0 relates this to the transient distribution
of queue size at an arrival. He also deals with the special case M /M/1 and
from his equations (34) and (21) the result (16) can be deduced. Takdcs [6]
uses a different method to determine the transient queue size distribution
of GI/M/1 obtaining his results in the form of a generating function from
which the explicit probabilities ¢/"*! found in this paper can be deduced.
Takacs, however, does not determine the probabilities #]***

The distribution of the number of customers served in a busy period has
been determined for GI/M/[1 by Conolly [1], for 31/G/1 by Prabhu [5], and
for GI/G/1 by Finch [4]. It can be verified that the results obtained in this
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paper for the special cases M/M/1 and D/M/1 agree with those obtained in
the papers mentioned.

The author wishes to thank Mr. P. D. Finch for his helpful suggestions
and also the referee who pointed out, in particular, a deficiency in the proof
of Lemma 1.
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