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1. Maximum of a square-free quadratic form on a simplex. The 
following question was suggested by a problem of J. E. MacDonald Jr. (1): 

Given a graph G with vertices 1, 2, . . . , w. Let S be the simplex in En given 
by Xi > 0, J^Xf = 1. What is 

max ^3 #*#;?? 
xeS (i,j)eG 

Here (i, j) = (j,i) denotes an edge of G. We denote this maximum by /(G). 
(The minimum is 0.) The above-mentioned problem is: Prove that/(G) = \ for 

G = G 0 = {(1,2), ( 2 , 3 ) , . . . , ( r c - l ,n )} f n > 2. 

The general answer is as follows. 

THEOREM 1. Let k be the order of the maximal complete graph contained in G. 
Then 

Proof. Let 1, . . . , k be the vertices of a complete subgraph of G; then 
setting Xi = . . . = xk = 1/& and x^+i = . . . = xn = 0, we get 

(2) /^QiHO-i)-
To prove the opposite inequality we proceed by induction on n. For n = 1 

we have & = 1 and /(G) = 0. Now assume the theorem true for graphs with 
fewer than n vertices. If /(G) = ^(xi, . . . , xn) is attained on the boundary 
of 5, then one of the xt vanishes and/(G) = f(G'), where Gf is obtained from 
G by deleting the corresponding vertex. Since the theorem holds for G' we have 

/ ( G ) = / ( G ' ) = | ( l - | , ) < | ( l - | ) . 

If F{x) attains its maximum at an interior point of the simplex, we can say 
that F(x)/s2(x) (with s(x) = Xi + . . . + xn) attains this maximum at an 
interior point of the positive orthant. In other words, 

(3) s2Ft = 2sstF or Ft = 2F/s = 2F} 
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for i = 1, . . . , n, where the subscript denotes differentiation with respect to 
Xi. Now if G is not a complete graph, say (1, 2) $ G, then 

F(xi — c, x2 + c, xz, . . . , xn) = F(x) — c(Fi(x) — F2(x)) = F(x) 

for all c. In particular, for c = X\, 

F(0, xi + x2, xz, . . . , xn) = F(x), 

so that the maximum is also attained for the subgraph G' obtained from G 
by deleting the vertex 1. Thus the contention of the theorem is again true 
by the induction hypothesis. 

If G is a complete graph, then 

F(x) = %[(xi + . . . + xn)
2 - xi2 — . . . - xn

2] = | ( 1 - ||x||2) 

< \ ( l - min | |x | |2) = i ( l - i ) . 
2 \ i*ii+...+i*„i-i / 2 \ nl 

This completes the proof. 

COROLLARY. If I is the order of the maximal empty subgraph of G and 

g{G) = min^ - (xi2 + . . . + xn
2) + X) xt XJ 

S \4 (i,3)*G 

then g(G) = 1/(2/). 

Proof, If G is the complementary graph of G, then 

f(G) =\-g{G) = 4(1 - 1/0. 

2. Homomorphic graphs. 

Definition. A graph G\ is homomorphic to a graph G if Gi can be mapped 
onto G so that the edges of G are exactly the images of those of Gx. If, in 
addition, every pair mapped on an edge of G is an edge of Gi, then G± is com-
pletely homomorphic to G. 

Let Gi with vertices 1, . . . , n be homomorphic to G with vertices 1*, . . . , m*. 
As before we define 

Fi(x) = J2 xtxj9 F(y) = 5^ yt*yi*. 

Then 
^ ( E i xu . . . , Zm xt) > Fx(x), 

where X); *s extended over all pre-images of j * , and therefore/(G) > / ( G i ) . 
Hence, we do not need induction to prove Theorem 1 for graphs homomorphic 
to a complete graph of order k (that is, ^-colourable graphs) which contain a 
complete subgraph of order k. But even for such graphs there need not be 
a maximum of F(x) in the interior of S. In fact, the following result obtains. 

• 
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THEOREM 2. The form F(x) has a maximum in the interior of S if and only 
if G is completely homomorphic to a complete k-graph (that is, G is a maximal 
k-colourable graph). 

Proof. If G is completely homomorphic to the complete graph with vertices 
1*, . . . , &*, then all x with Y,j %t = 1/k (xt > 0, j = 1, . . . , k) give interior 
maxima. If, conversely, F(x) has an interior maximum F(x) = (1 — ljk)/2, 
then n > k. For n = k the contention is trivial. Assume that n > k and the 
contention is true for n — 1. Let (1,2) (? G\ then as in the proof of Theorem 
1, F'(x) belonging to G' (G with 1 deleted) has an interior maximum. Hence 
Gr is completely homomorphic to the complete graph with vertices 1*, . . . , k*. 
If 1 were connected with pre-images of each j * , j = 1, . . . , k, then G would 
contain a complete graph of order k + 1. Hence we may assume that 1 is 
not connected with any pre-image of 1*. Let Î be a pre-image of 1*. Then 
by the induction hypothesis, the set H of all j with (i, j) £ G is the set of 
all vertices of G that are not pre-images of 1*. But 

(l,j)eG (i,j)eG 

and all Xj > 0, so every vertex in H is connected to 1 in G. This completes 
the proof. 

Any local maximum in the interior of S is also a (global) maximum. More 
generally the following theorem is valid. 

THEOREM 3. The point x Ç 5 yields a local maximum of F(x) if and only if 
(1) the restriction of G to those j for which Xj > 0 is completely homomorphic 

to a complete k-graph (with vertices, say, 1*, . . . , k*), and J2txj = V& for 

i = 1 , . . . , k\ 
(2) no two vertices of G that are connected with all pre-images of the same 

k — 1 vertices among 1*, . . . , k* are connected with each other; 
(3) for every vertex i connected with at least one pre-image of each of 1 * , . . . , k*, 

we have J^a,j)eGxj < 1 — 1/k. 

Proof. Obviously, condition (1) is necessary because of Theorem 2 and the 
remark preceding Theorem 3. If (1) holds and if we compare F(x) and 
F(x + e), then already a consideration of the first-order variation gives (3) 
with < 1 — 1/k instead of < 1 — 1/k. If these two conditions hold, then the 
first-order variation is < 0 , and we need only non-positivity of the second-
order variation for vanishing first-order variation. However, if 

H(i,j)eGXj = 1 — 1/k 

in (3), then there exist two pre-images j \ and j*2 of different elements of 
( 1 * , . . . ,k*) that are not connected with i, and by setting et > 0, ej} =eJ2 = — et/2, 
all other ej = 0, we obtain a positive second-order variation. Now if (2) does 
not hold, say for i\, i2, and i*, then by (3) i\ and it are not connected with 
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any pre-image i% of i*\ setting eh = ei2 = —eiz/2 > 0, all other et = 0, we 
again obtain a positive second-order variation. The sufficiency is now trivially 
assured. 

3. Non-square-free forms. The above discussion can be extended to the 
case 

F(xi, ... ,xn) = ]C Q(%i,%j) 

where q(x,y) is a general binary quadratic form. Since the summation is 
symmetric, we may assume that q(x, y) = q(y, x) so that q(x, y) = a(x2+y2) 
+ bxy. The case a = 0 has been discussed already; so we may assume that 
\a\ = 1, and since a change of sign only interchanges maxima and minima, 
we may restrict attention to q(x, y) = x2 + y2 + bxy. 

THEOREM 4. Let vt denote the valence of the vertex i and let v{G) — maxg v i. 
If v(G) > b/2, thenf(G) = max s F(x) = v(G) and this maximum is attained 

only by setting xt = 1 where vt = v(G) and Xj = 0 for j 9e i. 
If v(G) = b/2, then f(G) = v(G) and the maximum is attained by setting 

Xj = 0 except for the vertices of a complete subgraph all of whose vertices have 
valence v(G). 

If v(G) < b/2, then f(G) = b/2 - c/2, where \/c = max^ E G ' (b - 2vi)~
1 

as Gf ranges over the complete subgraphs of G. This maximum is attained by 
setting xt = c/(b — 2vi) for i G G' and Xj = 0 for j (£ Gf. Whenever Fix) has 
a local maximum the subgraph G' whose vertices are the points with xt > 0 is 
complete. 

Note that, as b —» oo, the value f(G)/b tends to that obtained in Theorem 
1. However, in contrast to Theorems 2 and 3, the maximum is only attained 
for x so that the points i with xt > 0 form a complete graph. 

Proof. Let f(G) = F(xi, . . . , xn) and let G' be the subgraph whose vertices 
are the points i with xt > 0. As in the proof of Theorem 1, we have 

(4) Ft = 2vixi + b Y, X, = 2/(G) for all i G G'. 
(i,3)*Gf 

If G' were not complete, it would contain vertices i, j with (i,j) $_ G'. Then, 
replacing xt by xt + e and Xj by Xj — e would increase F by (vt + Vj)e2 con­
trary to the assumption that F was a (local) maximum. Thus 

/ J Xj x X i, 
(i,j)eG' 

and (4) becomes 

(5) (2vt - b)xt = 2/(G) - b. 

If v(G) > b/2, then f(G) > v(G) > b/2 and (5) implies vt > b/2 for each 
i £ Gr. If Gf contained two vertices i, j , then replacing xt by xt + t and Xj by 
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Xj — e would increase F by (vt + Vj — b)e2 > 0, a contradiction. Thus G' 
consists of a single vertex in this case. 

If v(G) = b/2, then /(G) > b/2, and therefore again vt > Ô/2 for each 
i € G', which means vt = b/2 for each i £ G'. The choice of xt is then arbi­
trary and leads to f{G) = b/2 = v(G). 

If v{G) < b/2, set 2f{G) — b = —c. Then according to (5) we have 
Xt = c/(b - 2v%) so that E oct = c E (b - 2vi)~

1 = 1 or c = ( E ( à - ^ ) " 1 ) " 1 

and /(G) = 5/2 — c/2. This completes the proof. 

For the general quadratic form q(x, y) the evaluation of minsF(x) = 0(G) 
is also non-trivial. Partial results are contained in the following theorem. 

THEOREM 5. (i) 0(G) < 0 if b < - 2 , v(G) > 0; 0(G) = 0 # b < - 2 , 

v(G) = 0, or b = - 2 , or b > - 2 , m i n ^ = 0; 0(G) > 0 if b > - 2 , 
minG Vi > 0. (ii) If G &as wo isolated vertex and if 

b > max (vt + z^), 

(6) <f>(G) = (max £ i 

w/^re G' Z5 an^ empty subgraph of G. 77ws minimum is attained by setting 
Xi = 2(j)(G)/vi for i £ G' and Xj = 0 for j £ Gf. Whenever F(x) has a local 
minimum in this case, the subgraph G' whose vertices are the points i with xt > 0 
is empty. 

Proof. The first statement is easily verified. Assume now that 

b > max (vt + vf) 

and 0(G) = F(xi, . . . ,xn). Let G' be the subgraph whose vertices are the 
points i with xt > 0. If G' is non-empty, then there are two vertices i,j with 
(hj) £ G!. Now Fi(x) = Fj(x) and therefore replacing xt by xt + e and x^ by 
Xj — e changes T7 by (vt + Vj — b)e2 < 0, contrary to the hypothesis of (local) 
minimality of F. Thus G' is empty and F(x) = J^VfXt2, so that Ft = 2z^ 
Xf = 20(G) for i G G'. In other words, either vt = 0 for all i G G', or 
Xt = <t>(G)/Vi and 0(G) E G ' 1/P* = 1- This completes the proof. 

4. Proof of a theorem of Turân and generalizations. Turân (2) 
proved the following result. 

THEOREM 6. A graph with n vertices which contains no complete subgraph 
of order k has no more than 

(7) e(n, k) = m2 (* ~ * j + w(* - 2)r + 

r 

u. « = (k - l)m + r, 0 < r < k - 1 
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edges. This maximum is attained only for a graph in which the vertices are divided 
into k — 1 classes of which r contain m + 1 vertices and the remainder contain 
m vertices with two vertices connected if and only if they belong to different classes. 

We derive this theorem from Theorems 1 and 2. 
If we set xt = l/n, i = 1, . . . , n, then according to Theorem 1 

thus 

which proves (7) for the case r = 0. In order to prove the remainder of the 
theorem for the case r = 0, we observe that in this case the point xt — l/n 
represents an interior maximum, so that by Theorem 2 the graph G is completely 
homomorphic to a complete (k — 1)-graph, C. Since Fi = 2F, each vertex is 
joined to 

2nF = «(1 - l/(k - 1)) = (m - l){k - 1) 

vertices, and the number of vertices in each pre-image of a vertex of C is m. 
We now proceed by induction on r. Assume the contention true for r — 1. 

According to (8), the average valence does not exceed n — n/(k — 1), so 
for r > 0 there must be a vertex with no more than 

n — m — 1 = m(k — 2) -\- r — 1 

edges. By the induction hypothesis, (7) holds for the graph G' obtained by 
deleting such a vertex, and hence 

e<m2(^~ 1) + m(k-2)(r- 1) + ( r ~ l ) + m(k - 2) + r - 1 

•} + m(k-2)r + (r
2) = e(n,k). 

Thus equality is possible in (7) only if it holds for Gf and, by the induction 
hypothesis, this means that the vertices of G' are divided into k — 1 classes 
with m + 1 or m elements each so that two vertices are connected if and only 
if they belong to different classes. Now, if the additional vertex were connected 
to elements in each class, then G would contain a complete &-graph. We can 
therefore adjoin it to one of the classes of Gf. If that class already contained 
m + 1 elements, then the number of edges at the vertex could be no greater 
than m(k — 2) + r — 2. This completes the proof. 

If instead of Theorem 2 we use Theorems 4 and 5, we can obtain generali­
zations which combine information about the number of edges with informa­
tion about valences. For example, using Theorem 5, we have 

= m \ 

https://doi.org/10.4153/CJM-1965-053-6 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1965-053-6


MAXIMA FOR GRAPHS 539 

THEOREM 7. Let G be a graph with n vertices, e edges, maximal valence v, and 
minimal valence w. If G contains no empty subgraph of order k, then 

2 

n w (9) d + »»IFTi-
Or, equivalently, if G contains no complete subgraph of order k, then 

nn\ . ( n\ n2 n — v — 1 

Proof. Set 

q(x, y) = x2 + y2 + (2v + 2e)xy, e > 0, 

and let w > 0 so that Thorem 5 applies to yield 

p{~ £) > 4>(G) = (max I > f Y 
\n n/ Qf Q> 

> ((* - lVw) - 1 = w/(k - 1). 

On the other hand F(l/n,. . . , 1/») = (2 + 2» + 2t)e/n2, so that 

( l + . + e ) e > - ^ 3 ^ . 

Since this inequality holds for every e > 0, we get (9). Inequality (10) is 
obtained by considering the complementary graph G for which 

n = n, e= ( * ) e, v = n — 1 — w, and iy = n — 1 

5. Theorems of Rademacher type. It is easy to see from Theorem 6 
that a graph G with n vertices and e(n,k) + 1 edges contains more than 
one complete &-graph. For either the deletion of some edge reduces G to the 
graph described in Theorem 6, in which case G contains at Jeast 

(m + iy-lmk-l-r (if r > 0) 

or mk~2 (if r = 0) complete subgraphs of order k, or the deletion of any edge 
from G yields a graph which already contains a complete &-graph. In other 
words, the intersection of the complete ^-subgraphs of G is empty, so that 
G contains at least two such subgraphs. However, we can state this more 
precisely : 

THEOREM 8. A graph G with n vertices which contains exactly one complete 
k-subgraph has no more than 

(11) e'(n,k) = e(n - 1, k) +k - 1 

edges. This bound is sharp. 
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Proof. Let 1, . . . , k be the vertices of the complete ^-subgraph. Then there 

are ( 9 ) edges (iyj) with 1 < i,j < k, and no vertex I > k is joined to more 

than k — 2 of the vertices 1, . . . , k. Thus there are no more than (k — 2) (n — k) 
edges (i, I) with l < i < f e < Z < w . Hence 

e'(n, k) < \Z) + (k - 2)(n - Jfe) + e(n - M ) = «(» - 1, *) + Jfe - 1. 

To see that this bound is sharp, we consider a graph G' with n — 1 vertices 
of the type described in Theorem 6 and adjoin one vertex which is joined 
to exactly one vertex in each of the k — 1 classes of Gf. 

It would not be difficult to give similar bounds under the assumption that 
the graph contains no more than some fixed number of complete ^-subgraphs. 

In view of Theorem 2 we can state the following result. 

THEOREM 9. / / the function F(%i, . . . , xn) attains its maximum (1 — l/k)/2 
at an interior point of the simplex 5, then G contains at least (k — l)(n — k/2) 
edges and at least n — k + 1 complete k-graphs. 

Proof. According to Theorem 2 the graph G is completely homomorphic 
to a complete &-graph. Let the elements of the &-graph have nu n2, . . . , nk 

pre-images. Then n± + . . . + nk = n and the number of edges is 

e = X) Ki^i > (k — 1) (n — k/2), 

where the minimum is attained by setting nx = . . . = nk-\ = 1 and 
nk = n — k + 1. The number of complete ^-subgraphs is 

II nt > n — k + 1, 

where the minimum is again attained for the above choice of nt. 
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