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Preface

Symposium 368 of the IAU GA in Busan on “Machine Learning - Possibilities and
Pitfalls” was held from Aug 2 to 4 2022. The theme revolved around machine learning in
astronomy, in particular the potential it has created to solve many open challenges, but
also the possible problems that can be encountered when applying these often black-boxy
techniques without proper care.
In the symposium there were eight invited and 13 contributed talks. There were also

four panel discussions during which 15 total panelists shared the stage. For want of time
another ∼70 abstracts were converted to virtual talks and posters available throughout
the meeting.
The symposium started with two detailed tutorials: “ML tutorial for the broader com-

munity” and “Classic Machine Learning vs Deep Learning: when, why and how?”. These
provided a gentle introduction to those who were not steeped in the details of machine
learning (ML), giving them the impetus to be able to follow the other talks later. For
those already well-versed they served as a quick revision.
The plenary talks addressed the trends and challenges in deep learning, addressing

how deep learning contrasts with shallow learning, the challenges of explainability and
interpretability as more deep learning techniques are embraced, and the path to collab-
orative Human-AI learning addressing how with modern ML/AI methods for the first
time we are starting to discover patterns from data-driven approaches and how this leads
to areas not investigated before.
Other invited talks included reviews of various areas, including an overview of machine

learning in astronomy, existing and forthcoming large and diverse datasets that form sta-
ple inputs to ML algorithms, the role of physics-informed machine learning in exoplanet
characterization, and citizen science aspects for creating labeled datasets and for outreach
and education.
The discussion sessions covered various aspects of the advances in ML, and the possible

unintended misuse thereof. The first one discussed the breadth of ML applications in
astronomy, highlighting the fact that for many problems classical ML techniques may be
the first refuge, but also that recent improvements in techniques mean that one does not
need huge datasets to do effective machine learning. Another discussed the important
topic about combining diverse datasets, in particular archival datasets with real-time
data. A third took on practical problem solving, including interpretability. Finally, the
fourth discussion handled more recent trends in multi-messenger astronomy. These open
discussions saw strong participation by students and postdocs.
The contributed talks - chosen from a large pool of abstracts - provided more extensive

coverage of the field, touching upon more surveys, outliers and anomalies, unsupervised
methods, incorporation of errors, non-Gaussianity, Generative Adversarial Networks, etc.
The speakers included not only senior researchers but also undergraduate and graduate
students. Many of the topics the invited and contributed talks did not cover were covered
by the virtual talks and posters, providing a well-rounded symposium with science topics
ranging from our neighborhood to cosmology.
The symposium received overwhelming support with close to 450 astronomers wanting

to attend the symposium in person, and about 100 submitting abstracts for presentations.
We tried to select representative presentations from across the spectrum, with the talks
covering theory, simulations, applications, interpretations and on datasets from the Solar
System to Galactic to extragalactic astronomy to cosmology. There were many deserving
abstracts that had to be converted to virtual talks and posters.
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viii Preface

We ensured that there was ample time for discussion through various panels on topics
like Gravitational Wave/Multi-Messenger Astronomy, broader ML, and fusion of large
datasets, in which all attendees were able to participate. For example, he challenges that
ML is facing include the lack of interpretability and explainability. On another level, not
many techniques allow for proper uncertainty quantification. While we did not expect
the symposium to solve these big problems, we did manage to grow awareness amongst a
larger set of users and practitioners of the issues, moving the needle towards better ML
practices.
The broad hope and expectation was that attendees gain exposure to the breadth of

available datasets and techniques, and the expertise on display during the symposium
allows them to step out of their comfort zone to take on bigger problems while leverag-
ing best practices. In particular, we hope to see more population studies incorporating
more publicly available datasets (including transfer learning across datasets) rather than
specialized studies involving smaller private and proprietary datasets, and we believe the
symposium has helped the field move in that direction.
Since the pandemic had not yet abated, and the corresponding health safety measures

were still in place, we likely lost many interested attendees (even from the 15 SOC mem-
bers, only five could attend in person). Also, there were many sessions in parallel further
dividing the attendees. Yet, throughout the symposium over 100 attendees were present
plus many online (the exact number was not reported). There were a few complaints
from those online about not being able to follow everything in the room - this is the
unfortunate reality of hybrid meetings.
There were ample opportunities for discussions which the attendees took advantage of.

There was dedicated time for poster viewing; since these were virtual posters it is likely
that they got less visibility during the meeting from those in person, however, having
the posters available to view online for an extended period may have resulted in more
overall visibility in the field.
Overall the symposium set things up well to invite novices into the world of machine

learning with datasets large and small, and provided the experts with more fodder to
explore new problems, datasets, and techniques while providing all attendees with the
resource to take steps towards avoiding the associated pitfalls.
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