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Abstract
This paper examines the effectiveness of media literacy interventions in countering
misinformation among in-transit migrants in Mexico and Colombia. We conducted
experiments to assess whether well-known strategies for fighting misinformation are
effective for this understudied yet particularly vulnerable population. We evaluate the
impact of digital media literacy tips on migrants’ ability to identify false information and
their intentions to share migration-related content. We find that these interventions can
effectively decrease migrants’ intentions to share misinformation. We also find suggestive
evidence that asking participants to consider accuracy may inadvertently influence their
sharing behavior by acting as a behavioral nudge, rather than simply eliciting their sharing
intentions. Additionally, the interventions reduced trust in social media as an information
source while maintaining trust in official channels. The findings suggest that incorporating
digital literacy tips into official websites could be a cost-effective strategy to reduce
misinformation circulation among migrant populations.
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Introduction
The spread of misinformation through digital platforms poses significant challenges
for migrants, potentially influencing their decision-making processes and exposing
them to various risks during their journeys. The United Nations Refugee
Agency (UNHCR) recently informed that social media platforms such as
Facebook and TikTok are becoming a widely used source of information for
individuals deciding to cross one of the world’s most dangerous migration passways,
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the Darien Gap (UNHCR 2023).1 At the same time, Human Rights Watch has raised
concerns about smugglers exploiting these platforms to disseminate misleading
information about journey risks and available services, further complicating migrants’
decision-making processes (Ragozzino and Pappier 2023). However, online misinfor-
mation about the migration itinerary is not limited to this journey. Anecdotal reports
suggest that migrants traveling to the United States via Mexico frequently encounter
online rumors and deception regarding border openings and asylum policies (Gómez
and Schmidt 2023). Migrants from the Middle East and Africa heading to Europe face
similar challenges (Mercy Corps 2018).

Despite the widespread recognition of migrants’ exposure to deceptive online
information from unofficial sources (see, e.g., Dekker et al. 2018; Siegel, Wolff, and
Weinstein 2024), there is still limited knowledge about how to combat online
misinformation among migrants effectively; the growing research on strategies to
counter online misinformation focuses on interventions among the general public
(see Aslett et al. 2021; Pennycook et al. 2021; Porter and Wood 2022; Arechar et al.
2023; Pereira et al. 2023; Offer-Westort, Rosenzweig, and Athey 2024). But do these
strategies work on migrants?

Migrants, particularly those in transit, must cross unfamiliar territories and
navigate changing policies. This creates an urgent need for timely and accurate
information about their journey and destination. The time-sensitive nature of this
type of information, combined with migrants’ optimism about their chances of
successfully arriving at their destination (Beber and Scacco 2022; Bah et al. 2023),
makes them particularly vulnerable to misinformation and deceptive online messages.

Building on the growing empirical literature on online misinformation, we propose
and evaluate the impact of cost-effective, scalable strategies aimed at reducing migrants’
exposure to and dissemination of misleading information. We contribute to this
existing work by exploring whether established misinformation-combating strategies
work on an understudied group that faces unique information-related challenges.

We conducted online experiments in Mexico (Study 1, n = 716) and Colombia
(Study 2, n = 688) in 2024, sampling in-transit migrants using Facebook ads and
randomly exposing these participants to media literacy tips. Mexico and Colombia
are key locations for testing strategies to combat online misinformation among
migrants. First, these countries are important transit points for international
migrants heading to the United States. Second, many in-transit migrants in these
countries own cellphones and access the internet daily (Rojas 2023). Finally,
smugglers and human traffickers actively spread online misinformation in these
areas (Ragozzino and Pappier 2023).

Study 1 evaluated how a media literacy intervention affected migrants’ ability to
identify false versus true information and their intentions to share misinformation.
Study 2 substantially modified the treatment from the first study – most notably by
focusing on the tips proven most effective in the literature (Guess et al. 2024) – and
concentrated exclusively on sharing intentions rather than measuring accuracy

1The Darien Gap is a dense jungle separating Colombia from Panama. The number of migrants crossing
this jungle en route to the United States or Canada has steadily increased, surpassing 520,000 in 2023 (IOM,
2024).
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discernment.2 Our findings show that media literacy interventions can decrease
migrants’ intention to share migration-related misinformation, even though they
did not significantly improve the ability to identify false information. Additional
analyses indicate that while these interventions decreased trust in social media as a
source of migration-related information, they did not affect trust in official sources.

The “connected migrant”
Migrants rely on the internet to learn about potential destinations (Holland and
Peters 2020), communicate with smugglers (Gillespie, Osseiran and Cheesman
2018), and share border-crossing information and strategies (Noori 2022). Yet,
migrants acknowledge that they lack credible online information related to their
journey (Borkert, Fisher and Yafi 2018) and must implement ad-hoc strategies to
check the accuracy of the information they consume (Alencar 2018).

While technology reduces information and communication costs, it also exposes
migrants to misinformation (Gillespie, Osseiran and Cheesman 2018). Migrants use
digital technologies to provide and search for online information at every step of
their journey (Mancini et al. 2019), but at the same time, human traffickers spread
misinformation through online platforms to profit from irregular migration (Beber
and Scacco 2022). This circumstance makes the internet and digital technologies a
double-edged sword for migrants, particularly those in transit.

Existing strategies based on literacy tips and pre-bunking could be useful to
increase migrants’ capacity to identify potential misinformation. Pre-bunking
through inoculation – exposing people to misinformation, warnings, and
identifying strategies – has been shown to reduce vulnerability against future false
information and its impact (Lewandowsky and van der Linden 2021). Fact checks
can also be effective at correcting misperceptions (Nyhan 2021; Bowles et al. 2023).
However, strategies that rely on attaching warnings or fact-checking circulating
misinformation may be limited. Much of the false information targeting migrants
circulates at considerable speed, and verifying it is costly.

Another approach is to provide digital literacy tips. This strategy has shown
promise in improving users’ ability to discern true from false information and
reducing the spread of misinformation. This “vertical approach” moves citizens to
consider the quality of each piece of information through the assessment of
headlines, sources, or URLs, for example, and simple reminders to consider
accuracy before sharing can significantly improve discernment and reduce the
spread of false content (Guess et al. 2024).

The effectiveness of these interventions for migrants is an open question.
Migrants face unique constraints – they often need to make quick decisions based
on available information, may have limited time and cognitive resources due to the
stresses of migration, and face higher stakes when acting on potentially false
information. The lack of resources and reliance on social media platforms as a
source of information may be problematic for this population. Given these
constraints, we focus on testing the vertical approach, as these simple literacy tips

2The Research Design section of Study 2 details all of the changes across studies.
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have shown promising results while being both cost-effective and potentially
scalable to reach larger migrant populations.

Study 1: Mexico
Research design

In the first study, we used Facebook ads to recruit international migrants located
in Mexico who did not plan to stay there for the next 12 months. Mexico is one of
the largest Facebook markets in Latin America (Facebook 2024) and the most
important crossing country for in-transit migrants heading to the United States.
Once eligibility was verified,3 we collected demographic information and then
randomly assigned participants to one of the two experiments included in the
survey.4 In the misinformation experiment, which is the main focus of this paper,
we randomly assigned participants to one of three groups. In the control group
(n � 244), participants read a neutral vignette about global warming and related
environmental tips. In the Tips condition (n � 239), participants received a
vignette explaining misinformation and its dangers in the migration context,
along with three media literacy tips for identifying false information: check the
source, check the quality, and review the content.5 Finally, in the Tips + Example
condition (n � 233), participants received the same content as in Tips,
plus an example Facebook post containing misinformation. Besides the tips,
the vignette highlighted specific features that indicated the post’s misleading
nature. These example posts were randomly selected from a curated bank of
Facebook posts that our research team had previously identified as containing
misinformation.

To measure outcomes, we present individuals with five Facebook posts about
migration, at least one of which contains misinformation. For each post, we measure
participants’ ability to discern true from false information, whether they wish to
verify misinformation and accurate information, and their willingness to share false
and accurate information, keeping the order of the questions the same across posts.6

We use these metrics to create our outcome variables: the proportion of accurate
posts correctly identified as accurate (Perceived Accuracy (A)); the proportion of
false posts identified as accurate (Perceived Accuracy (F)); the proportion of accurate
and false news correctly identified as such (Classification Accuracy); the proportion
of posts with misinformation that participants want to verify (Verification Tendency
Rate); the proportion of posts with accurate information that participants want to
verify (Accurate Verification Tendency Rate); the proportion of posts with accurate
information that participants intend to share (Sharing (A)); the proportion of posts
with false information that participants intend to share (Sharing (F)). The primary
outcome variables, thus, range from 0 to 1.

3See screening questions in Section A.3.
4Section A.2 presents the survey structure. Here we focus on the misinformation experiment.

Section A.10 describes the second experiment on cybersecurity and online risks and presents its results.
5Section A.6 presents the vignettes.
6We disclosed at the end of the survey which posts contained false information.
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In addition to the pre-registered outcomes, we report discernment outcomes,
which capture the extent to which migrants believe or share accurate news relative
to false news. For these outcomes, a positive regression coefficient indicates that the
intervention decreases belief in or sharing of false news more than it decreases belief
in or sharing of accurate news (see Guay et al. 2023).

We also measure participants’ trust in various information sources utilizing a
4-point Likert scale, ranging from 1 (“do not trust at all’’) to 4 (“trust a lot’’). For
each source, we dichotomize responses by coding values 3 or 4 as 1 and all other
responses as 0. We then calculate the average across the binarized responses to build
the Trust Sources outcome variable.

We measure all outcomes pre- and post-treatment, using different posts each
time to avoid repetition.7 We report means and standard deviations for all outcome
variables in Tables A3 and A2.

Characteristics of the sample

Participants come from Guatemala (19.2%), Haiti (12.4%), and Venezuela (12.3%),
with smaller proportions from other Latin American countries. The sample was
predominantly male (61.5%), single (36.2%), and with a median age of 34 years,
which is consistent with the characteristics exhibited by Latin American migrants.
A majority of participants reported having no steady source of income (69.5%).
Geographically, participants were distributed across major Mexican transit cities,
with significant concentrations in border cities like Tijuana (16.9%) and Ciudad
Juárez (10.3%) and in Mexico City (33.6%), where many await humanitarian visas
that allow them to journey to the Northern border. The United States was
overwhelmingly the preferred destination country by migrants (67.1%).8 Section A.7
demonstrates that the treatment assignment was successfully randomized.

Results

Figure 1 shows the effects of both experimental arms on the accuracy and sharing
outcomes. While neither treatment shows significant effects across outcomes, the
regression coefficients for sharing intentions among respondents exposed to the
Tips + Example treatment are negative, which suggests a lower propensity to share
information among treated respondents compared to those in the placebo group.
However, the observed reduction in sharing intent is imprecisely estimated
(pSharing A� � = 0.24, pSharing F� � = 0.15). The results reported in Figure 1 hold
regardless of respondents’ level of motivated reasoning (Table A7), trust in people
(Table A8), and digital literacy (Table A9). Notably, the treatments increased the
perceived accuracy of accurate posts among women (Table A10).9 Figure 2 shows
no effect on the trustworthiness of any of the sources of information typically used
by migrants. We report null effects for Verification Tendency Rate and Accurate

7These posts were obtained from popular Facebook pages on topics of migration. The research team fact-
checked the information and identified posts that contained misinformation.

8See descriptive data in Section A.4.
9The p of an F-test for the null hypothesis that the treatment effect is the same for women andmen is 0.02.

Misinformation among Migrants 5

https://doi.org/10.1017/XPS.2025.10015 Published online by Cambridge University Press

A3
A2
A7
A8
A9
A10
https://doi.org/10.1017/XPS.2025.10015


Verification Tendency Rate in Figure A11. Results from regressions estimated
controlling for outcome variables measured at baseline are virtually the same
(Figure A12).

One plausible explanation for the lack of treatment effects – despite the
intervention’s demonstrated success in other contexts – is that asking first about
accuracy influenced participants’ responses across treatment groups. Prior research
shows that prompting individuals to consider accuracy can reduce sharing
intentions and increase attentiveness to misinformation (Pennycook et al. 2021), but
may also reduce discernment when both accuracy and sharing questions are asked
(Epstein et al. 2023). In our control group, participants correctly classified as
misinformation approximately 72% of false posts (i.e., classification accuracy for
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Figure 1. Effects of Misinformation Treatments in Mexico: Average Treatment Effect (ATE) of tips, or tips
and examples, on classification accuracy (mean placebo = 0.583), perceived accuracy for accurate news
(mean placebo = 0.371), perceived accuracy for false news (mean placebo = 0.276), accuracy discernment
(mean placebo = 0.095), accurate news sharing intentions (mean placebo = 0.217), fake news sharing
intentions (mean placebo = 0.189), and sharing discernment (mean placebo = 0.029). Results from ordinary
least squares (OLS) models with robust standard errors and 95% confidence intervals. Regression results
in Table C15.
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Figure 2. Effects of Misinformation Treatments in Mexico: Average Treatment Effect (ATE) of tips, or tips
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components (placebo mean for Gov. = 0.725, Newspapers = 0.648, Facebook = 0.623, TikTok = 0.570,
Twitter/X = 0.574, WhatsApp = 0.623). Results from OLS models with robust standard errors and 95%
confidence intervals. Regression results in Table C18.
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false posts), while only 19% indicated an intention to share it. The high rate of posts
classified as false suggests that asking participants to evaluate accuracy may have
induced a generalized skepticism: participants often misclassified true posts as false.
Accuracy questions likely led participants to scrutinize all content more closely and
default toward labeling information as false. As a result, sharing intentions were low
across treatment groups. This measurement-induced skepticism may help explain
the absence of discernible treatment effects.

While our study design prevents us from directly testing whether accuracy
questions cause changes in sharing behavior – as this would require an experimental
condition without accuracy questions – we show below that there is a substantial
difference in baseline sharing rates between Study 1 (with accuracy questions) and
Study 2 (without accuracy questions), which provides suggestive evidence for this
effect. This measurement artifact may have potentially obscured treatment effects in
Study 1.

Study 2: Colombia
Research design

Study 2 modified the research design in various ways. In particular, we redesigned
and pre-registered our intervention and survey based on our initial null findings in
Study 1 and [11]’s evidence on which tips work to improve sharing discernment.10

First, we enhanced the visual presentation of the literacy tips to increase engagement
and comprehension (Figure B17). Moreover, to increase compliance with the
treatment, before presenting the flyers, we told individuals that we would ask them a
question about the information afterward. The question asked participants to recall
the number of tips they had just read in the flyer.11 Second, drawing from Guess
et al. (2024), we streamlined our intervention to focus on three tips that had
demonstrated strong effects: consider the source and URL domain, think about how
accurate the content is, and maintain skepticism toward headlines.12 Third, we
eliminated the accuracy outcome measure and focused solely on sharing intent as an
outcome13 to avoid potential contamination effects on sharing intentions, as
research has shown that simply asking people to evaluate accuracy can serve as an
intervention (Pennycook et al. 2021; Epstein et al. 2023). Indeed, instead of nudging
all participants to consider accuracy, as in Study 1, we only offer this nudge as a
treatment now, only to those randomly assigned to the Tips condition. We also
refrained frommeasuring outcomes at baseline, and to keep the survey duration to a
minimum, we also eliminated the example. Finally, we conducted the study with a
sample of in-transit migrants in Colombia.14

10The anonymized pre-registered amendment is available at https://tinyurl.com/35rn89vv.
11Study 1 also included a pre-treatment attention check, though it was unrelated to the flyer content.

Compliance rates were comparable across studies (87.4% in Mexico vs. 83.4% in Colombia), suggesting this
methodological difference is unlikely to fully explain the differences across studies.

12This represents a revision from Study 1’s tips, which focused on checking the source (but not the URL
domain), quality, and content of information (Figure A9).

13As in Study 1, we also report results for sharing discernment. Table B12 shows means and standard
deviations for the outcome variables.

14We used similar screening questions as in Study 1 (see Section B.1).
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Characteristics of the sample

Most participants in our sample are from Venezuela (94.8%). The sample is
relatively young, with 36 years being the median age. Most individuals are females
(60%) and single (44%), and more than 60% of those surveyed report having no
steady source of income (Figure B15). We asked participants to report which top
platforms and sources they used to search for migration-related information. Figure
B16 shows the most common platform is Facebook (41.6%), followed by
government websites (33%) and newspapers (19.6%). In terms of sources, people
claim to rely on the US Government (46.2%), followed by family (21.2%) and NGOs
(18.3%). Table B13 reports results from balance tests and indicates a successful
treatment randomization.

Results

Figure 3 presents the main results. These results suggest that asking the control
group to consider accuracy as an outcome might have obscured a potentially
significant treatment in the case of Study 1.15 Indeed, when we focus on the effect of
the Tips, we see that the proportion of posts with false information that treated
participants want to share falls by 21 p.p. Interestingly, the share of accurate posts
that participants want to share also falls, but by 11 p.p. The fact that these effects are
statistically different from each other (p = 0.02) suggests that the tips may be
activating participants’ capacity to detect false information, as they are
comparatively less willing to share it. Our results show that the tips increase
sharing discernment and are consistent with those reported in the literature.16 Yet,
our finding that tips reduced sharing of accurate posts (albeit less than false posts)
suggests that our intervention may operate through a combination of increased
accuracy discernment and general skepticism.
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Sharing (A) Sharing (F) Sharing Discernment
(A  F)

0.2 0.1 0.0 0.1 0.2 0.1 0.0 0.1 0.2 0.1 0.0 0.1
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Figure 3. Effects of Misinformation Treatments in Colombia: Average Treatment Effect (ATE) of tips on
accurate news sharing intentions (mean placebo = 0.746), fake news sharing intentions (mean placebo = 0.627),
and sharing discernment (difference between sharing rates of accurate and fake news,
mean placebo = 0.119). Results from OLS models with robust standard errors and 95% confidence
intervals. Regression results in Table C20.

15The average willingness to share misinformation in the control group in Study 2 is 62.7% as opposed to
an average of 18.9% for the control group that answered the accuracy question in Study 1.

16For example, Pennycook and Rand (2022) find through a meta-analysis that accuracy prompts increase
sharing discernment by 71% on average. In our case, we find that the tips increase sharing discernment by
83% with respect to the mean of the control group.
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Additionally, there is some suggestive evidence that treated participants may
become distrustful. Figure 4 shows that trust across the most popular social media
platforms appears to decrease. However, the effect is only significant for Facebook.17

Importantly, there is no effect on trust in reliable sources of information such as the
government or newspaper sources, which suggests that the treatment is increasing
discernment rather than triggering an overall skepticism among migrants. Table B14
shows that the differences between the treatment effects on trust in Facebook and in
government and newspaper sources are significant.

Discussion
There are reasons to expect in-transit migrants to be particularly vulnerable to
online misinformation. Despite this growing concern, existing research has focused
on the general public. We contribute experimental findings to an understudied
population within the misinformation scholarship. Specifically, we conduct online
experiments with samples of international in-transit migrants in Mexico and
Colombia to test the effect of media literacy interventions.

We adjusted existing media literacy tips to make them relevant to migrants and
found that these interventions decreased migrants’ intentions to share online
migration-related information. The reduction is significantly larger when the
information is false than when it is accurate. In line with existing research, we noted
that measuring accuracy and sharing intentions in the same individuals prevented
us from precisely identifying treatment effects. This highlights the importance of
considering how measurement itself can impact outcomes (see, e.g., Epstein
et al. 2023).

Our findings regarding measurement effects align with emerging literature on
accuracy prompts (Pennycook et al. 2021; Epstein et al. 2023). Study 1, which
included accuracy questions for all participants, showed substantially lower
misinformation sharing intentions in the control group (19%) compared to Study
2’s control group (63%). This pattern suggests that accuracy questions themselves
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Figure 4. Effects of Misinformation Treatments in Colombia: Average Treatment Effect (ATE) of tips on
trust in information sources (composite index, mean placebo = 0.583) and its individual components
(placebo mean for Gov. = 0.692, Newspapers = 0.589, Facebook = 0.605, TikTok = 0.516, Twitter/
X = 0.543, WhatsApp = 0.554). Results from OLS models with robust standard errors and 95%
confidence intervals. Regression results in Table C21.

17This could be explained by the fact that all posts presented come from Facebook.
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function as effective behavioral interventions, consistent with meta-analysis
showing these prompts reduce misinformation sharing while enhancing discern-
ment (Pennycook and Rand 2022). Evaluating content accuracy before indicating
sharing intentions likely makes participants more attentive to accuracy, shaping
their subsequent judgments. However, there is also evidence that asking about
sharing intentions after prompting participants to evaluate accuracy may reduce
discernment (Epstein et al. 2023). This could help explain the lack of significant
treatment effects on perceived accuracy and sharing outcomes in Study 1.
Additionally, research suggests potential ceiling effects when multiple media literacy
strategies are combined (Guess et al. 2024). While we did not experimentally
manipulate accuracy prompts, these findings provide compelling evidence for their
role as behavioral nudges that may interact with other interventions.

There is growing concern that media literacy interventions can decrease trust in
accurate news and reliable sources of information (Hameleers, 2023). This
possibility raises concerns that migrants exposed to these interventions may reduce
trust in information channels and struggle to find reliable and timely information.
However, although we found that the intervention in Study 2 decreased trust in
social media, we did not find significant effects on trust in more traditional sources.
One possibility is that our intervention increased skepticism in Facebook by
warning about the reliability of the source and then presenting posts from that social
network. However, the fact that the tips significantly increased sharing discernment
suggests that there is no general skepticism in Facebook, but rather a selective,
accuracy-based distrust.

This study shows that, given that migrants highly trust and frequently consult
government sources, including these tips on official websites, can be a low-cost
strategy with the potential to reduce misinformation circulation. Similarly, social
media platforms could scale this initiative by providing tips at the top of users’ news
feeds, as they already did in 2017 (see Guess et al. 2020). We believe this would be a
relevant initiative in developing countries, given the high rates of migrants using
social media (Rojas 2023). Digital literacy tips are particularly valuable since
migration-related information tends to spreads through private channels where
strategies such as individual content warnings cannot be effectively implemented.
An important open question is whether these effects on sharing intent last in the
long term. Moreover, future research should explore behavioral outcomes.

Supplementary material. The supplementary material for this article can be found at https://doi.org/10.
1017/XPS.2025.10015
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