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Abstract. Repeated measurement designs have been growing in popularity in the fields of Organizational Behavior and
Work and Organizational Psychology. This brings up questions regarding the appropriateness of time-lag choices and
validity of justification used to make time-lag decisions in the current literature. We start by explaining how time-lag
choices are typically made and explain issues associated with these approaches. Next, we provide some insights into how
an optimal time-lag decision should be made and the importance of time-sensitive theory building in helping guide these
decisions. Finally, we end with some brief suggestions as to how authors can move forward by urging them to explicitly
address temporal dynamics in their research, and by advocating for descriptive studies with short time-lags, which are

needed to uncover how the changes happen over time.
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It has become increasingly common in the fields of Orga-
nizational Behavior (OB; see Bolger et al., 2003; Fisher &
To, 2012; Spector & Meier, 2014;) and Work and Organi-
zational Psychology (WOP; see Beal & Weiss, 2003;
Klumb et al.,, 2009; Ohly et al., 2010; van Eerde et al.,
2005) to conduct some type of repeated measurement
study. Probably one of the most common said designs are
diary and experience sampling studies in which respon-
dents are required to respond to a questionnaire at spe-
cific measurement times that are set at intervals such as
weeks, days or even several times a day. These types of
designs allow researchers to study novel research ques-
tions such as how fluctuations in a psychological phe-
nomenon occur within the same person over time.
However, important new methodological questions
arise: What time-lags between measurements are appro-
priate and how can these time-lags be justified?
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Although the selection of variables and their pro-
posed relationships are often driven by theory, the
length of time-lags is not. In their seminal article, Mitch-
ell and James (2001, p. 533; see also Cole & Maxwell,
2003 for a similar argument) already noted the problem-
atic nature of not having time-sensitive psychological
theories to justify the selection of time-lags: “With impover-
ished theory about issues such as when events occur, when they
change, or how quickly they change, the empirical researcher is
in a quandary. Decisions about when to measure and how
frequently to measure critical variables are left to intuition,
chance, convenience, or tradition. None of these are particularly
reliable guides.” Given the arbitrary nature of this decision,
it may come as no surprise that the duration of time-lags
varies considerably across studies aiming to answer the
same research question. Additionally, and equally prob-
lematic, the same arbitrary time-lags (e.g., six months) are
used to study widely different phenomena, going from
emotions (e.g., Vranjes et al., 2018) to mental states (e.g.,
Paez et al,, 2020). The lack of a systematic method to
determine when and how frequently to measure a phenom-
enon is highly problematic because time-lags and effect
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sizes are strongly related to one another. Effect sizes are
assumed to fluctuate as a gradual linear or polynomial
function of time (e.g., Cohen et al., 2003; Dormann &
Griffin, 2015; Voelkle et al., 2012), ultimately contributing
to wildly different conclusions across studies. Since sam-
pling in research is merely taking a snapshot of an exist-
ing continuous process, both “too short” time lags and
“too long” time lags would give us misleading informa-
tion about the effect (see Dormann et al., 2020); ultimately
hiding the “true shape” of a phenomenon or the relation-
ship between different phenomena.

In this short paper, we will briefly review some of the
issues associated with choosing appropriate time-lags.
Next, we will discuss the currently available rules of
thumb for selecting time-lags and discuss the issues
associated with this approach. Finally, we will derive
recommendations that may serve as a guideline for
future repeated measurement studies and for the crea-
tion of more time-sensitive theory and methods.

What Are the Issues?

Although repeated measurement studies are on the rise,
little attention (for some exceptions with regard to tra-
ditional longitudinal studies see Dormann & Griffin,
2015; Zapf et al., 1996) has been devoted to the question
of how long time-lags should be. As previously men-
tioned, statements such as “not too short or toolong” are
very common (Boker & Nesselroade, 2002) but they are
not very specific and lack theoretical grounding. As a
field, we have come to develop our own set of “reasons”
for selecting and “justifying” the duration of time-lags,
but these “reasons” are still merely rules of thumb
and/or arguments by proxy based on the empirical
work of others who have used a similar unjustified
time-lag. Combined, these “reasons” can be summarized
(seealso Dormann & van de Ven, 2014) as being related to
(a) the phenomena under investigation or the way that
these phenomena are operationalized, (b) the mecha-
nisms under study, (c) the methodology used, (d) the
epistemological stance taken, or (e) researcher prefer-
ences or omissions. All of these are a-theoretical and they
are often added as a post-hoc afterthought to provide “a
reason” as to why specific time-lags were used.

The first group of arguments relates to the phenomne-
non or its operationalization and is either tied into the
phenomenon one tries to measure (e.g., a 1-year time-
lag to assess the effects of annual performance
appraisals) or to the very nature of the measurement
(e.g., a 6-month time-lag to assess the effects of work-
place bullying as per the definition of bullying). The
second reason is related to the mechanisms under study.
An often-used justification in this regard makes refer-
ence to the idea that it requires time for an effect to
unfold and hence a longer time-lag is justified (e.g.,
Gorgievski-Duijvesteijn et al.,, 2005; Sacco & Schmitt,
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2005). However, the duration of time-lags varies greatly
and is an idiosyncratic choice based on the researcher’s
personal opinion. Third, there might be various method-
ological reasons for the selection of certain time-lags, such
as having the ability to control for auto-regressive
effects (e.g., Griep et al., 2021; Selig & Little, 2012), and
inclusion of within-day or within-person fluctuations
(e.g., de Lange et al., 2003). Fourth—and related to the
hype of repeated measurement studies investigating
similar research questions as previous cross-sectional
or longitudinal studies—there might be epistemological
reasons to select specific time-lags. Authors justify such
choices by stressing the novelty of the approach to push
the field beyond what was already known about this
phenomenon under a different time-lag (e.g., a 6-month
time-lag which was not yet studied in the relationship
between exhaustion, safety working conditions, and
injury frequency and severity; Halbesleben, 2010).
Finally, there might be researcher preferences or omissions.
In this regard, researchers often want to (a) demonstrate
the sustainability of effects to show that they are theo-
retically or practically important over a longer period of
time (selecting long time-lags; Kinnunen et al., 2005), or
(b) they have already conducted the study and need a
reference to justify their selected time-lags. This often
leads researchers to reference a study that used a similar
time-lag in a somewhat similar domain (e.g., Griep etal.,
2016 referencing the 2010’s study by Bakker and Bal on
the use of a weekly time-lag).

Although this brief overview suggests that there are a
multitude of reasons to “justify” almost any time-lags for
any particular research question, the fields of OB and
WOP currently lack a sound scientific and theoretical
basis for choosing adequate time-lags. Indeed, Cole and
Maxwell (2003) observed that the timing of measurement
in the Social Sciences was nearly consistently determined
by convenience and tradition rather than theory.

When to Measure: Defining the Optimal Time-Lag

Although there is indeed no systematic research inves-
tigating what constitutes appropriate time-lags in
repeated measurement studies, some authors have
explored the question of optimal time-lags in the past.
For example, Dwyer (1983) demonstrated that longer
time-lags resulted in an underestimation of the effect
between X and Y. More recently, Cole and Maxwell
(2003, 2009) demonstrated that lagged effects vary with
time, and that the shape of the distribution of these effects
over time also varies in such a way that researchers “will
grossly underestimate the relation between risk and the
outcome” (Cole & Maxwell, 2009, p. 50) when they select
anything other than the optimal time-lag between X and
Y. Furthermore, Voelkle and colleagues (2012) argued
that the optimal time-lag between X and Y is often far
shorter than those frequently found in the literature.
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The advice of these studies can be summarized under
the following rule of thumb: “Effects decline as time-
lags become longer and effects increase as time-lags
become shorter”. However, this rule of thumb is still
very simplistic and leaves too many degrees of freedom
open to interpretation: “What is short and what is
long?”, “Is short for one psychological phenomenon
also short for another psychological phenomenon?”,
“Does the specific duration of short or long depend on
the relationship that is being studied between different
psychological phenomena?”. It therefore seems that,
despite the apparent appeal of having such rules of
thumb, researchers currently have little guidance for
defining, selecting, and theoretically justifying optimal
time-lags in repeated measurement studies. Indeed,
Cohen and colleagues (2003) concluded that no gener-
alizations could be made about the optimal interval for
examining causal effects of one variable on another
based on the currently available rules of thumb.

We agree with Cohen and colleagues (2003) and argue
that, in order to move away from these generic rules of
thumb, we need (a) a clear description of what is meant
by optimal time-lags, and (b) time-sensitive psycholog-
ical theories that incorporate, among others, a descrip-
tion of the time dynamics underlying a phenomenon or
the relationship between phenomena as it unfolds over
time. First, following the seminal work of Dormann and
Griffin (2015, p. 3) optimal time-lags should be defined
as “the lag that s required to yield the maximum effect of
X predicting Y at a later time, while statistically control-
ling for prior values of Y”. The optimal time-lags thus
represent the unit of objective clock time that should
elapse between the occurrence of X and the subsequent
occurrence of Y (Collins, 2006). This unit of objective
elapsed clock time can be determined from a theoretical
understanding of how fast Y is expected to change in
relation or function of X. Second, selecting optimal time-
lags should be considered within the broader question of
“when events occur, when they change, and how
quickly they change” (Mitchell & James, 2001, p. 533).
To understand and justify the selection of time-lags
requires the presence of time-sensitive theories in which
the element of time is inherently present. We currently
lack these theories. Indeed, theories within OB and WOP
have been rather ambiguous in their use of the word
“time” and “temporal dynamics”. This leads to the fol-
lowing question: “Which elements do ‘good’ time-
sensitive theories need so that researchers are able to
theoretically justify their time-lags?”

Current State of Affairs and the Next Goal: The Time
is Now for Time-Sensitive Theory!

The literature’s current state of affairs is one in which
scholars have neglected the role of time in theory
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building, measurement, data analyses, interpretation
and discussion of results, and proposition of theoretical
and practical relevance (e.g., Albert, 2013; Ancona et al.,
2001; George & Jones, 2000; Griep & Hansen, 2020;
Mitchell & James, 2001; Zacher & Rudolp, 2020). Most
theories in OB and WOP—and related domains—deny
the role of time, either explicitly (i.e., reject the role of
time or embrace the notion of stability) or implicitly
(i.e., ignore the possible effect of time or prefer to
develop a “one size fits all” theory; see also Griep &
Zacher, 2021). This includes some of the well-known
“process theories”: Vroom’s Valence-Expectancy The-
ory of Motivation (1964), Locke and Latham’s Goal-
Setting Theory (1990), Ajzen’s Theory of Planned
Behavior (1991), Kelley’s Causal Attribution Theory
(1973).

Such theories either do not reference time and/or
explicitly reference the “ahistorical” (i.e., static) nature
of their propositions. The assumption that phenomena
are stable over time (i.e., once formed there is relatively
little change within persons over time) is very common.
Think for example about theories dealing with topics
such as personality traits, personnel selection, self-reg-
ulation, motivation, goal orientations, work design, and
leadership (e.g., Bandura, 1991; Bass & Avolio, 1993;
Deci & Ryan, 2012; Locke & Latham, 1990; Oldham &
Hackman, 2010; Tsaousis & Nikolaou, 2001), which
typically assume that these phenomena are stable, either
within a person/situation or across persons/situations.
Asa corollary, these theories—and the empirical studies
derived from them—make no explicit mention as to
when the phenomenon happens, how long it lasts,
how and why it changes. Consequently, they do not
offer any guidelines to researchers to theoretically jus-
tify their time-lags. In contrast, we argue that it is of
crucial importance to the future success of the fields of
OB and WOP to include the element of time, the infor-
mation that is directly relevant to the selection and
justification of a time-lag (e.g., the total length or dura-
tion of the time span: 1 week, 6 months, three decades,
etc.), and the regularity or irregularity of time intervals
at which measurements are collected (i.e., minutes,
months, years). As previously mentioned, such deci-
sions strongly influence our power to observe, and to
more accurately describe, different effects in OB and
WOP research. Moreover, theories that are more precise
help us make more accurate predictions about the
unfolding of events over time, which is a crucial part
of applied organizational sciences.

So, what would be the next step? In their review of the
literature on the role of time in the field of WOP, Griep
and Zacher (2021) have argued that the literature con-
tinues to struggle with defining the necessary aspects
and characteristics of time-sensitive theory, which
undermines scholars’ ability to theoretically justify their
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choice of time-lag. Specifically, they propose four essen-
tial elements of time-sensitive theory, which when
incorporated, will allow scholars to select the optimal
and theoretically justified time-lags:

1. Psychological phenomena should be defined with reference
to the time window within which the phenomenon is
expected to fluctuate andfor change (e.g., seconds,
minutes, hours, days, weeks).

2. The unfolding nature of relationships between phenomena
should be defined in relation to time (e.g., the relationship
between phenomenon X and phenomenon Y is
expected to unfold over the course of a week and
dissipate after approximately three weeks).

3. Temporal features should be defined and described in detail:
When do phenomena occur (i.e., what is the starting
point), how long are they expected to last and how
fast are they expected to change (e.g., seconds,
minutes, hours, days, weeks), which developmental
form are they expected to take (e.g., linear upon expo-
sure, delayed exposure, curvilinear, lingering effect),
which type of change are they expected to follow (e.g.,
incremental versus discontinuous or stabilization ver-
sus destabilization), are phenomena expected to fol-
low phases, thythms, cycles, spirals, or other more
complex forms of change.

4. Temporal metrics should be defined with reference to the
specific time-scales, time frames, and time-lags to be used to
measure the phenomenon (i.e., a theoretical reference to
what time frames and time-lags should be used to
measure the proposed theoretical model in order to
facilitate falsification and/or temporal correction of
the proposed model).

Combining Time-Sensitive Theory and Research

Now that we are aware of the issues with arbitrary time-
lag choices and the importance of time-sensitive theory,
how can we use this knowledge to further both theory
and research. A first step, as described above, is the
development of time-sensitive theories which can serve
as a basis for further empirical research. When such
theory building is not feasible, we argue that at a min-
imum, each study applying any type of repeated mea-
surement design should contain explicit arguments
specifying the reasoning behind the temporal choices
made. Second, to aid this process, we argue that empir-
ical studies with short time-lags are needed to ensure
that we do not miss the first (presumably rapid) increase
of the effect, and do catch the maximum effect moment.
Considering that in psychology, the time lag of (both
local and global) maximum effect is unknown, the opti-
mal time-lags can vary between individuals, and the act
of measuring can affect the phenomenon of interest, our
best strategy is to take the shortest time-lag needed to
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capture a particular effect, with the least possible intru-
sion to the natural process. This is also in line with the
conclusion of Dormann and Griffin (2015) who previ-
ously found that optimal time-lags for panel designs are
usually quite short, called for more “shortitudinal”
studies in panel research. The accumulation of such
empirical knowledge regarding different short-term
effects can help inform future theory development, cre-
ating a mutually reinforcing process benefitting the
fields of OB and WOP both in terms of their theoretical
and practical relevance. There are indeed several prom-
ising directions for the fields of OB and WOP to pay
more attention to the role of optimal time-lags in future
research. First, research designs should adhere to a
synergy of theory, method, and application. For exam-
ple, when researchers aim to investigate a process, they
should avoid cross-sectional and/or between-person
designs. Moreover, it is strongly advisable to test medi-
ation models only when scholars have collected data on
all phenomena at three (or ideally more) separate time
points from the same individuals. At the same time, it is
important to use reliable and valid (multi-item) mea-
sures that are “time-invariant,” meaning that, for
instance, the indicator loadings of latent variables do
not differ significantly across measurement occasions,
and are thus directly connected to the length of the time-
lag that is being used (Griep & Zacher, 2021). Second,
when scholars aim to develop a new theory or refine an
existing theory, it is imperative that they explicitly
address temporal dynamics—including changes in phe-
nomena over time as well as the mechanisms and
boundary conditions of proposed change in said phe-
nomena over time—into their theory. For example,
scholars should explicitly state why, when, and for
how long certain changes in phenomena occur. In doing
so, they provide an initial theoretically justified indica-
tion of the optimal time-lags needed for empirical
research.

Conclusion

We argue that it is time for researchers in the fields of
OB, WOP, and beyond, to explicitly acknowledge the
issue of time in their research. When researchers
develop a new theory, or refine an existing theory, it is
imperative that they explicitly address and incorporate
temporal dynamics—including changes in key con-
structs over time as well as the mechanisms and bound-
ary conditions of proposed changes—into theory. To do
so, descriptive studies with short time-lags are needed
to uncover how psychological changes happen over
time. Such time-sensitive approach will not only aid
theory development, but will strongly improve the pre-
dictive power of the theoretical models, increasing the
practical relevance of our field along the way.
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