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1. Introduction. The usual development of the Lebesgue integral starts 
with a measure that may have been derived from some simpler set function, 
its associated class of measurable sets, the corresponding set of measurable 
functions, and operations which ultimately define the integral of any given 
function of this class, except for certain ones which are unbounded above and 
below. Here we propose to define a process of integration with respect to a set 
function more general than a measure. This process allows us to integrate 
virtually all functions real-valued on our space. The integrals thus obtained 
are all completely additive on a certain completely additive class of sets. 
Under rather mild hypotheses, we are able to delineate this class of sets 
explicitly. 

Certain questions of additivity with respect to the integrands are taken 
up in §5. This study is continued in §6. The end result is a demonstration that, 
under our general hypotheses, our integrals possess all the additivity and 
convergence properties of Lebesgue integrals, and in addition Lebesgue 
integrals turn out to represent a special case of our considerations. 

2. Some basic preliminaries. We begin by stating a number of defini­
tions and conventions which will be used throughout the paper. 

If F is any family of sets, we agree to let KJ F denote the union of F ; that 
is, the set of points belonging to at least one member of F. We say that a 
family of sets F covers a set A if and only if A C ^ F. We agree to let C\ F 
denote the intersection of a family of sets F; that is, the set of points belonging 
to each member of F. For finite or infinite sequences of sets we sometimes use 
the notations \JnAn and C\nAn to denote, respectively, the union and inter­
section. We understand tacitly that the index n is to run over a finite set of 
positive integers or all of them according to whether the sequence is finite 
or infinite. We sometimes follow a similar convention in summing numerical 
sequences. If A and B are sets, then by A — B we mean the set of those points 
that are in A but not in B. We agree to denote by (x) the set whose only 
member is x. We further agree to let 0 denote the null set as well as zero. 

We allow real-valued functions to take on the values + oo or — oo. We 
agree that 0- ( + oo) = 0- (— oo) = 0 , c- ( + °°) = + oo, c- (— oo) = — oo if 
c > 0; the signs are reversed if c < 0. Also c+oo = + °° , if £ is a real number 
or c = + oo ? c — oo = —oo if c is a real number or c = — oo. 

If A is a set of real numbers, we denote by sup A and inf A the supremum 
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and infimum of A, respectively. We keep in mind that sup 0 = — °°, inf 0 
= + oo. If F is a real-valued function and A is a subset of its domain, we use 
the notations supzCA F(x) and inf^ F(x) to denote, respectively, the supremum 
and infimum of the values assumed by F(x) for all x in A. We note that empty 
sums are zero. 

We say that 0 is an outer measure on S if and only if the domain of 0 is the 
set of all subsets of 5 and 

0 < 4>(A) < £ 0(0) 
)3eF 

whenever F is a finite or countably infinite family and A C W F C 5. This 
is equivalent to the usual definition, namely 0(0) = 0; <j>(A) < <t>(B) whenever 
A C B C S; and 

* ( U F ) < £ 0 ( « 
/3eF 

whenever F is a finite or countably infinite class of subsets of S. 
We say that the set A C S is fy-fnea sur able if and only if 0 is an outer measure 

on S and 0(E) = <1>{A H E) + 0(E - 4 ) whenever ECS. 
A family of sets F is said to be a ring if and only if E VJ F £ F and (E — E) 

Ç F whenever E and F belong to F. It follows readily that if F is a ring, then 
E O E Ç F whenever E and E belong to F ; also, F is closed with respect to 
finite unions of its members. In case a ring is closed with respect to countably 
infinite unions of its members, it is called a a-ring. If F is a cr-ring of subsets 
of S, and S Ç F, then F is called a cr-algebra of sets. Complements in 5 of 
members of such a cr-algebra are again members of the cr-algebra. It is well 
known that if 0 is any outer measure on a set 5, then the class of all 0-measure-
able subsets of 5 is a cr-algebra which contains all sets E for which 0(E) = 0 
(in particular the null set itself) and their complements (in particular S) 
(cf. 1, pp. 89-90). 

If F0 is any non-empty family of subsets of a given set 5 and g is any non-
negative function whose domain is F0, then for any set A C S, we let 'SJt(A) 
denote the family of all finite or countably infinite subfamilies G of F 0 that 
cover A (99?(̂ 4) may happen to be empty). We so define the function g that 

g(A)= inf E # . 
Gewi(A)0tG 

Owing to our assumptions on g and our convention on empty sums, it 
follows that g is a non-negative real-valued function on the class of all subsets 
of S. It is well known that g is an outer measure on S (cf. 1, pp. 90-91). Without 
further assumptions about g and F0, it is not possible to describe the associated 
class of ^-measurable sets in greater detail than above. However, significant 
facts emerge under the following relatively mild hypotheses. 

2.1. THEOREM. Let F0 denote such a non-empty family of subsets of a set S 
that a C\ 13 G F0 and (a — p) Ç F0 whenever a and /3 belong to F0. (The condition 
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(a — P) G F0 alone implies a C\ p G F0.) Also, let g denote such a non-negative 
junction on F0 that 

g{a) >g{aC\p) +g(a- (3) 

whenever a and p belong to F0. Then F0 is contained in the class of g-measurable 
sets. 

Proof. We consider an arbitrary set p G F0, and an arbitrary subset A of S. 
if H is an arbitrary member of W{A), we define the families 

G = {y : y = a C\ P for some a G H}, 
G' = {y' : y' = a — P for some a G H}. 

Evidently G and G' are finite or countably infinite subfamilies of F0 by our 
hypotheses above. We see that G covers A C\ P and G' covers A — P\ therefore 

Z gW > Z ^ n « + E g{a-p) 
aeH aeH aeH 

> E i(T) + E «(V) > $04 n « + 0(4 - 0). 

From the arbitrary nature of H G 9Jî(^4) in this last relation, we infer that 
g (A) > g (A O/3) + (̂̂ 4 — /3). Since the reverse inequality holds because 
g is an outer measure on 5, it follows that p is ^-measurable. 

2.2. LEMMA. If g and F0 satisfy the conditions of Theorem 2.1, and H is any 
finite or countably infinite subfamily of Fo, then there exists a finite or countably 
infinite disjoint family H' C Fo, each of whose members is contained in some 
member of H, such that U H' = U H and 

E «(«) > E *G8). 
aeH /3eH' 

Furthermore, if H is finite, so is H'. 

Proof. There is nothing to prove if H = 0 or if H consists of a single element, 
so we may assume it has at least two elements. We now arrange H in the form 
of a non-repetitive finite or infinite sequence a. We define a corresponding 
sequence p such that 

Pi = OLI, Pn = an — («i \J a2 VJ . . . VJan_i) 

for each positive integer m > 2, not exceeding the number of members in H. 
We see that each such set pn G F0 owing to our hypotheses. We take H' 
to be the range of the sequence p. From our hypotheses it follows that pn C «», 
g(Pn) < g(#n) for any n in the domain of the sequence a\ hence 

E *G3)< E g(«) ; U H ' C U H 
06H' aeH 

It is apparent that H' is disjoint and that each point x Ç U H belongs to 
exactly one member of H', whence U H C ^ H', and so finally U H' = W H. 
The fact that H' is finite if H is finite is apparent from the above. 
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2.3. LEMMA. / / g and F 0 satisfy the conditions of Theorem 2 .1, 7 Ç F 0 , H is 

a finite or countably infinite disjoint subfamily of Fo, and G is any finite or 

countably infinite subfamily of Fo, then 

2(7) > Z gin H a) ; 

E «(/3)> E (E g(/sn«)). 

Proof. We find it convenient to represent H in the form of a non-repeti t ive 
sequence a, finite or infinite. We may assume H has a t least two elements or 
there is nothing to prove. Then 

g(y) > g(y ^ «1) + gin - on) > gin n ax) + g((y - «0 n a2) 
+ g ( (7 - «1) - «2). 

Since «i P a2 = 0 by hypothesis, then (7 - a j Pi a2 = 7 H a2 and the 
above may be wri t ten g(7) > g(7 Pi «i) + gin ^ «2) + g((y — ( « I W «2)). 
This relation can obviously be extended inductively so t h a t for any positive 
integer n not exceeding the number of members of H, 

n 

gM > E g(7 H a,) + g(7 - (ai U • • • U «n)), 

whence follows the first s t a t emen t of the lemma. T h e second is an obvious 
consequence of the first. 

2.4. T H E O R E M . If gx and g2 are functions satisfying the conditions of Theorem 
2.1, A C S, and h = gx + g2j then h (A) = gx(A) + 92(A). 

Proof. We assume t h a t there exists some family H Ç 3Jt(A), otherwise 
gi(A), g 2(A), and h (A) would all be infinite, and the s t a t emen t of the theorem 
would be obviously t rue . Given e > 0, then, there exist finite or countably 
infinite subfamilies H i and H 2 of F 0 such t h a t 

(1) E 2i(«) < 8M) + e/2, E ft(/S) < gt(A) + e/2. 
aeHi /3eH2 

By vir tue of Lemma 2.2, we may also assume wi thout loss of generali ty t h a t 
H i and H 2 are disjoint. Now we construct the family 

H = { 7 : 7 = a P /3 for some a £ H i and some (3 £ H 2 } . 

Using Lemma 2.3, we see t h a t 

Z £2(0) > Z ( Z g2(an p)) > Z ^(7), 

Z gi(a) > Z ( Z gi(« H j8)) > Z gi(7). 
aeHi a tHi \3eH2 / 7«H 

Since H is clearly a finite or countably infinite disjointed subfamily of F 0 

covering A, we obtain from (1) and (2) the relations 
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(3) h(A) < £ h(y) = Z (gl(y) + g2(y)) < gM) + h(A) + e; 

thus h(A) <g1(A) +gt(A). 
On the other hand, if G is any finite or countably infinite subfamily of 

F0 covering A, then 

ff1(A) + g,{A) < Z «i(7) + Z fr(7) = Z Hy) ; 
7«G 7«G 7«G 

thus ^i(^4) + ^2(^4) < h (A) and the proof is complete. 

2.5. COROLLARY. // , râ Theorem 2A, h is defined on F0 in such a way that 
HP) < giiP) + gi(fl) for each 0 6 F0, *Ae» Â(/i) < ft (4) + g2(A) for each 
set ACS. 

Proof. The steps leading to (3) in Theorem 2.4 are still valid under the 
above hypotheses; and this yields the desired conclusion. 

3. The theory of integration. For the remainder of the paper, S will 
denote a fixed set, Fo a fixed non-empty family of subsets of S. We will assume 
that $Jl(S) ^ 0. Also, M will denote a non-negative finite-valued function 
whose domain is F0. In later sections we will impose additional conditions on 
F0 and /x. We shall denote by S(F0) the smallest <r-algebra of sets containing 
Fo. Also, for any set A C S, we shall denote by A the complement of A in 5; 
that is, A = S - A. 

Next we consider an arbitrary function / non-negative and real-valued on 
5. We so define the associated non-negative function /* on F0 that 

/*(0) = /i(j8)-sup/(x) if 0 ^ p G F0;/*(0) = 0 if 0 £ F0. 

Applying the procedure of §2 to /* yields an outer measure /*. 
In case / is bounded on 5, we agree to give t o / * the special name jf, and we 

denote the value /* (A) by jAf for any set A C S. Thus for each bounded 
non-negative function/ on S, jf is an outer measure on 5. If/ is non-negative 
on 5 but not bounded above, we so define /(w) for each positive integer n that 
f(n)(x) = fix) if fix) < n, f(n)(x) = n if f(x) > n; and we agree to define 
jAf = \[mnjAf^ for each set ACS. Since/<*> < / (n+1) holds for each positive 
integer n throughout S, it follows that the limit in question exists. Furthermore, 
it is easily seen that jf is again an outer measure on S. 

If / is any function real-valued on S, we so define /+ and /_ that 

/+(*) = f(x) if f(x) > 0; / + ( * ) = 0 if /(*) < 0; 
/-(*) = -fix) if f(x) < 0; /_(*)= 0 if f(x) > 0. 

Clearly /+ and /_ are non-negative on 5 and / = / + — / _ ; also, (—-/)+ = /_ 
and (— / ) _ = /+. For such a function / , we agree to define jAf = jAf+ — JA$-
for each set ACS. Since / = /+ and /_ = 0 whenever / is a non-negative 
function on 5, and since our assumption that 93?(5) ^ 0 guarantees that the 
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integral of the identically zero function is zero over any subset of S, we see 
that the definition just given reduces to the previous one in case / is non-
negative throughout Sy and so is compatible with it. We shall say that / is 
integrable if at least one of the integrals J sf+ and J sf- is finite; it is summable 
if both are finite. 

Since jf is an outer measure on S whenever / is a function non-negative on St 

each such integral determines its own class of //-measurable subsets of 5. 
We let S denote the intersection of all such classes associated with all such 
functions. Clearly S is a <r-algebra of subsets of 5 on which every integral of 
the type just mentioned is completely additive; moreover, since the integral 
of any function real-valued on 5 is representable as the difference between two 
integrals of the type just considered, we see that the integral of any integrable 
function is completely additive on S. Of course, without further information 
about JJL, Fo, and 5, all we can say about S is that 0 and S are members. 

We denote by KA the characteristic function of any given set A (Z S; 
that is, KA(x) = 1 if x Ç A ; KA{x) = 0 if x £ Â. The particular function 
Ks plays a special role among the functions integrable on 5, and we give the 
integral JKS the special name /Z, in keeping with the notation of §2. 

3.1. THEOREM, (i) / / / is integrable on S and c is a real number, then JAcf 
= CJA/ for each set A <ZL S. 

(ii) If f and g are integrable functions such that f(x) < g(x) holds for each 
x £ S, then JAf < JAg whenever A C S. 

Proof, (i). This follows directly from our definition of the integral in case 
0 < c. If c < 0, then 0 < —c, —cf+= (c/)_, — c/L = (c/)+. We can now use 
the result just mentioned to obtain JA(c/)_ = JA — cf+ = —cjf+. Putting these 
together in accordance with the definition of the integral gives the desired 
result. 

(ii) It is easily checked that 

(1) 0 < /+(*) < g+(x), 0 < / f (x) < g£\x), 

0 < g_ ( x ) < /_ (*), 0 < gire) ( x ) < /ire) (x) 

hold for each x G S and each positive integer n. In case both / + and g+ are 
bounded on S, we use the first of these relations to infer that 

(2) £ / * ( « < E «ÎG8) 
/3eF /SeF 

whenever F G 2ft (71), whence JAf+ < JAg+. Similarly, if both / and g are 
unbounded on S, we infer that jAf+(n) < §Ag+{n) for each positive integer ny 

and so again fAf+ < jAg+. If /+ is bounded on 5 and g+ is not, then /+ = /+
( n ) 

for suitably large values of n, whence /+ < g+
w and JAf+ < JAg+in) hold for 

large n; consequently JAf+ < fAg+. Applying the same arguments to the 
second pair of inequalities in (1), we derive fAg- < JAf~. Putting these results 
together gives the desired conclusion. 
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We note that an important special case occurs if a and b are real numbers 
and a < f(x) < b holds for each x (E S. In this case, we have afl(A) = JAaKs 

< JAJ < §AbKs = bjl(A). This leads to the following observation. 

3.2. COROLLARY. If fis real-valued onS, A C S, and p(A) = 0, thenjAf = 0. 

Proof. If / is bounded on S, this is an immediate consequence of the aboye 
remark; otherwise, it follows from our definition of integrals of unbounded 
functions as limits of integrals of bounded functions. 

4. An additional restriction on F0 and y. In this section we assume 
that a P (3 (E F0, a P p Ç F0, and 

M(a) >fx(ar\f3)+vi(anp) 

whenever a and ft belong to Fo. Since F0 is assumed non-empty, there is some 
a Ç F0 ; taking ft = a we infer that 0 £ F0. Also taking a = 0 = 0 we see 
that M(0) > M(0) + M(0), whence /x(0) = 0. 

4.1 LEMMA. S contains S(F0) (recall the definitions at the opening of §3). 

Proof. It is sufficient to show that if / is any function non-negative on S, 
then the class of all //-measurable sets includes F0, for then it necessarily 
includes S(F0), and so then does S. 

Accordingly we take such a function/and consider the function/1' associated 
with / as in §3. We also assume that / is bounded on S; this restriction will 
be removed later. We take arbitrary sets a and ft belonging to F0. If both 
a P ft and a P fi are non-empty, then by our sectional hypotheses on /x we 
have 

(1) f*(a) = M («) ' sup/(x) > /x(a P P) • sup /(*) 
xea xeafi/3 

+ M(« n /3) • sup /(*) = /*(« n /3) +/*(« n ft. 
xear\0 

In case a P / 3 = 0 o r a P / ? = 0, we must have, respectively, a P J3 = a 
or a P j8 = a, leading to either 

/*(«) = /*(« P $ = /*(« P 0) + / * ( « P 0) 
or 

/*(«) = /*(« P « = f*(a P « + /'(« P ft, 

respectively. Thus (1) holds in any case and /* satisfies the hypotheses of 
Theorem 2.1. Hence a is /*-measurable if a £ F0. Consequently if E C S 
and a Ç F0 then we must have 

(2) f / = /*(£)>/*(£ n«) +f(EH &)= f / + f ./. 

Now suppose/is non-negative on 5, but unbounded. Then we infer from (2) 
that 
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fn)> fn)+ JM 

v E *J EUct v Ef)a 

whenever w is a positive integer, E C. S and a Ç F0. Thus, taking limits of 
the three expressions with respect to n, we obtain fEf > js^f + §ErcJ- But 
this relation is the criterion that a. be an //-measurable set, and the proof 
is complete. 

4.2. THEOREM. S consists of all sets of the form D — N, where D Ç S(F0) 
and Ji{N) = 0. 

Proof. If / is any function non-negative on S, then JNf = 0 whenever N C S 
and ji(N) = 0 by Corollary 3.2. Since J / is an outer measure on 5, then N 
is //-measurable and so N Ç S. But, by Lemma 4.1, if D £ S(F0) then D C S . 
Thus (D - i\7) G S. 

On the other hand, consider any set A Ç S. Since 9K(5) 7e 0, there exists 
a finite or countably infinite subfamily of F0, say F, such that U F = 5. By 
our sectional hypotheses and Lemma 2.2, we may take F to be disjoint. We 
choose an arbitrary set B £ F. By well-known methods (cf. 1, Theorem 12.3, 
p. 97), it is easily shown that there exists a set DB which is the intersection 
of a finite or infinite sequence of sets, each of which is in turn the union of a 
finite or countably infinite subfamily of F0, A C\ B C DB C B, and Jl(A C\ B) 
= Jl{DB) <oo. Both A C\ B and DB belong to S, and so both sets are im­
measurable. Consequently, DB — A C\ B = NB, where /J(A7

B) = 0. It follows 
that 

A = U (DB - NB) = U DB - U Ns, 
BeF BeF BeF 

where the first set on the right of this equation belongs to S(F0) and the 
second is a set of /z-measure zero. 

5. Some results on additivity of the integral with respect to the 
integrand. We will operate in this section under the general hypotheses of 
§4. As we just saw, our definition of the integral assured its countably infinite 
additivity with respect to a large class of sets. However, additivity with respect 
to the integrand is more restrictive. We will begin our study of this question 
now. We start with a lemma extending somewhat one result achieved in 
Theorem 3.1. 

5.1. LEMMA. IfB G F0, / and g are integr able functions such that fix) < g(x) 
holds for each x G B, then JAf < JAg holds whenever A C B. In particular, 
if a and b are real numbers and a < f(x) < b holds for each x Ç B, then aji(A) 
< / ^ / < b/l(A) whenever A C B. 

Proof. We note that the statements (1) and (2) occurring in the proof of 
Theorem 3.1 (ii) are still valid provided we restrict x and F, respectively, 
so that x G B and the members of F are subsets of B. However, if A C B 
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and if we choose any family G G ffll(A), we may intersect its members with B 
to obtain a family F whose members are subsets of B. Owing to our sectional 
hypotheses, it follows that F £ 3R{A)\ moreover, the sum on the right side 
of (2) is not greater than the corresponding sum over G. With this observation, 
we are free to take over the remainder of the proof of Theorem 3.1 verbatim 
to obtain the desired conclusion, including the note at the end. 

5.2. DEFINITION. For any set f$ C S and any function f real-valued on 13 
we define 

Q(f, 0) = sup/(*) - inf/(*) 

ifOj* j8;Q(/,0) = 0. 

5.3. DEFINITION. If B C. S, then we agree to denote by C(B) the family of all 
functions f real-valued and bounded on B, such that for each e > 0 there exists a 
family F Ç %Jl(B) with a finite subfamily F ' C F for which 

(i) 12(/, 0 Pl B) < € whenever 0 £ F' , 

(ii) S p(p) < e. 
0€(F-F') 

The family F occurring in the above definition may be assumed to be 
disjoint without loss of generality. For, following the lines of proof of Lemma 
2.2, there exists a disjoint family G £ S)î(-B), each member a of which is a 
subset of exactly one corresponding set 0 in F. Thus G contains a finite sub­
family G' corresponding to F ' in F, and for each a Ç G' with its corresponding 
j8 in F ' we have, by (i), 

Q(f, aC\B) < Q(/, $r\B) < e. 

Likewise it follows from (ii) that 

Z /*(«) < Z M(0) < «. 
ae(G-G' ) /3e(F-F') 

5.4. THEOREM. If B C. S, A C B, c is a real number, f Ç C(5) and g Ç C(JB) 

( i ) / 6 C ( 4 ) 
(ii) /+ € C(S), /_ € C(5) 

(iii) cfeC(B) 

(iv) l f + g ) € C ( B ) ; | / | € C ( 5 ) 
(v) / - g G C(5) . 

Proof, (i) This follows at once from Definitions 5.2 and 5.3 combined with 
the fact that 2R(5) C SB (4). 

(ii) It is easily checked that 0(/+rJ8) < 0(/, 0) and fi(/_, 0) < Q(/,0) 
whenever fi Q S. From this the desired conclusion follows at once. 

(iii) Clearly Q(c/,0) = |c|fi(/, /3) whenever /3 C 5; thus c/ G C(5) . 
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(iv) It is easy to see that Q(/ + g), 0) < fi(/, /3) + Q(g, 0) whenever 0 C B. 
Now, given « > 0, there exist families F £ 9ft (5), G € 3ft (5) with finite 
subfamilies F ' C F, G' C G such that 

£ M(«) < «A £ M(/3) < e/2, 
a«(F-F ' ) /3e(G-G') 

Q(/, aC\B) < e/2 and Q(/f 0 P B) < e/2 whenever a f F J G G'. 
We so define H' and H that 

H' = {7: 7 = a P 0 for some a ^ F ' and some 0 G G'} 

H = H' U (F - F') \J (G - G r). 

Clearly H £ Wfl(B) and H' is a finite subfamily of H. Also, if 7 = a H 0, 
where a £ F ' and ^ G', then evidently Q(/, 7 P £) < Û(/, a H B) < e/2 
and 12(g, y C\ B) < 12(g, 0 P B) < e/2. Thus, by our opening observation, it 
follows that Î2 ( /+ g, 7 H £ ) < e whenever 7 e H'. Also, since (H - H ) 
C (F - F') U (G - GO, then 

Z M(7) < Z M(«) + Z M(/3) < e. 
7 e ( H - H ' ) ae (F-F ' ) 0«(G-G') 

Finally, since / + g is bounded on 5 , we conclude that (/ + g) G C(-B). In 
particular, from (ii) and the fact t h a t / = f+ + f-, we derive | / | £ C(J5). 

(v) Since / and g are bounded on B, we may select a positive number M 
serving as an upper bound for both / and g on B. 

Given e > 0, we select families F Ç 2» (5) and G Ç 1 ( 5 ) with finite 
subfamilies F ' C F and G ' C G such that 

Z M W < «/(2 + 3M) and S2(/f a P £ ) < e/(2 + 3M) 
ae(K-F') 

whenever a ^ F ; 

Z M(0) < «/(2 + 3M) and 12(g, /3 P 5 ) < e/(2 + 3M) 
/Se(G-G') 

whenever 0 £ G'. 
We define sets H' and H from F and G as in (iv) above. Thus if 7 = a P f3y 

where a £ F' , /3 £ G', and 7 Pi 5 ^ 0, then infxe7flB/(x) = m is a finite number 
and we see that 

sup f(x)-g(x) < sup g(x)-(J(x) — m) + sup mg(x) 
xtyftB xeyfiB xeyflB 

< Ma(f, yC)B)+ sup wg(x) ; 
xeyf\B 

inf f(x)-g(x) > inf g(x)-(f(x) — m) + inf rag(x) 

> - M2(/, 7 P B) + inf rag(x). 
ZÉ7U5 

By subtraction, we obtain from these relations 
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Q(f-g, y H B)< 2MQ(J, y H B) + a(»g, y C\ B) 

< 2MQ(/, a H B) + MQ(g, pr\B) < 2«/3 + e/3 = e. 

This last relation clearly holds if y P\ B = 0, hence it holds for each y 6 H' . 
Also, (H - H') C (F - F') W (G - G'), thus 

£ M(T) < Z M(«) + £ M(0). 
7«(H-H') ac(F-F') / 3 É ( G - G ' ) 

Finally, since / - g is bounded on B, we conclude t h a t / - g 6 C(-B). 
There is an obvious analogy between the class C (JB) and the class of functions 

bounded and continuous almost everywhere on a closed interval. It is strength­
ened in the next theorem. 

5.5. LEMMA. If B G F0, / 6 C(5) , and g € C(£) , /fterc / * ( / + g) = J V 

+ /*£• 

Proof. We let A = / + g. By Theorem 5.4, ft Ç C(5) . We select a positive 
number ikf, serving as a bound for |/|, |g|, and |ft| on i3, and not less than /Z(5). 

We suppose e > 0 and select families F G 2» (5), G G 9K(5) with finite 
subfamilies F ' C F , G ' C G such that Q(J,anB) < e/8M, Q(g, p Pi B) 
< e/SM whenever a Ç F ' and 0 Ç G', 

£ M W < e/8M, £ M ( 0 ) < €/8M. 
ae(F-F') /3e(G-G') 

Owing to the remarks following Definition 5.3, we may and do assume that 
F and G are disjoint. Also, we may further assume without loss of generality 
that the members of F and G are subsets of B, since otherwise we could inter­
sect their elements with B without altering the above inequalities. Thus we 
have 

(1) Q(/, a) < e/SM and Q(g, 0) < e/SM whenever a Ç F ' and 0 6 G'; 

and 

(2) Z /*(«) < e/8M, Z M(£) < e/8M. 
<*€(F-F') 0«(G-G') 

We now define K / = {y: y = a r\ (3 for some a Ç F ' and some 0 6 G'}. 
Clearly K/ is a finite subfamily of F0, thus (B — KJ Kr) Ç F0. It is easy to see 
that K' \J (F - F') U (G - GO G 2» (5), and consequently (F - F') 
U (G - G') G 2W(B - U KO. Thus from (2) we obtain 

(3) n(B - VJKO < e / 4 ¥ 

For each x G ( B - U K ' ) we have - M < / ( * ) < Af, - M < g{x) < ikf, 
— M < h(x) < I f ; so, by Lemma 5.1 and (3), we have 

(4) f h- f / - f 
r B-UK' *> B-UK' ^ S-UK' 

3Afjz(5 - U KO < 3€/4 
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If 0 J* a r\ p = 7, where a f F ' and 0 G G', we let m(y) = inîx(yf(x) 
and m'(y) = mixtyg(x). From (1) we see that for each x G 7, 

(5) m (7) < / ( * ) < m(y) + €/8M, m'(7) < « ( * ) < m ' M + */8M, 

whence m{y) + ra'(7) < A(x) < m (7) + ^ ' (7 ) + e/4Af. Applying Lemma 
5.1 to (5) we obtain 

^ ( T ) M ( T ) < J f<tn{y)n(y) + efl(y)/8M, 

W(7)P(7) < J g < *» ' (T)P(7 ) + ^ ( 7 ) / 8 M , 

[w(7) + m'MMy) < J A < N ( T ) + m'(y)]ji{y) + c/x(7)/4M. 

From these relations we obtain 

(6) J J h - ( J | / + J g) I < ea(y)/éM. 
This last relation holds if 7 = 0, hence it holds for each set 7 G K'. From the 
complete additivity of our integrals on S(F0), the disjointedness of K', and 
(6) we infer 

J "-U / + / «) 
•/UK' WUK' */ UK' / 

< €/Z(U K ' ) /4M < efl(B)/lM < e/4. 

Putting this together with (4) completes the proof. 

5.6. THEOREM. / / B G F0, / G C(B), g G C(£) , ^ G S, and A C B, then 
Uif+g) =Uf + fAg. 

Proof. The statement is true if 4̂ G Fo by virtue of Theorem 5.4 (i) and 
Lemma 5.5. If A is the union of a finite or countably infinite subfamily F of 
Fo, we may, by virtue of Lemma 2.2, take F as disjoint, whence by what 
was just said we obtain 

f (f + g) = Z f (f + g) = E ( f / + f «)= f / + f s 
Next we take up the case where A is the intersection of a finite or infinite 

sequence D of sets, each term in the sequence being itself the union of a finite 
or countably infinite subfamily of F0. By repetition of the terms of D if neces­
sary, we may assume that D is an infinite sequence. For an arbitrary positive 
integer n, we let Fn denote a finite or countably infinite subfamily of F 0 for 
which Dn = U Fn. By intersecting the members of Fw+i with those of Fn, if 
necessary, we may assume that Dn+\ = U F n + 1 C W Fn = Dn for each n. 
By well-known properties of completely additive set functions, we infer that 

f (/+g) = lim f (/+«) = lim( f f+ f A= f f+ f g-
A 
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Finally we take up the case where A = D — iV, where D is a set of the type 
considered in the preceding paragraph, and Jl{N) = 0. Clearly ]i{D C\ N) = 0, 
and D = A \J (D r\ N), whence by what we just proved and Corollary 3.2 
we obtain 

f (f+g) = f (f+g)+ f (/+£)= f Cf+g)= f / + ( g 
+J A ** A *J DÏÏN •> D *J D *J D 

\JA J DON I \J A J D(\tf / J A J A 

This completes the proof, since each set A Ç S, A C B Ç F0 is of the type 
just considered, as may be seen from an inspection of the proof of Theorem 4.2. 

We note in passing that if B £ F0, cu c2, . . . , cn are real numbers, and 
Ci, C2, . . . , Cn are mutually disjoint members of F0, then / = J^i=inCiKCi 
belongs to C(J5). We will show that the integrals of such functions have the 
values one might expect for them. 

5.7. LEMMA. If n is a positive integer, Ci, Ci, . . . , Cn are mutually disjoint 
members of S, A C S, and 0 < Ci, Ci, . . . , cn < oo, then 

è ctniA nct) < f é CiKCi. 
z=l vA i= l 

Proof. We let / = J^i=inCiKCi. For any positive integer j , 1 < j < w, we 
consider JAnCjf- I n c a s e a n y o n e °f these integrals is infinite, the desired con­
clusion holds. In case they are finite for each such j , we take an arbitrary 
€ > 0. For each such j we select a family F;- £ Wft(A C\ C3) such that, in the 
terminology of §3, 

:/fl. (1) Z/*(/3)< f / + 
fitFj *) AftCj 

We may assume without loss of generality that for each fi Ç F;-, ft C\ A C\ Cj 
9e 0, since otherwise we could discard from F ; those members failing to 
intersect A P\ Cj to obtain a subfamily still satisfying (1) and belonging to 
mu r\ Cj). 

For any ft £ F ; , then, we see that Cj < supxe$f(x), whence Cjfx(^) < / * ( £ ) . 
from (1) and the definition of /Z we see that 

(2) 

Then, using (2), the disjointedness of the sets Cj, the additivity of the integral, 
and the fact that 4 H ( C i U C 2 U . . . U C » ) C ^ we obtain 

+ €. 

Since e is arbitrary, the proof is complete. 

5.8. LEMMA. If A € S and B e F0 then JAKB < fi(A HB). 
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Proof. We take an arbitrary family H £ %R(A). By Lemma 2.2, we may 
assume H is disjoint. Given e > 0, we select such a family K 6 SD?{A C\ B) 
that 

(1) £ M(0) < flW O 5 ) + e. 
/3eK 

We now define 

D = {7: 7 = a Pi ft r\ B for some a £ H and some 0 £ Kj 
D' = {7:7 = a C\ B for some a f H ) , 

We see that D £ m{A C\ B), (D U D ) £ 2» (4) . Since 7 P B = 0 for each 
7 Ç D', then i£*B(7) = 0 for each such 7 and so 

(2) ( KB< £ X Î ( 7 ) = Z K*B(y) < £ M(T) 

< E ( E M(«n/3n£)) < E ( E c(«n«). 

Recalling Lemma 2.3, we derive from (1) and (2), 

f KB < £ A*(0) < P(4 O 5 ) + e. 

The arbitrary nature of e gives the desired result. 

5.9. COROLLARY. If A £ S and B £ F 0 *&en J ^ * = p ( i H 5 ) . 

Proof. This comes from Lemmas 5.7 and 5.8. 

5.10. COROLLARY. If A G S, Ci, C2, . . . Cn are mutually disjoint members 
of Fo, Ci, £2, . . . , £n (ire real numbers, then 

Proof. Since 2)? (5) F^ 0 by hypothesis, there exists a finite or countably 
infinite subfamily F of F 0 with U F = 5 ; we may assume F to be disjoint. 
For each ft £ F it is easily seen that KCi £ C(/3), thus 

J" w- w /» 

E ctKCi = E c j Kc by Theorems 5.6 and 3.1. The conclusion follows from Corollary 5.9 and 
summing the integrals over the family F. 

5.11. THEOREM, If fi,fi, . . . ,fm are functions non-negative on 5, then 

J» / m \ m n 

\j:fi)< E ft A \ i=l / z=l v A 
whenever A C 5. 

Proof. We take up the case where ra = 2 and let g = /1 + /2- We assume 
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first that both fx and f2 are bounded on S. Using the terminology of §3, we 
see that if 0 ^ 0 e F0, then 

(1) g*(P) = M(0) sup^(x) < M(/3)(sup/i(*) + sup/2(*)) = /?(0) + /?(0) . 
ze£ are/3 j 6/3 

In case 0 = 0, we have g*(0) = /*i(0) =/*2(0) = 0, whence (1) holds for 
each (3 £ F0. By virtue of Corollary 2.5, we see that if A C S, then JAg 
= <f W <f*M) +f**(A) = JAÏX+JA/2. 

If both / i and / 2 are unbounded on S, then we see that gw < / i ( n ) + /2(n) 

holds throughout 5 for each positive integer n, whence by an argument similar 
to that just given we conclude that JAg(n) K JAfi(n) + J/2(w) holds for each 
such n. Taking limits with respect to n completes the work. In case just one 
of the two functions/i and/ 2 is unbounded on S, a minor obvious modification 
of the above procedure leads to the desired result. Ordinary induction takes 
care of the general case. 

5.12. COROLLARY. If A C S and the functions fi, f2, . . . , / » each have a finite 
integral over A, then so does ^2i=infi. 

Proof. We let g = J^i=infi. It is easy to see that 
n n 

g+M < X) /<+(*), g-(*) < H fi-M 

for each x Ç 5, whence by Theorem 5.11 and 3.1, JAg is finite. 
We conclude this section with a result concerning uniform convergence. 

5.13. LEMMA. If A C S, f and g are functions real-valued on S with finite 
integrals over A, then \JAf - jAg\ < 2JA\f - g\. 

Proof. It is easily verified that /+(#) — g+(x) < \f(x) — g(x)\ and g-(x) 
— /-(*) < \f(x) - g 0 ) | whenever x Ç S. Thus/+(x) < g+(x) + \f(x) - g(x)\ 
and g-(x) < /_ (x) + \f(x) — g(x)\ hold whenever x £ S. Applying Theorem 
3.1 and 5.11 we see that 

f U< f g++ f \f-g\, f g-< f f-+ f \f-gl 
* / A *> A ^A *J A *>A *>A 

Adding and re-grouping the terms in these relations, we obtain 

(//•-J/)-(J>-J>)<»J>-«I-
hence JAf — JAg < 2JA\f — g\. Reversing the roles of / and g completes the 
proof. 

5.14. COROLLARY. If A C S, Ji{A) <<&, f is an infinite sequence of functions 
real-valued on 5, each with a finite integral over A, g is real-valued on 5, and f 
converges uniformly to g on S, then limw/A/n = JAg and \imnjA\fn — g\ = 0. 
If B Ç Fo and the uniform convergence holds only on B, then the conclusion is 
still valid provided A C B. 
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Proof. Given e > 0 we select such a positive integer N that \fn(x) — g(x)\ 
< e holds for each x (z S and each n > N. Thus — e + f&+i(x) < g(x) 
< fN+i(x) + e, for each x G 5. From the remarks following Theorem 3.1 
and Corollary 5.12 we conclude that JAg is finite. Thus we may apply Lemma 
5.13 and the remarks following Theorem 3.1 to infer that|J^/n — jAg\ 
< 2JA\fn — g\ < 2efi(A). The conclusion follows from the arbitrariness of e. 
Under the alternative hypotheses, the inequalities developed in the proof 
just given are still valid provided x G A and A C. B, due to Lemma 5.1 instead 
of Theorem 3.1, and so the stated conclusion is valid. 

6. Further additivity and convergence properties with respect to the 
integrand. To obtain the usual Lebesgue theorems we need to extend 
Corollary 5.10 to cover the case where B is an arbitrary member of S, and to 
extend Theorem 5.11 to cover the case of infinite sequences. It is possible to 
construct examples showing that this cannot be done under the general 
hypotheses of §§4 and 5. Accordingly, in this section we will add to those 
hypotheses the following: if B G F0, e > 0, A(Z B, and A is the union of a 
finite or countably infinite subfamily of F0, then there exists a family 
F G $Jl(B — ̂ 4)such that the subfamily F ' consisting of those members of F 
that intersect A satisfies the relation 

0eF' 

This new condition would be satisfied if F 0 were endowed with the property 
that (B — A) G F0 whenever A is the union of a finite or countably infinite 
subfamily of F0. The above hypotheses would be satisfied still more particularly 
if Fo were a completely additive family of subsets of F0 and /x were a measure 
on F0. It will be apparent that our integral will agree with the Lebesgue 
integral on F0 when applied to /^-measurable functions in this special case. 

In what follows, we will be dealing with the class of /z-measurable functions. 
We shall assume that the properties of such functions are known (cf. 2, pp. 
12-15). 

6.1. LEMMA. If A Ç S, b is a non-negative real number, f is a function non-
negative on S for which 0 < f(x) < b whenever x G Af then 0 < JAf < bjz(A). 

Proof. We show this first under the assumption t h a t / is bounded throughout 
S. We choose a positive number M > b serving as an upper bound for / on S. 
We select a family F G 3Jl(S) and use Lemma 2.2 to justify the assumption 
that it is disjoint. We take an arbitrary set B G F and an arbitrary e > 0. 
By Lemma 5.1 we see that 

(1) 0 < f f<Mfi(Q) <e 

whenever Q C B and fi(Q) < e/M. 
We select such a family G G 2W(5 - A) that 
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P(U G ) < Z M(/3) < H(B -A) + */2M, 

whence, setting C = U G, we readily check that 

(2) t(A r\ B r\ C) < e/2M. 

By intersecting the members of G with B if necessary, there is no loss of 
generality in assuming U G = C C B. 

We now use our sectional hypotheses to find a family H G 9JÎ( 5 — C) 
such that the subfamily H' consisting of those members of H that intersect C 
satisfies the relation 

(3) JB(UH') < Z M W <e/2M. 
aeH' 

Following the lines of Lemma 2.2, we are justified in assuming that H is disjoint 
and its members are subsets of B. 

We let D = \J (H - H'), E = \JH'. For any set a G (H - HO, we 
have a H C = 0, and so a C A C\ B. Thus, by Lemma 5.1, we have 0 < / « / 
< bji(a) for each such a, and by additivity of the integral we obtain 

(4) 0 < f / < bn(D) ; DCAHB. 
•J D 

Since ( 5 - C ) C W H = D U £ then [(A C\ B - D) - C] C E. Also 
( ^ n ^ - D j n C C ^ ^ ^ n C . Putting together these relations we 
find that (A C\ B - D) C E \J {A C\ B H C), and so from (2) and (3) we 
conclude that 

(5) p(A r\B - D) < e/M. 

Since A C\ B = ( i n ^ - D J U D , we now use (1), (4), (5) and the 
additivity of our integral to see that 

0 < f f< bji{D) + e < bfl(A HB) + e. 

Since e is arbitrary, we conclude that 0 < JA^B/ < bfl(A P\ B). Finally, from 
the arbitrary nature of B G F, the disjointedness of F and the fact that 
i C ^ F, we obtain the desired result. 

In c a se / is unbounded on 5, we use the result just obtained to infer that 
0 < J^L/(W) < bfl(A) for each positive integer n, whence the desired conclusion 
is derived by taking the limit with respect to n. 

Our definition of the integral of a given function over a set A may involve 
values assumed by the function outside of A. This explains the need for the 
following result. 

6.2. COROLLARY. If A G S, / and g are functions real-valued on 5, such that 
0 < f(x) < g(x) for each x G S, and fix) ='g(x) for each x G A, thenJAf = §Ag-

Proof. We so define h on S that h = g — f; then g = / + h. All three functions 
are non-negative on 5 and by Theorem 5.11, JAg < J A/ + JAh. Since h(x) = 0 
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for each x G A, we may apply Lemma 6.1 with b = 0 to infer that jAh = 0, 
when JAg K JAJ> The reverse inequality follows from Theorem 3.1. 

6.3. COROLLARY. If A Ç S, Ci, C2, . . . , Cn are mutually disjoint members 
of S, 0 < cu c2, . • . , cn < 00, then 

Proof. We let 

*^A t=i i= i 

/ = Ê *«£*, # = U C,. 

Since /(x) = 0 whenever x Ç (̂ 4 — D) and /(x) = ct whenever x £ Cu we 
infer from Lemma 6.1 that JA-IJ — 0 and JAUC»/ < Ci&(A P\ C*) for each 
positive integer z, 1 < i < n. Then, using Lemma 5.7, we see that 

). t, ai(Anct)<( f= ( / + f / = è f /<È<;#(4nc1 
1=1 v ^ t/ AflD ^ A—D i=l v Aft Ci i= l 

Functions of the type considered in Corollary 6.3, without, however, requir­
ing that ci, £2, . . . , cn be non-negative, are often called simple. It is easily 
checked that the sum of two simple functions is again simple. 

6.4. COROLLARY. If f and g are non-negative simple functions and A Ç S , 
thenjA(f+g) =$Af + jAg. 

Proof. The method of proof is well known and is therefore not given here 
(cf. 2, p. 21). 

6.5. LEMMA. If A Ç S, / is a non-decreasing sequence of non-negative functions 
on 5, each of which is Jl-mea sur able, and g — limn/n, then jAg = \[mn]Afn. 

Proof. We show this first on the assumption that / is bounded on S. We 
select a family F 6 90?(S), which we may take to be disjoint. We consider an 
arbitrary B £ F and take e > 0. For each positive integer n, we let 

Qn = {x:x 6 B HA and 0 < g(x) - / » ( x ) < e\. 

Evidently Qn C Qn+i for each positive integer n, and B C\ A = limn Qn, 
whence jl{B C\ A) = limn Ji(Qn). 

From the boundedness of g on 5 it follows by Lemma 6.1 that jBg is finite, 
and moreover there exists 5 > 0 such that 

(1) 0 < f g < 6 
*J D 

whenever D C B, D £ S, and p(D) < ô. We select N so that 

0 < n(B n A) - n(QN) = JL(BC\A - QN) <b 

and let D = B H A - QN. 
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Using Theorem 3.1 and the fact tha t /„ < / n + i holds throughout S for each 
positive integer n, we have 

(2) f /*<lim f /.. 
*J A(\B n ** AÏÏB 

Also by Lemma 6.1, 

(3) f {g-fN)<efi{B), 
*J QN 

and by Theorem 3.1 and (1), 

(4) 0< f (g-fN) < f g<e. 
*J D ** D 

Now, recalling Theorem 5.11 and using (2), (3), and (4) we get 

*> A(\B *J A(\B *J AOB n *) AftB 

whence J^ns£ < lim^ J ^ n ^ . The reverse inequality comes from the fact that 
0 < / w < g holds throughout S and Theorem 3.1. Hence §Aç\Bg — liuiraJ^nB/n. 
The task is completed by summing over the family F with a little care. 

In case / is not bounded on S, then for any positive integers n and &, the 
inequalities/nw < fn < g,fnw < fn+1^ < g<*\ l i m j w = gw hold throughout 
S. Using the result just established on the sequence f(k) with limit g(*°, and 
taking appropriate limits with respect to k, the final result is easily achieved. 

6.6. COROLLARY. If f and g are functions non-negative on S and jx-measurable, 
and i f S , then JA(f + g) = JAf + JAg. 

Proof. As is well known (cf. 2, p. 14), there exist non-decreasing sequences 
s and / of non-negative simple functions such that limn sn = f and limn tn = g 
hold throughout S. Evidently s + t is a non-decreasing sequence of non-
negative simple functions converging to / + g throughout S. The derived result 
is an immediate consequence of Corollary 6.4 and Lemma 6.5. 

6.7. COROLLARY. If f and g are real-valued on S and jl-nieasurable, A G S, 
and both functions are non-negative on A, then j A (/ + g) = JAf + JAg. 

Proof. We let h = / + g. We see that 0 < h+ < /+ + g+ and 0 < A_ < /_ 
+ g_ hold throughout 5; also h+ = /+ + g+ and 0 = &_ = /_ + g_ hold on A. 
Thus, applying Corollary 6.2, Corollary 6.6, and Lemma 6.1 we obtain 

f h+ = f (f+ + g+) = f /+ + f g+ ; 
• / A *J A *> A *> A 

f h-= f (/_ + «_) = f / _ + f *_ = 0; 

putting these results together completes the proof. 
With this in hand, it is possible to prove the following theorem easily (cf. 

2, p. 24). We state it without proof. 
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6.7. THEOREM. If A Ç S, / and g are real-valued on S and Ji-measurable, both 
functions possess a finite integral over A, then j A (f + g) = jAf + jAg. 

As we mentioned earlier, our definition of the integral of a function over a 
set A involves function values outside of A. However, we are finally in a 
position to show that these values do not affect the values of the integrals of 
/Z-measurable functions after all. 

6.8. COROLLARY. If A Ç S, / and g are real-valued on S and ja-measurable} 

§Ag is finite and f — g on A then JAf = $Ag-

Proof. We so define h on S that h = f — g. Clearly h+ = h- = 0 on A, 
so by Lemma 6.1, fAh+ = fAh- = 0, whence jAh = 0. Since / = g + h on 5, 
we now infer from Theorem 6.7 that jAf = jAg + ^h = fAg, as required. 

Owing to Corollary 3.2 this last result is true if / = g /Z-almost everywhere 
on A. 

From this point on, no special techniques are needed to prove such theorems 
as the Fatou lemma and the general Lebesgue convergence theorem, so we 
omit their proofs (cf. 2, pp. 29, 30). 

The writer proposes to investigate the Fubini theorem and transformation 
theory from the present point of view in succeeding papers. 
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