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Abstract

We study the existence of solutions for a class of abstract impulsive differential equations. Our technical
framework allows us to study partial differential equations with impulsive conditions involving partial
derivatives and nonlinear expressions of the solution. Some applications to impulsive partial differential
equations are presented.
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1. introduction

In this paper we study the existence of solutions for abstract impulsive differential
equations of the form

u′(t) = Au(t) + f (t, u(t)), t ∈ (0, a], t , ti, i = 1, . . . , N, (1.1)

u(0) = x0 ∈ X, (1.2)

4u(ti) = Ii(u(ti)), i = 1, . . . , N, (1.3)

where A : D(A) ⊂ X→ X is the infinitesimal generator of an analytic semigroup of
bounded linear operators (T (t))t≥0 defined on a Banach space (X, ‖ · ‖), x0 ∈ X, 0 <
t1 < · · · < tN < a are fixed numbers, Ii ∈C(Xα, X) for all i = 1, . . . , N, Xα denotes the
domain of the α-fractional power of −A endowed with the graph norm ‖(−A)αx‖,
f : [0, a] × Xα→ X is a suitable function and 4u(ti) represents the jump of u(·) at ti
which is defined by 4u(ti) = u(t+i ) − u(t−i ).

The literature on abstract impulsive differential equations similar to (1.1)–(1.3) is
very extensive and considers different topics on the existence and qualitative properties
of solutions. Concerning general motivations, relevant developments and the current
status of the theory we refer the reader to [1–19, 21, 22] and the references therein.
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In comparison to the literature on abstract impulsive differential equations, the main
contribution of our paper is the type of function Ii considered in (1.3). In this work
we assume that the maps Ii are defined from Xα into X, which permit the study of
partial differential equations with impulsive conditions involving partial derivatives
and nonlinear expressions of the solution (see the examples in the final section). It
is important to note that in [2, 5, 6, 9, 15, 21] some results are established on the
existence of Xα-valued mild solutions for different classes of impulsive differential
equations. However, in these papers the maps Ii are defined from Xα into Xα, and do
not permit the applications mentioned.

This paper has three sections. In Section 2 we study the existence of mild and
classical solutions for (1.1)–(1.3). To prove our results on the existence of a mild
solution (see Definition 2.2), we need to look at the singularity of the function
t 7→ ‖T (t − ti)Ii(u(ti))‖α at t = tti . To this end, we introduce a class of Banach spaces
with weight (denoted PCα(Xα)) formed by piecewise continuous functions for which
supt∈(ti,ti+1](t − ti)α‖u(t)‖α is finite. The existence and uniqueness of a mild solution via
the contraction mapping principle is established in Theorem 2.6. In the main result of
this paper (Theorem 2.13) we prove the existence of a mild solution via Schauder’s
fixed point criteria without assuming that the functions Ii are compact. To prove this
theorem we use the approximation scheme of Fan and Li [8], but in the context of
the space PCα(Xα). First, we study the solvability of a family of integral equations
(see equation (2.6)) which are a ‘good approximation’ of the integral equation used
to define the concept of mild solution of (1.1)–(1.3). In Theorem 2.9, we prove the
existence of a solution un, n ∈ N, for (2.6) and in Lemmas 2.11 and 2.12 we establish
some compactness properties of the set {un : n ∈ N}. Finally, by proving the existence
of a convergent subsequence of (un)n∈N, in Theorem 2.13 we show the existence of
a mild solution for (1.1)–(1.3). We finish Section 2 by studying the existence of a
classical solution for (1.1)–(1.3). In the final section, some applications to partial
differential equations with impulsive terms involving partial derivatives and nonlinear
expressions of the solution are considered.

Next, we introduce some definitions, notation and results used in this work. Let
(Z, ‖ · ‖Z) and (W, ‖ · ‖W) be Banach spaces. We denote by L(Z, W) the space of
bounded linear operators from Z into W endowed with the norm of operators denoted
by ‖ · ‖L(Z,W) and we write L(Z) and ‖ · ‖L(Z) when Z = W. In addition, Bl(z, Z) denotes
the closed ball with centre at z ∈ Z and radius l in Z and for J ⊂ R we use the notation
C(J; Z) for the space formed by all the bounded continuous functions from J into Z
endowed with the uniform norm denoted by ‖ · ‖C(J;X). In this work, for a function
u : J→ X and I ⊂ J, the symbol u|I represents the restriction of u(·) to the set I.

In this paper, A : D(A) ⊂ X→ X is the generator of an analytic semigroup (T (t))t≥0

on (X, ‖ · ‖) and we assume that 0 ∈ ρ(A). From [20] we note that Xγ is a Banach space,
Xγ ↪→ Xβ for 0 < β < γ <∞, (−A)βT (·) ∈C((0,∞),L(X)) and there is Cβ > 0 such that
‖(−A)βT (t)‖L(X) ≤Cβt−β‖x‖ for all t ∈ (0, a].

In the remainder of this paper, α ∈ (0, 1), t0 = 0, tN+1 = a and δi = (ti+1 − ti) for all
i = 0, . . . , N. To treat the impulsive conditions, we consider the space PC(X) formed
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by all the functions u : [0, a]→ X such that u(·) is continuous at t , ti, u(t−i ) = u(ti) and
u(t+i ) exists for all i = 1, . . . , N, endowed with the uniform norm denoted by ‖ · ‖PC(X).
The notation PCα(Xα) is used for the space formed by all the functions u : (0, a]→ Xα

such that u|(ti ,ti+1] ∈C((ti, ti+1]; Xα) and ‖u‖α,i = supt∈(ti,ti+1](t − ti)α‖(−A)αu(t)‖ <∞ for all
i = 0, . . . , N, endowed with the norm ‖u‖α = maxi=0,1,...,N ‖u‖α,i. It is easy to see that
PCα(Xα) is a Banach space.

For a function u ∈ PC(X) and i ∈ {0, 1, . . . , N}, we use the notation ũi for the
function ũi ∈C([ti, ti+1]; X) given by

ũi(t) =

{
u(t) for t ∈ (ti, ti+1],
u(t+i ) for t = ti.

(1.4)

If B ⊆ PC(X), we employ the notation B̃i for the set B̃i = {ũi : u ∈ B}. We state without
proof the following Ascoli–Arzelà type criteria.

L 1.1. A set B ⊆ PC(X) is relatively compact in PC(X) if and only if B̃i is
relatively compact in C([ti, ti+1], X) for all i ∈ {1, . . . , N}.

L 1.2. Assume that K ⊂ PCα(Xα), the set {u|[b,ti+1] : u ∈ K} is relatively compact
in C([b, ti+1], Xα) for all b ∈ (ti, ti+1] and each i = 0, . . . , N, and limt↓ti supu∈K(t − ti)α

‖(−A)αu(t)‖ = 0 for all i = 1, . . . , N. Then K is relatively compact in PCα(Xα).

2. Existence of solutions

In this section we discuss the existence of solutions for the impulsive problem (1.1)–
(1.3). To begin, we introduce the following concepts of solution.

D 2.1. A function u ∈ PC(X) is called a classical solution of the problem
(1.1)–(1.3) if u|(t j ,t j+1] ∈C((t j, t j+1], X1) for all j = 0, . . . , N and u(·) satisfy (1.1)–(1.3).

D 2.2. A function u ∈ PC(X) is called a mild solution of (1.1)–(1.3) if

u(t) = T (t)x0 +

∫ t

0
T (t − s) f (s, u(s)) ds +

∑
ti<t

T (t − ti)Ii(u(ti)), ∀t ∈ [0, a].

To prove our results, we introduce the following conditions. Let q′ denote the
conjugate of a number q > 1 (that is, 1/q + 1/q′ = 1) and take q′ =∞ for q = 1.

H1 The functions Ii belong to C(Xα; X) and there are nondecreasing functions
KIi : [0,∞)→ R+ such that ‖Ii(x) − Ii(y)‖ ≤ KIi (l)‖(−A)α(x − y)‖ for all x, y ∈
Bl(0, Xα) and each l > 0.

H2 For all x ∈ X, the function f (·, x) is strongly measurable on [0, a] and
f (t, ·) ∈C(Xα; X) for each t ∈ [0, a]. There are q ∈ [1, 1/α), m f ∈ Lq′([0, a]; R+)
and a nondecreasing function W f ∈C([0,∞); R+) such that ‖ f (t, x)‖ ≤
m f (t)W f (‖(−A)αx‖) for all (t, x) ∈ [0, a] × Xα.

H3 The functions Ii belong to C(Xα; X) and there are nondecreasing functions
ci : [0,∞)→ R+ and constants di > 0 such that ‖Ii(x)‖ ≤ ci(l)‖(−A)αx‖ + di for
all x ∈ Bl(0, Xα) and every l > 0.
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H4 The function f belongs to C([0, a] × Xα; X) and there are q ∈ [1, 1/α) and
a function K f ∈ Lq′([0, a]; R+) such that ‖ f (t, x) − f (t, y)‖ ≤ K f (t)‖(−A)αx −
(−A)αy‖ for all x, y ∈ Xα and every t ∈ [0, a].

To shorten the proof of our existence results, we consider some lemmas.

L 2.3. Assume that ξ ∈C((0,∞); R+) is nondecreasing, ϑ > 0, q > 1, η ∈
Lq′([0, a]; R) and the function τ→ ξq(1/τα) is integrable on [0, a]. Then

∫ d

c

η(τ)ξ
(

ϑ
(τ−c)α

)
(d − τ)α

dτ ≤
2α+1/q

(1 − qα)1/q

‖η‖Lq′ ([c,d])

(d − c)α

(∫ (d−c)/2

0
ξq

(2αϑ
τα

)
dτ

)1/q

for all 0 ≤ c < d ≤ a.

P. From the Hölder inequality, we see that

∫ d

c

η(τ)ξ
(

ϑ
(τ−c)α

)
(d − τ)α

dτ ≤ ‖η‖Lq′ ([c,d])

(∫ d−c

0

ξq( ϑ
τα

)

(d − c − τ)qα
dτ

)1/q

. (2.1)

On the other hand, for s ∈ [0, a],

∫ s

0

ξq( ϑ
τα

)

(s − τ)qα
dτ ≤

( s
2

)−qα ∫ s/2

0
ξq

(
ϑ

τα

)
dτ + ξq

(
ϑ

( s
2 )α

) ∫ s

s/2

dτ
(s − τ)qα

≤
2qα

sqα

∫ s/2

0
ξq

(
ϑ

τα

)
dτ + ξq

(2αϑ
sα

) ( s
2 )1−qα

(1 − qα)

≤
2qα

sqα

∫ s/2

0
ξq

(2αϑ
τα

)
dτ +

( s
2 )−qα

(1 − qα)

∫ s/2

0
ξq

(2αϑ
sα

)
dτ,

from which we obtain that

∫ s

0

ξq
(
ϑ
τα

)
(s − τ)qα

dτ ≤
21+qα

sqα(1 − qα)

∫ s/2

0
ξq

(2αϑ
τα

)
dτ. (2.2)

Now, the assertion follows by combining (2.1) and (2.2). The proof is complete. �

L 2.4. Assume that ξ ∈C((0,∞); R+) is nondecreasing, η ∈ Lq′([0, a]; R) for
some q > 1, the function τ→ ξq(1/τα) is integrable on [0, a], u ∈ PCα(Xα) and t ∈
(t j, t j+1] for some j ∈ {1, . . . , N}. Then∫ t

0

η(s)ξ(‖(−A)αu(s)‖)
(t − s)α

ds ≤
‖η‖Lq′ ([0,t])

(t − t j)α

(
N +

2α+1/q

(1 − qα)1/q

)(∫ a

0
ξq

(2α‖u‖α
sα

)
ds

)1/q

.
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P. By noting that ‖(−A)αu(τ)‖ ≤ ‖u‖α/(τ − ti)α and ‖(−A)αu(ti)‖ ≤ ‖u‖α/δαi−1 for
i ∈ {1, . . . , N} and τ ∈ (ti, ti+1], from Lemma 2.3 we have that∫ t

0

η(s)ξ(‖(−A)αu(s)‖)
(t − s)α

ds

≤

j−1∑
i=0

∫ ti+1

ti

η(s)
(t − s)α

ξ
(
‖u‖α

(s − ti)α

)
ds +

∫ t

t j

η(s)
(t − s)α

ξ
(
‖u‖α

(s − t j)α

)
ds

≤
1

(t − t j)α

j−1∑
i=0

‖η‖Lq′ ([ti,ti+1])

(∫ ti+1−ti

0
ξq

(
‖u‖α
sα

)
ds

)1/q

+
2α+1/q‖η‖Lq′ ([t j,t])

(t − t j)α(1 − qα)1/q

(∫ (t−t j)/2

0
ξ
(2α‖u‖α

sα

)
ds

)1/q

≤
‖η‖Lq′ ([0,t])

(t − t j)α

(
N +

2α+1/q

(1 − qα)1/q

)(∫ a

0
ξ
(2α‖u‖α

sα

)
ds

)1/q

,

which completes the proof. �

R 2.5. To abbreviate some formulas, in the remainder of this paper Q is the
constant Q := N + 2α+1/q/|1 − qα|1/q.

We can now establish our first result on the existence of a mild solution.

T 2.6. Assume that H1, H4 are satisfied and there are r > 0 and Θ ∈ (0, 1)
such that

Λ = Cα

( a
1 − α

‖ f (·, 0)‖C([0,a];X) +

N∑
i=1

‖Ii(0)‖
)
< (1 − Θ)r, (2.3)

Cα

(
‖K f ‖Lq′ ([0,a])Q

2αa1/q−α

|1 − qα|1/q
r +

N∑
i=1

KIi (
r
δαi−1

)

δαi−1

)
≤ Θr. (2.4)

If ‖x0‖ < (r(1 − Θ) − Λ)/Cα, then there exists a unique mild solution u ∈ PCα(Xα) of
(1.1)–(1.3).

P. Let Γ : PCα(Xα)→PCα(Xα) be the map defined by

Γu(t) = T (t)x0 +

∫ t

0
T (t − s) f (s, u(s)) ds +

∑
ti<t

T (t − ti)Ii(u(ti)), t ∈ (0, a].

Next, we prove that the map Γ is a contraction on Br(0, PCα(Xα)). To begin, we show
that Γ has values in Br(0, PCα(Xα)). Let u ∈ Br(0, PCα(Xα)). By using Lemma 2.4,
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for t ∈ (t j, t j+1] we have that

‖(−A)αΓu(t)‖ ≤
Cα

tα
‖x0‖ + Cα

∫ t

0

K f (s)‖u‖α
(t − s)α(s − ti)α

ds + Cα

∫ t

0

‖ f (s, 0)‖
(t − s)α

ds

+ Cα

j∑
i=1

( KIi (
r
δαi−1

)

(t − ti)αδαi−1

‖u‖qα +
‖Ii(0)‖
(t − ti)α

)
≤

Cα‖x0‖

(t − t j)α
+

Cα‖K f ‖Lq′ ([0,t j])

(t − t j)α
Q

(∫ a

0
2qα ‖u‖α

sqα
ds

)1/q

+
Cα(t − t j)αt1−α

(t − t j)α(1 − α)
‖ f (·, 0)‖C([0,a];X)

+
Cα

(t − t j)α

j∑
i=1

(KIi (
r
δαi−1

)

δαi−1

‖u‖α + ‖Ii(0)‖
)
,

so that

‖Γnu‖α, j ≤ Cα

(
‖x0‖ + ‖K f ‖Lq′ ([0,t j])Q

2αa1/q−α

|1 − qα|1/q
‖u‖α

)
+

Cαa
1 − α

‖ f (·, 0)‖C([0,a];X) + Cα

j∑
i=1

(KIi (
r
δαi−1

)

δαi−1

‖u‖α + ‖Ii(0)‖
)
,

from which

‖Γu‖α ≤Cα‖x0‖ + Θr + Cα

( a
1 − α

‖ f (·, 0)‖C([0,a];X) +

N∑
i=1

‖Ii(0)‖
)
≤ r

and Γu ∈ Br(0, PCα(Xα)). Moreover, arguing as above, for u, v ∈ Br(0, PCα(Xα)),

‖Γu − Γv‖α, j ≤Cα

(
‖K f ‖Lq′ ([0,a])Q

2αa1/q−α

|1 − qα|1/q
+

N∑
i=1

KIi (
r
δαi−1

)

δαi−1

)
‖u − v‖α,

which implies that ‖Γu − Γv‖α ≤ Θ‖u − v‖α. Thus, Γ is a contraction and there exists a
unique fixed point v ∈ Br(0, PCα(Xα)) of Γ(·).

Let u : [0, a]→ X be defined by u(t) = v(t) for t , 0 and u(0) = x0. To complete the
proof, next we prove that u(·) is a mild solution of (1.1)–(1.3). It is easy to see that u(·)
is left continuous on [0, a] and that all the limits u(t+i ) exist. Thus, it remains to show
that ‖Γu‖PC(X) is finite. To prove this, we note that for s ∈ (ti, ti+1],∫ s

ti

‖ f (τ, u(τ))‖dτ ≤
∫ s

ti

K f (τ)‖u‖α
(τ − ti)α

dτ +

∫ s

ti

‖ f (τ, 0)‖ dτ

≤ Υ := ‖K f ‖Lq′ ([0,a])
ra1/q−α

(1 − qα)1/q
+ ‖ f (·, 0)‖L1([0,a]).

(2.5)
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By using condition (2.4) and inequality (2.5), for t ∈ (t j, t j+1] we see that

‖u(t)‖ ≤ C0‖x0‖ + C0

j−1∑
i=0

∫ ti+1

ti

‖ f (τ, u(τ))‖ dτ + C0

∫ t

t j

‖ f (τ, u(τ))‖ dτ

+ C0

j∑
i=1

KIi (
r
δαi−1

)r

δαi−1

+ C0

j∑
i=1

‖Ii(0)‖

≤ C0‖x0‖ + C0NΥ +
C0

Cα
r + C0

j∑
i=1

‖Ii(0)‖,

which implies that ‖u‖PC(X) <∞. The proof is complete. �

Next, we establish some consequences of Theorem 2.6.

C 2.7. If the conditions H1, H4 hold and

Cα

(
Q

2αa1/q−α

|1 − qα|1/q
‖K f ‖Lq′ ([0,a]) + lim sup

l→∞

1
l

N∑
i=1

KIi (
l

δαi−1
)

δαi−1

)
< 1,

then there exists a unique mild solution u ∈ PCα(Xα) of (1.1)–(1.3). In particular, if
the functions K f (·),KIi (·) are bounded and CαQ(2αa1−α/|1 − qα|1/q)‖K f ‖L∞([0,a]) < 1,
then there exists a unique mild solution u ∈ PCα(Xα) for (1.1)–(1.3).

P. Let Λ be the number introduced in (2.3). From the assumption, we can select
numbers r > 0 and Θ ∈ (0, 1) such that

Cα

(
Q

2αa1/q−α

|1 − qα|1/q
‖K f ‖Lq′ ([0,a])r +

N∑
i=1

KIi (
r
δαi−1

)

δαi−1

)
< Θr,

Λ < (1 − Θ)r and ‖x0‖ < (r(1 − Θ) − Λ)/Cα. Now, the assertion follows from
Theorem 2.6. �

R 2.8. It is convenient to include some comments on Theorem 2.6. The
assumption on the existence of r is a restriction, since under this condition the result
is only applicable for a initial condition in a neighbourhood of zero. However, this
restriction is natural and predicable for two reasons.

(a) Our abstract approach is designed to study partial differential equations with
impulsive conditions involving nonlinear expressions of the solution. Note that if
some of the functions Ii are nonlinear and lims→∞ KIi (s)s−γ =∞ for some γ > 1
(respectively, lims→0 KIi (s)s−γ =∞ for some γ < 1), then (2.4) is not satisfied for
r large (respectively, small).

(b) To preserve the basic characteristic of the problem (the presence of impulses),
we need to establish the existence of a mild solution on an interval containing the
times ti. In problems without impulses, the dependence on r can be eliminated
by studying the existence of solutions local in time.
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To prove our main result (Theorem 2.13), we consider an approximation scheme
based on the solvability of the associated abstract integral equations

u(t) = T (t)x0 +

∫ t

0
T (t − s) f (s, u(s)) ds + T

(1
n

) ∑
ti<t

T (t − ti)Ii(u(ti)), n ∈ N. (2.6)

To begin, we study the existence of solutions for the integral equation (2.6).

T 2.9. Assume that H2 and H3 are satisfied, (T (t))t≥0 is compact, the function
τ→Wq

f (1/τα) is integrable on [0, a],

lim
h↓0
‖m f ‖Lq′ ([c,c+h])

1
hα

(∫ h

0
Wq

f

(
1
sα

)
ds

)1/q

= 0

for all c ∈ [0, a), limh→0 ‖m f ‖Lq′ ([d−h,d])(1/h
α)(

∫ h

0
Wq

f (1/sα) ds)1/q = 0 uniformly for d
in compact subsets of (0, a], and there is r > 0 such that

Cα

(
‖x0‖ + Q‖m f ‖Lq′ ([0,a])

(∫ a

0
Wq

f

(2αr
sα

)
ds

)1/q

+ C0

N∑
i=1

(ci( r
δαi−1

)r

δαi−1

+ di

))
≤ r. (2.7)

Then, for all n ∈ N, there exists a solution un ∈ Br(0, PCα(Xα))
⋂
PC(X) of (2.6).

P. For n ∈ N, we define the map Γn : PCα(Xα)→PCα(Xα) by

Γnu(t) = T (t)x0 +

∫ t

0
T (t − s) f (s, u(s)) ds + T

(1
n

) ∑
ti<t

T (t − ti)Ii(u(ti)).

Next, we prove that Γn is a condensing map on Br(0, PCα(Xα)). To begin, we show
that Γ has values in Br(0, PCα(Xα)). Let u ∈ Br(0, PCα(Xα)). From Lemma 2.4, for
t ∈ (t j, t j+1],

‖(−A)αΓnu(t)‖ ≤
Cα

tα
‖x0‖ + Cα

∫ t

0

m f (s)

(t − s)α
W f (‖(−A)αu(s)‖) ds

+

j∑
i=1

CαC0

(t − ti)α

(ci( r
δαi−1

)r

δαi−1

+ di

)
≤

Cα‖x0‖

(t − t j)α
+
‖m f ‖Lq′ ([0,a])

(t − t j)α
Q

(∫ a

0
W f

(2αr
sα

)
ds

)1/q

+
CαC0

(t − t j)α

j∑
i=1

(ci( r
δαi−1

)r

δαi−1

+ di

)
,

and hence,

‖Γnu‖α, j ≤ Cα

(
‖x0‖ + ‖m f ‖Lq′ ([0,a])Q

(∫ a

0
W f

(2αr
sα

)
ds

)1/q)
(2.8)

+ CαC0

j∑
i=1

(ci( r
δαi−1

)r

δαi−1

+ di

)
, (2.9)

which implies that ‖Γnu‖α ≤ r and ΓnBr(0, PCα(Xα)) ⊂ Br(0, PCα(Xα)).
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To show that the map Γn is completely continuous, we introduce the decomposition
Γn = Γ1 + Γ2 + Γ3

n where Γ1u(t) = T (t)x0, Γ2u(t) =
∫ t

0
T (t − s) f (s, u(s)) ds and Γ3

nu(t) =

T (1/n)
∑

ti<t T (t − ti)Ii(u(ti)). The continuity of the map Γn(·) is proved by a standard
procedure. We divide the remainder of the proof into several steps. Next, we use the
notation ΓiBr(0, PCα(Xα))(s) = {Γiu(s) : u ∈ Br(0, PCα(Xα))}.

Step 1. For t j < c < d ≤ t j+1, the set ∪s∈[c,d]Γ
2Br(0, PCα(Xα))(s) is relatively

compact in Xα.

Let t j < µ < c. From Lemmas 2.3 and 2.4, for t ∈ [c, d], u ∈ Br(0, PCα(Xα)) and
0 < ε < (c − µ)/2,

‖(−A)αΓ2u(t)‖ ≤ Cα

∫ t

0

m f (s)

(t − s)α
W f (‖(−A)αu(s)‖) ds

≤ r1 :=
Cα‖m f ‖Lq′ ([0,a])

(µ − t j)α
Q

(∫ a

0
W f

(2αr
τα

)
dτ

)1/q

,∥∥∥∥∥∫ t

t−ε
(−A)αT (t − τ) f (τ, u(τ)) ds

∥∥∥∥∥
≤Cα

∫ t

0

m f (s)

(t − s)α
W f (‖(−A)αu(s)‖) ds

≤
Cα2α+1/q

|1 − qα|1/q
‖m f ‖Lq′ ([t−ε,t])

1
εα

(∫ ε/2

0
Wq

f

(2αr
τα

)
dτ

)1/q

≤ rε :=
Cα2α+1/q

|1 − qα|1/q
sup

s∈[µ,d]
‖m f ‖Lq′ ([s−ε,s])

1
εα

(∫ ε

0
Wq

f

(2αr
τα

)
dτ

)1/q

.

By noting that the above estimates are independent of t ∈ [c, d], from the
decomposition

(−A)αΓ2u(s) = T (ε)
∫ s−ε

0
(−A)αT (s − ε − τ) f (τ, u(τ)) dτ

+

∫ s

s−ε
(−A)αT (s − τ) f (τ, u(τ)) dτ

we infer that ∪s∈[c,d](−A)αΓ2Br(0, PCα(Xα))(s) ⊂ T (ε)Br1 (0, X) + B2rε(0, X), which
proves the assertion since T (ε)Br1 (0, X) is compact in X and rε→ 0 as ε→ 0.

Step 2. Γ2Br(0, PCα(Xα)) = {Γ2u : u ∈ Br(0, PCα(Xα))} is an equicontinuous
subset of C([0, a]; Xα).

Let t ∈ (0, a]. To begin, we assume that t ∈ (t j, t j+1). Since T (·) ∈C((0, a],L(X))
and Γ2Br(0, PCα(Xα))(t) is relatively compact in X, for given ε > 0 we can select
0 < δ ≤min{t j+1 − t} such that ‖(T (θ) − I)x‖ ≤ ε for every x ∈ Γ2Br(0, PCα(Xα))(t) and
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all 0 < θ ≤ δ. Then, for 0 < h < δ and u ∈ Br(0, PCα(Xα)),

‖(−A)αΓ2u(t + h) − (−A)αΓ2u(t)‖

≤ ‖(T (h) − I)(−A)αΓ2u(t)‖ +

∫ t+h

t
‖(−A)αT (t + h − s) f (s, u(s))‖ ds

≤ sup{‖(T (h) − I)(−A)αΓ2v(t)‖ : v ∈ Br(0, PCα(Xα))}

+ Cα

∫ t+h

t

m f (s)

(t + h − s)α
W f

(
‖u‖α

(s − t)α

)
ds

≤ ε +
Cα2α+1/q‖m f ‖Lq′ ([t,t+h])

|1 − qα|1/q
1
hα

(∫ h/2

0
Wq

f

(2αr
sα

)
ds

)1/q

,

which shows that (−A)αΓ2Br(0, PCα(Xα)) is right equicontinuous at t.
We now show the left equicontinuity for the case where t ∈ (t j, t j+1]. Let t j <

µ < c < t. By noting that the set ∪s∈[µ,t]Γ
2Br(0, PCα(Xα))(s) is relatively compact in

Xα (see Step 1), for ε > 0 there exists 0 < δ < (c − µ)/2 such that ‖(T (θ) − I)x‖ ≤ ε
for every x ∈ ∪s∈[µ,t]Γ

2Br(0, PCα(Xα))(s) and all 0 < θ ≤ δ. Then, for 0 < h < δ and
u ∈ Br(0, PCα(Xα)),

‖(−A)αΓ2u(t − h) − (−A)αΓ2u(t)‖

≤ ‖(I − T (h))(−A)αΓ2u(t − h)‖ +

∫ t

t−h
‖(−A)αT (t − s) f (s, u(s))‖ ds

≤ sup{‖(I − T (h))(−A)αΓ2v(s)‖ : s ∈ [µ, t], v ∈ Br(0, PCα(Xα))}

+ Cα

∫ t

t−h

m f (s)

(t − s)α
W f

(
‖u‖α

(s − (t − h))α

)
ds

≤ ε +
Cα2α+1/q

(1 − qα)1/q
‖m f ‖Lq′ ([t−h,t];R)

1
hα

(∫ h

0
Wq

f

(2αr
sα

)
ds

)1/q

,

which shows the left equicontinuity at t.

Step 3. For t j < c < d ≤ t j+1, the set ∪s∈[c,d]Γ
3
nBr(0, PCα(Xα))(s) is relatively

compact in Xα.
The case where j = 0 is obvious. Assume that j ≥ 1 and let t j < µ < c. For

u ∈ Br(0, PCα(Xα)) and s ∈ [µ, d] we see that

‖(−A)αΓ3
nu(s)‖ ≤ r∗ :=

CαC0

(µ − t j)α

j∑
i=1

(ci( r
δαi−1

)r

δαi−1

+ di

)
,

and hence, ∪τ∈[µ,d](−A)αΓ3
nBr(0, PCα(Xα))(τ) ⊂ Br∗(0, X). Thus, for t ∈ [c, d], u ∈

Br(0, PCα(Xα)) and 0 < ε < (c − µ)/2,

(−A)αΓ3
nu(t) = T (ε)(−A)αΓ3

nu(t − ε) ⊂ T (ε)Br∗(0, X),

from which we infer that ∪s∈[c,d](−A)αΓ3
nBr(0, PCα(Xα))(s) ⊂ T (ε)Br∗(0, X). This

proves the assertion since T (ε) is compact.
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Step 4. The set of functions Γ3
nBr(0, PCα(Xα)) = {Γ3

nu : u ∈ Br(0, PCα(Xα))} is
equicontinuous at t , ti and left equicontinuous t = ti in the norm of Xα.

The case t ∈ (0, t1] is trivial. Assume that t ∈ (t j, t j+1) for some j ≥ 1. By using
the fact that (−A)αΓ3

nBr(0, PCα(Xα))(t) is relatively compact in X, for ε > 0 we select
0 < δ < t j+1 − t such that ‖(T (θ) − I)x‖ ≤ ε for all x ∈ (−A)αΓ3

nBr(0, PCα(Xα))(t) and
every 0 < θ ≤ δ. Then, for u ∈ Br(0, PCα(Xα)) and 0 < h < δ,

‖(−A)αΓ3
nu(t + h) − (−A)αΓ3

nu(t)‖ = ‖(T (h) − I)(−A)αΓ3
nu(t)‖

≤ sup{(T (h) − I)(−A)αΓ3
nv(s)‖ : v ∈ Br(0, PCα(Xα))}

≤ ε,

which shows that (−A)αΓ3
nBr(0, PCα(Xα)) is right equicontinuous at t.

We now prove left equicontinuity for the case where t ∈ (t j, t j+1]. Let t j <
µ < c < t. Since the set ∪s∈[µ,t](−A)αΓ3

nBr(0, PCα(Xα))(s) is relatively compact in
X, for ε > 0 we choose 0 < δ < (c − µ)/2 such that ‖(T (θ) − I)x‖ ≤ ε for all x ∈
∪s∈[µ,t](−A)αΓ3

nBr(0, PCα(Xα))(s) and each 0 < θ < δ. Under these conditions, for
u ∈ Br(0, PCα(Xα)) and 0 < h < δ,

‖(−A)αΓ3
nu(t − h) − (−A)αΓ3

nu(t)‖ = ‖(I − T (h))(−A)αΓ3
nu(t − h)‖

≤ sup{‖(I − T (h))(−A)αΓ3
nv(s)‖ : s ∈ [µ, t], v ∈ Br(0, PCα(Xα))}

≤ ε,

which proves the left equicontinuity at t. This completes the proof that
Γ3

nBr(0, PCα(Xα)) is equicontinuous at t , ti.

Step 5. For every j ∈ {1, . . . , N}, limt↓t j (t − t j)α(−A)αΓ3
nu(t) = 0 uniformly for u ∈

Br(0, PCα(Xα)).
For u ∈ Br(0, PCα(Xα)) and t ∈ (t j, t j+1),

(t − t j)α‖(−A)αΓ3
nu(t)‖ ≤

(t − t j)α

(t − t j + 1
n )α

Cα

N∑
i=1

(ci( r
δαi−1

)r

δαi−1

+ di

)
,

which proves the assertion since (t − t j)α/(t − t j + 1/n)α→ 0 as t ↓ t j.
From Steps 1–5 and Lemma 1.2 it follows that Γn is completely continuous

from Br(0, PCα(Xα)) into Br(0, PCα(Xα)) and from Schauder’s fixed point criteria
there exists a fixed point vn of Γn. Let un : [0, a]→ X be defined by un(0) = x0

and un(t) = vn(t) for t ∈ (0, a]. It is easy to see that un(·) is a solution of the integral
equation (2.6) and u(·) is continuous at zero. In order to prove that un ∈ PC(X), we
note that ∫ ti+1

ti

‖ f (τ, un(τ))‖ dτ ≤ L : = ‖m f ‖Lq′ ([0,a])

(∫ a

0
Wq

f

( r
τα

)
dτ

)1/q

, (2.10)
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for all i ∈ {0, . . . , N}. Using (2.10) and (2.7), for t ∈ (t j, t j+1] it follows that

‖un(t)‖ ≤ C0‖x0‖ + C0

j∑
i=0

∫ ti+1

ti

‖ f (τ, un(τ))‖ dτ + C2
0

j∑
i=1

(ci( r
δαi−1

)r

δαi−1

+ di

)
≤ C0‖x0‖ + C0NL +

C0

Cα
r, (2.11)

which implies that ‖un‖PC(X) ≤C0(‖x0‖ + NL + C0r/Cα) and un ∈ PC(X). This
completes the proof. �

R 2.10. In the remainder of this section, we always assume that the assumptions
in Theorem 2.9 are fulfilled. Next, for n ∈ N we use the notation un to represent a
given solution of the integral equation (2.6). For convenience, we rewrite the functions
un in the form un =

∑3
i=1 ui

n where u1
n(t) = T (t)x0, u2

n(t) =
∫ t

0
T (t − s) f (s, un(s)) ds and

u3
n(t) = T (1/n)

∑
ti<t T (t − ti)Ii(un(ti)).

We now consider some properties of the set {un : n ∈ N}. The proof of Lemma 2.11
can be deduced from the proof of Theorem 2.9. We include it for completeness.

L 2.11. If the assumptions in Theorem 2.9 are satisfied, then
(a) the set {ui

n : i = 1, 2, 3, n ∈ N} is bounded in PC(X) and {ui
n : i = 1, 2, 3, n ∈ N} ⊂

Br(0, PCα(Xα)),
(b) the set {u2

n : n ∈ N} is relatively compact in C([0, a]; Xα),
(c) for j ∈ {1, . . . , N} and b ∈ (t j, t j+1], the set {u3

n |[b,t j+1]
: n ∈ N} is relatively compact

in C([b, t j+1]; Xα).

P. By noting that the number r in the statement of Theorem 2.9 is independent of
n ∈ N, from (2.9) we infer that

‖un‖α, j ≤ ‖u
1
n‖α, j + ‖u2

n‖α, j + ‖u3
n‖α, j

≤ Cα‖x0‖ + CαQ‖m f ‖Lq′ ([0,a])

(∫ a

0
W f

(2αr
sα

)
ds

)1/q

+CαC0

j∑
i=1

(ci( r
δαi−1

)r

δαi−1

+ di

)
,

which from condition (2.7) implies that {ui
n : i = 1, 2, 3, n ∈ N} ⊂ Br(0, PCα(Xα)).

Moreover, since the estimates (2.10) and (2.11) are independent of n ∈ N, from (2.11)
we have

‖un‖PC(X) ≤ ‖u1
n‖PC(X) + ‖u2

n‖PC(X) + ‖u3
n‖PC(X) ≤C0‖x0‖ + C0NL +

C2
0

Cα
r,

where L := ‖m f ‖Lq′ ([0,a])(
∫ a

0
Wq

f (r/τα) dτ)1/q. This completes the proof of (a).
We now prove (b). Let Γ2 be the map introduced in the proof of Theorem 2.9.

From the estimate (2.9) we infer that Γ2Br(0, PCα(Xα)) ⊂ Br(0, PCα(Xα)), which from
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Steps 1 and 2 permits us to conclude that Γ2Br(0, PCα(Xα)) is relatively compact in
C([0, a]; Xα). Since the definition of Γ2 is independent of n, u2

n = Γ2un for all n ∈ N
and {u2

n : n ∈ N} ⊂ Br(0, PCα(Xα)), we have that {u2
n : n ∈ N} ⊂ Γ2Br(0, PCα(Xα)) which

implies that {u2
n : n ∈ N} is relatively compact in C([0, a]; Xα). This proves (b).

We divide the proof of (c) into two steps.

Step 1. For b ∈ (t j, t j+1], the set {u3
n(s) : n ∈ N, s ∈ [b, t j+1]} is relatively compact

in Xα.
Let t ∈ [b, t j+1] and 0 < ϑ ≤ (b − t j)/2. Since {un : n ∈ N} ⊂ Br(0, PCα(Xα)), from

the definition of the norm in PCα(Xα) we have that ‖un(s − ϑ)‖α ≤ r/(s − ϑ − t j)α ≤
µ := 2αr/(b + t j)α for all s ∈ [b, t j+1]. Using this fact, for n ∈ N and t ∈ [b, t j+1],

(−A)αu3
n(t) = T (ϑ)(−A)αT

(1
n

) j∑
i=1

T (t − ϑ − ti)Ii(u(ti))

= T (ϑ)(−A)αu3
n(t − ϑ) ∈ T (ϑ)Bµ(0, X),

which implies that {(−A)αu3
n(s) : n ∈ N, s ∈ [b, t j+1]} ⊂ T (ϑ)Bµ(0, X). This proves the

assertion since T (ϑ) is compact.

Step 2. For every b ∈ (t j, t j+1], the set {u3
n : n ∈ N} is an equicontinuous subset of

C([b, t j+1]; Xα).
Assume that t ∈ [b, t j+1). By using the fact that {(−A)αu3

n(t) : n ∈ N} is relatively
compact in X, for given ε > 0 we select 0 < δ < t j+1 − t such that ‖T (s)x − T (s′)x‖ ≤ ε
for all x ∈ {(−A)αu3

n(t) : n ∈ N} and every s, s′ ∈ [0, a] with 0 < |s − s′| < δ. Then, for
0 < h < δ and n ∈ N,

‖(−A)αu3
n(t + h) − (−A)αu3

n(t)‖ = ‖(T (h) − I)(−A)αu3
n(t)‖ ≤ ε,

which shows that {u3
n : n ∈ N} is right equicontinuous at t ∈ [b, t j+1).

We now prove the left equicontinuity for the case where t ∈ (b, t j+1]. Since the
set {(−A)αu3

n(s) : n ∈ N, s ∈ [(b + t j)/2, t j+1]} is relatively compact in X (see Step 1),
for ε > 0 there exists 0 < δ < (b − t j)/2 such that ‖(T (s) − I)x‖ ≤ ε for all x ∈
{(−A)αu3

n(s) : n ∈ N, t ∈ [(b + t j)/2, t j+1]} and each 0 < s < δ. Then, for 0 < h < δ and
p ∈ N it follows that

‖(−A)αu3
p(t − h) − (−A)αu3

p(t)‖ = ‖(I − T (h))(−A)αu3
n(t − h)‖

≤ sup
{
‖(I − T (h))(−A)αu3

n(s)‖ : n ∈ N, s ∈
[b + t j

2
, t j+1

]}
≤ ε,

which proves that {u3
n : n ∈ N} is left equicontinuous at t.

Finally, from Steps 1 and 2 it follows that {u3
n |[b,t j+1]

: n ∈ N} is relatively compact in

C([b, t j+1], Xα). �
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In the next lemma, we use the notation introduced in (1.4).

L 2.12. If the assumptions in Theorem 2.9 are fulfilled, then {u3
n : n ∈ N} is

relatively compact in PC(X).

P. To prove this result, we use Lemma 1.1. From Lemma 2.11 we know
that {ui

n, un : i = 1, 2, 3, n ∈ N} is bounded in PC(X) and {u3
n |[b,t j+1]

: n ∈ N} is relatively

compact in C([b, t j+1]; X) for every j and all b ∈ (t j, t j+1]. Thus, to complete the

proof it is sufficient to show that {(̃u3
n) j : n ∈ N} is right equicontinuous at t j and

{(̃u3
n) j(t j) : n ∈ N} is relatively compact in X for all j ∈ {1, . . . , N}.
Let j ∈ {1, . . . , N}. From Lemma 2.11(b) and (c), the set P = {un(ti) : i = 1,

. . . , N, n ∈ N} is relatively compact in X, which implies that Q = {T (1/n)x : n ∈ N,
x ∈ ∪N

i=1Ii(P)} is also relatively compact in X. In particular, there exists R > 0 such
that Q ⊂ BR(0, X).

Step 1. The set {(̃u3
n) j(t j) : n ∈ N)} is relatively compact in X.

For p ∈ N, we have that

(̃u3
p) j(t j) =

j−1∑
i=1

T (t j − ti)T
( 1

p

)
Ii(up(ti)) + T

( 1
p

)
I j(up(t j)) ∈

j−1∑
i=1

T (t j − ti)BR(0, X) + Q,

and hence {(̃u3
n) j(t j) : n ∈ N)} ⊂

∑ j−1
i=1 T (t j − ti)BR(0, X) + Q. This proves the assertion

since the operators T (t j − ti) are compact.

Step 2. The set {(̃u3
n) j : n ∈ N)} is right equicontinuous at t = t j in the norm of X.

Since {(̃u3
n) j(t j) : n ∈ N)} is relatively compact in X, for ε > 0 there exists 0 < δ <

t j+1 − t j such that ‖(T (s) − I)x‖ ≤ ε for all x ∈ {(̃u3
n) j(t j) : n ∈ N)} and each 0 < s < δ.

Then, for 0 < h < δ and p ∈ N,

‖(̃u3
p) j(t j + h) − (̃u3

p) j(t j)‖ =

∥∥∥∥∥T (h)
j∑

i=1

T (t j − ti)T
( 1

p

)
Ii(up(ti)) − (̃u3

p) j(t j)
∥∥∥∥∥

= ‖(T (h) − I)(̃u3
p) j(t j)‖

≤ sup
n∈N
‖(T (h) − I)(̃u3

n) j(t j)‖

≤ ε,

which shows that {(̃u3
n) j : n ∈ N)} is right equicontinuous at t = t j.

From Steps 1 and 2 we infer that {(̃u3
n) j : n ∈ N} is relatively compact in

C([t j, t j+1], X). This completes the proof. �

We are now in a position to prove the main result of this work.

T 2.13. Suppose that the assumptions in Theorem 2.9 are fulfilled. Then there
exists a mild solution u ∈ PCα(Xα) of the impulsive problem (1.1)–(1.3).
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P. From Lemmas 2.11 and 2.12 there exist a subsequence (uni )i∈N of (un)n∈N and
u ∈ PC(X) such that ‖uni − u‖PC(X)→ 0 as i→∞ and uni |[b,t j]

→ u in C([b, t j+1], Xα)

for all j ∈ {0, . . . , N} and every b ∈ (t j, t j+1]. Moreover, from Lemma 2.11 we know
that (t − t j)α‖(−A)αun(t)‖ ≤ r for all n ∈ N, j ∈ {0, . . . , N} and each t ∈ (t j, t j+1], which
implies that (t − t j)α‖(−A)αu(t)‖ ≤ r for all t ∈ (t j, t j+1] and every j ∈ {0, . . . , N}. This
proves that u ∈ Br(0, PCα(Xα)). Finally, a standard application of the Lebesgue
dominated convergence theorem allows us to conclude that u(·) is a mild solution. �

Next, we consider two easy consequences of Theorem 2.13.

C 2.14. Assume that H2 and H3 are satisfied, the semigroup (T (t))t≥0 is
compact and there are positive constants γ ∈ (0, 1/αq), µi, c̃i i = 1, . . . , N, such
that W f (s) = sγ and ci(s) = c̃isµi for all s ≥ 0 and every i = 1, . . . , N. Suppose that
limh↓0 ‖m f ‖Lq′ ([d,d+h])h

1/q−α(γ+1) = 0 for all d ∈ [0, a) and limh↓0 ‖m f ‖Lq′ ([c−h,c])h
1/q−α(γ+1)

= 0 uniformly for c in compact subsets of (0, a] and there is r > 0 such that

Cα

(
‖x0‖ + Q‖m f ‖Lq′ ([0,a])

2αγa1/q−αγ

(1 − qαγ)1/q
rγ + C0

N∑
i=1

( c̃irµi+1

δi−1
α(µi+1)

+ di

))
≤ r.

Then there exists a mild solution u ∈ PCα(Xα) of (1.1)–(1.3). In particular, if
1/q − α(γ + 1) > 0 and r is as above, then there exits a mild solution u ∈ PCα(Xα).

C 2.15. Assume that conditions H2 and H3 are satisfied, there are constants
c̃i, i = 1, . . . , N, such that ci(s) ≤ c̃i for all i = 1, . . . , N and each s > 0, the semigroup
(T (t))t≥0 is compact and the function τ→Wq

f (1/τα) is integrable on [0, a]. Suppose,

in addition, that limh↓0 ‖m f ‖Lq′ ([c,c+h])(1/h
α)(

∫ h

0
Wq

f (1/sα) ds)1/q = 0 for all c ∈ [0, a),

limh→0 ‖m f ‖Lq′ ([d−h,d])(1/h
α)(

∫ h

0
Wq

f ((1/sα)) ds)1/q = 0 for each d ∈ (0, a] and

CαQ‖m f ‖Lq′ ([0,a]) lim sup
r→∞

1
r

(∫ a

0
Wq

f

(2αr
sα

)
ds

)1/q

+ C0

N∑
i=1

c̃i

δαi−1

< 1.

Then there exists a mild solution u ∈ PCα(Xα) of (1.1)–(1.3). In particular, if W f (·)
is bounded and CαC0

∑N
i=1 c̃i/δ

α
i−1 < 1, then there exits a mild solution u ∈ PCα(Xα) of

(1.1)–(1.3).

We complete this section by studying the existence of a classical solution. We
assume that the conditions in Theorem 2.6 are satisfied and that u ∈ PCα(Xα) is a mild
solution of (1.1)–(1.3). For completeness, we note that a function v ∈C([c, d]; X) is
called a classical solution of

w′(t) = Aw(t) + ξ(t), t ∈ (c, d], (ξ ∈ L1([c, d]; X)) (2.12)

w(c) = z ∈ X,

if v(t) ∈ D(A) for all t ∈ (c, d], Av(·) is continuous on (c, d], v(c) = z and v(·) satisfies
the equation (2.12).
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In the following theorem we establish conditions under which the mild solution u(·)
of (1.1)–(1.3) is a classical solution.

P 2.16. Assume that there are β ∈ (0, 1) and a function K f ∈C([0,∞); R+)
such that

‖ f (t, x) − f (s, y)‖ ≤ K f (l)(|t − s|β + ‖(−A)αx − (−A)αy‖),

for all t, s ∈ [0, a], x, y ∈ Bl(0, Xα) and each l > 0. Then u(·) is a classical solution.

P. To prove the assertion, we show that each function ũ j (see (1.4)) is a classical
solution of

z′(t) = Az(t) + f (t, z(t)), t ∈ (t j, t j+1], z(t j) = u(t+j ). (2.13)

To begin, we study the case j = 0. Let a1 ∈ (0, t1). We affirm that u(a1) ∈ Xµ for all
µ ∈ (0, 1). To prove our claim, we note that u|[a1/2,t1] ∈C([a1/2, t1], Xα), which implies
that the function ‖ f (·, u(·))‖ is bounded on [a1/2, t1]. Using this fact, for µ ∈ (0, 1) we
see that

‖(−A)µu(a1)‖ ≤
∥∥∥∥∥(−A)µT

(
a1 −

a1

2

)
u
(a1

2

)∥∥∥∥∥ +

∫ a1

a1/2
‖(−A)µT (a1 − τ) f (τ, u(τ))‖ dτ

≤
2µCµ

aµ1

∥∥∥∥∥u
(a1

2

)∥∥∥∥∥ + Cµ‖ f (·, u(·))‖C([a1/2,t1];X)
( a1

2 )1−µ

1 − µ
,

which shows ‖(−A)µu(a1)‖ is finite. This proves that u(a1) ∈ Xµ.
Let r1 > 0 and k ∈ N such that ‖u‖C([a1/2,t1];Xα) ≤ r1 and ϑ = CαK f (r1) ×

b1−α/(1 − α) < 1 where b = (t1 − a1)/k. Under these conditions, for µ1 ∈ (α, 1), t ∈
[a1, a1 + b) and h > 0 such that t + h ∈ [a1, a1 + b],

‖(−A)αu(t + h) − (−A)αu(t)‖

≤ ‖(−A)αT (t − a1)(T (h)u(a1) − u(a1))‖

+

∫ a1+h

a1

‖(−A)αT (t + h − τ) f (τ, u(τ))‖ dτ

+

∫ t

a1

‖(−A)αT (t − τ)‖‖ f (τ + h, u(τ + h)) − f (τ, u(τ))‖ dτ

≤ ‖T (t − a1)‖
∫ h

0
‖(−A)1+α−µ1 T (τ)(−A)µ1 u(a1)‖ dτ

+ Cα‖ f (·, u(·))‖C([a1,t1];X)

∫ a1+h

a1

dτ
(a1 + h − τ)α

+

∫ t

a1

CαK f (r1)

(t − τ)α
(hβ + ‖(−A)αu(τ + h) − (−A)αu(τ)‖) dτ
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≤C0C1+α−µ1‖(−A)µ1 u(a1)‖
∫ h

0

dτ
τ1+α−µ1

+ Cα‖ f (·, u(·))‖C([a1,t1];X)
h1−α

1 − α

+ CαK f (r1)hβ
a1−α

1 − α
+ CαK f (r1)

∫ t

a1

‖(−A)αu(τ + h) − (−A)αu(τ)‖
(t − τ)α

dτ

≤ D1hµ2 + CαK f (r1)
b1−α

1 − α
sup

θ∈[a1,b]
‖(−A)αu(τ + h) − (−A)αu(τ)‖,

where µ2 = min{µ1 − α, 1 − α, β} and D1 is a positive constant independent of
t ∈ [a1, a1 + b]. From this inequality we infer that ‖(−A)αu(t + h) − (−A)αu(t)‖ ≤
D1hµ2/(1 − ϑ) for all t ∈ (a1, a1 + b], u ∈Cµ2 ([a1, a1 + b]; Xα) and f (·, u(·)) ∈
Cµ2 ([a1, a1 + b]; X). Now, from [20, Theorem 4.3.2] it follows that the mild solution
of the problem

z′(t) = Az(t) + f (t, u(t)), t ∈ [a1, a1 + b], z(a1) = u(a1), (2.14)

is a classical solution and from the uniqueness of mild solutions of (2.14) we obtain
that u = w on [a1, a1 + b], Au|(a1 ,a1+b] is continuous on (a1, b], u(t1 + b) ∈ D(A) and
u|[a1 ,a1+b] is a classical solution of

z′(t) = Az(t) + f (t, z(t)), t ∈ [a1, a1 + b], z(a1) = u(a1).

Arguing as above, we can show that u[a1+b,a1+2b] is a classical solution of

z′(t) = Az(t) + f (t, z(t)), t ∈ (a1 + b, a1 + 2b], z(a1 + b) = u(a1 + b),

Au[a1+b,a1+2b] ∈C([a1 + b, a1 + 2b]; X) and u(a1 + 2b) ∈ D(A). Continuing this
procedure, we can prove that u(·) is a classical solution of

z′(t) = Az(t) + f (t, z(t)), t ∈ (a1, t1], z(a1) = u(a1).

Since a1 is arbitrary, from the above steps it follows that u|[0,t1] is a classical solution of

z′(t) = Az(t) + f (t, z(t)), t ∈ (0, t1], z(0) = x0.

Repeating the process described on each interval [t j, t j+1], we prove that ũ j(·) is a
classical solution of (1.1)–(1.3). This completes the proof. �

3. Applications

In this section, X = L2([0, π]) and A : D(A) ⊂ X→ X is the operator given by
Ax = x′′ with domain D(A) := {x ∈ X : x′′ ∈ X, x(0) = x(π) = 0}. It is well known
that A is the generator of an analytic, compact semigroup (T (t))t≥0 on X, and
A has discrete spectrum with eigenvalues −n2, n ∈ N, and associated normalised
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eigenvectors zn(ξ) = (2/π)1/2 sin(nξ). Moreover, the set of functions {zn : n ∈ N} is
an orthonormal basis of X, T (t)x =

∑∞
n=1 e−n2t〈x, zn〉zn and ‖ T (t) ‖≤ e−t for all x ∈ X

and every t ≥ 0. In addition, (−A)−1/2x =
∑∞

n=1(1/n)〈x, zn〉zn for x ∈ X, (−A)1/2x =∑∞
n=1 n〈x, zn〉zn for x ∈ D((−A)1/2) = {x ∈ X :

∑∞
n=1 n〈x, zn〉zn ∈ X}, ‖ (−A)−1/2‖L(X) = 1

and ‖ (−A)1/2T (t) ‖≤ 1
√

2
e−t/2t−1/2 for all t > 0.

To begin, we study the existence of solutions for the impulsive problem

∂

∂t
w(t, ξ) =

∂2

∂ξ2
w(t, ξ) + µ(t)w(t, ξ), (t, ξ) ∈ [0, a] × [0, π], (3.1)

w(t, 0) = w(t, π) = 0, t ∈ [0, a], (3.2)

w(0, ξ) = z(ξ), ξ ∈ [0, π], (3.3)

4w(ti, ξ) = θi
∂

∂ξ
w(ti, ξ), ξ ∈ [0, π], i = 1, . . . , N, (3.4)

where 0 < t1 < · · · < tN ≤ a, θi are fixed real numbers, z ∈ X and µ : [0, a]→ R is a
suitable function.

To represent (3.1)–(3.4) in the abstract form (1.1)–(1.3), we assume that µ ∈
Lq′([0, a]; R) for some q ∈ [1, 2), where q′ denotes the conjugate of q (1/q + 1/q′ = 1).
We introduce the functions f : [0, a] × X→ X and Ii : X1/2→ X given by f (t, x)(ξ) =

µ(t)x(ξ) and Ii(x) = θi(∂x/∂ξ). It is easy to see that Ii ∈ L(X1/2, X) for all i and
there exists C > 0 such that ‖Ii‖L(X1/2,X) ≤C|θi| for all i = 1, . . . , N. We also note
‖ f (t, x)‖ ≤ m f (t)W f (‖(−A)αx‖) with m f (t) = |µ(t)| and W f (s) = |s|.

In the next result, we say that u ∈ PC(X) is a mild solution (respectively, a classical
solution) of (3.1)–(3.4) if u(·) is a mild solution (respectively, a classical solution) of
the associated abstract problem (1.1)–(1.3). In this result, and in the remainder of this
section, Q := N + 21/2+1/q/|1 − q/2|1/q.

P 3.1. Assume that

1
√

2

(
Q

√
2a1/q−1/2

|1 − q/2|1/q
‖µ‖Lq′ ([0,a]) + C

N∑
i=1

|θi|

δ1/2
i−1

)
< 1.

Then there exists a unique mild solution u ∈ PC1/2(X1/2) of (3.1)–(3.4). If, in addition,
µ ∈Cβ([0, a]; R) for some β ∈ (0, 1), then u(·) is a classical solution.

P. The existence of a mild solution u ∈ PC1/2(X1/2) follows from Corollary 2.7. If
µ ∈Cβ([0, a]; R), then the function f (·) satisfies the assumptions of Proposition 2.16
which implies that u(·) is a classical solution. �

Similar to the previous example, in the next problems we say that u ∈ PC(X) is a
mild solution if u(·) is a mild solution of the associated problem (1.1)–(1.3). Consider
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the problem

∂

∂t
w(t, ξ) =

∂2

∂ξ2
w(t, ξ) + µ(t)|w(t, ξ)|γ, (t, ξ) ∈ [0, a] × [0, π], (3.5)

w(t, 0) = w(t, π) = 0, t ∈ [0, a], (3.6)

w(0, ξ) = z(ξ), ξ ∈ [0, π], (3.7)

4w(ti, ξ) = θi
∂

∂ξ
w(ti, ξ), ξ ∈ [0, π], (3.8)

where ti, θi, µ(·) are as above and γ ∈ (1, 2). In Proposition 3.2 we establish the
existence of a mild solution for (3.5)–(3.8) via Corollary 2.15.

P 3.2. Assume that C
∑N

i=1 θiδ
−1/2
i−1 < 1, limh↓0 ‖µ‖Lq′ ([d,d+h])h

1/q−α(γ+1) = 0 for
all d ∈ [0, a) and limh↓0 ‖µ‖Lq′ ([c−h,c])h

1/q−α(γ+1) = 0 uniformly for c in compact subsets
of (0, a]. Then there exists a mild solution u ∈ PC1/2(X1/2) of (3.5)–(3.8). In particular,
if q ∈ (1, 2/(γ + 1)) and C

∑N
i=1 θiδ

−1/2
i−1 < 1, then there exists a mild solution for

(3.5)–(3.8).

We finish this section by studying the existence of solutions for the problem

∂

∂t
w(t, ξ) =

∂2

∂ξ2
w(t, ξ) + µ(t)w(t, ξ), (t, ξ) ∈ [0, a] × [0, π], (3.9)

w(t, 0) = w(t, π) = 0, t ∈ [0, a], (3.10)

w(0, ξ) = z(ξ), ξ ∈ [0, π], (3.11)

4w(ti, ξ) = θiw(ti, ξ)|w(ti, ξ)|γi , ξ ∈ [0, π], (3.12)

where µ, θi, µ are as above and γi ∈ (0, 1) for all i = 1, . . . , N.
To treat this system, we define the functions Ii : X1/2→ X by Ii(x) = θix|x|γi . The

functions Ii are well defined and there exists C > 0 such that ‖Iix‖ ≤C lγi‖(−A)1/2x‖
for all x ∈ Bl(0, X1/2) and every l > 0. The next result follows from Theorem 2.6.

P 3.3. Assume that the above conditions are satisfied and there are r > 0
and Θ ∈ (0, 1) such that

1
√

2

(
Q

√
2a1/q−1/2

|1 − q/2|1/q
‖µ‖Lq′ ([0,a]) + C

N∑
i=1

θirγi

δ
(γi+1)/2
i−1

)
< Θ.

If ‖z‖ <
√

2r(1 − Θ), then there exists a unique mild solution of system (3.9)–(3.12).
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