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Abstract
Amid the rapidly evolving landscape of artificial intelligence (AI) regulation, a significant concern has
emerged regarding the predominant focus on preemptive measures aimed at preventing or mitigating
potential AI-related harms. While these preemptive measures are undeniably important, they must be
complemented by effective redress mechanisms to address and remedy materialized harms. This paper
highlights the crucial role of redress in empowering individuals to challenge and rectify the adverse effects
of AI systems, emphasizing that access to redress is, in fact, access to justice. We critically evaluate whether
current AI governance sufficiently address the need for remedies for AI-related harms, arguing that they fall
short in protecting individuals’ rights. To address this gap, we outline four key steps in the redress process:
(1) initiating the redress process, (2) determining appropriate avenues for redress, (3) collecting evidence
to support claims and (4) receiving and responding to decisions. Each step is explored in detail, presenting
distinct challenges and requirements, illustrated with real-world examples. Our findings underscore the
urgent need to integrate robust redress pathways into AI governance frameworks to safeguard individual
rights as AI technologies become increasingly embedded in society.
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1. Introduction
In the face of tremendous socio-technical changes andwell-documented instances of harms and risks
stemming from the development and deployment of artificial intelligence (AI) (Obermeyer et al.,
2019; Greene, 2023), there is a worldwide consensus regarding the necessity for regulatory inter-
vention to address AI-related harms. Major global players, including the European Union (Union,
2021), the United States (House, 2023) and the United Kingdom (UK Department for Science and
Technology, 2023), have issued their approaches for AI regulation. Although there is no agreement
yet on how to regulate AI, these policies and legislative proposals have uniformly sought to emphasize
regulation focusing on protecting human civil rights.1

1“The aim of the new rules is to foster trustworthy AI in Europe and beyond, by ensuring that AI systems respect funda-
mental rights, safety, and ethical principles and by addressing risks of very powerful and impactful AI models” (European
Commission, 2021). “… ensure that AI benefits the whole world, rather than exacerbating inequities, threatening human
rights, and causing other harms” (The White House, 2023). “We have made an initial assessment of AI-specific risks and their
potential to cause harm, with reference in our analysis to the values that they threaten if left unaddressed. These values include
safety, security, fairness, privacy and agency, human rights, societal well-being and prosperity” (UK Government, 2023).
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While representing a step in the right direction, critics argue that existing regulatory initiatives,
such as the EU AI Act’s risk-based approach and the UK’s pro-innovation and cross-sectoral
strategies, are insufficient in safeguarding the rights of individuals directly impacted by AI technolo-
gies (Dunlop, 2023; Rights, 2023). The calls for ensuring the rights and redress for people affected
by AI systems has gained significant traction, led by human rights organizations, consumer groups,
research institutions and researchers (Rights, 2023; Stockhem, 2023). This paper contributes to the
ongoing discourse by advocating for robust redress mechanisms and providing a practical analysis of
obstacles that hinder effective redress for those affected by AI systems. By identifying and analyzing
the specific challenges encountered at each step of the redress process, this research aims to provide
insights into how redress mechanism should be designed in order to providemeaningful recourse for
those adversely affected by AI technologies. We stress that AI governance must protect the rights and
interests of all individuals impacted by AI systems, proactively anticipating how to safeguard against
harms caused byAI andproviding redresswhenharmshavematerialized (Goud et al., 2023).Through
a practical examination of the challenges faced in obtaining redress, this paper highlights the need for
a regulatory approach that encompasses the entire AI life cycle. We posit that effective AI governance
must go beyond harm prevention; it must establish comprehensive safeguards to address and rectify
both individual and collective harms caused by AI. This can only be accomplished through two criti-
cal actions: (1) establishing robust mechanisms for redress that provide individuals and communities
with formal avenues to seek compensation or corrective measures and (2) ensuring that these redress
mechanisms are accessible and attainable for all those adversely affected by AI systems. By addressing
these essential criteria, we can foster a more equitable and responsible AI ecosystem that prioritizes
justice and accountability for all stakeholders.

Redress, along with related concepts such as remedy, recourse and contestability, serves as a vital
mechanism for empowering individuals impacted byAI systems to protect their rights, particularly in
cases where the principles of equality, inclusiveness and fairness are violated or undermined (Alfrink
et al., 2022; Fanni et al., 2023).Thediscourse surrounding redress in addressingAI harms is frequently
linked with the concept and practice of contesting AI-driven decisions (Lyons et al., 2021; Fanni et al.,
2023). For instance, the concept of contestability and redress are coupled together to form the fifth
principle of UK pro-innovation approach to AI regulation, which states “where appropriate, users,
impacted third parties and actors in the AI life cycle should be able to contest an AI decision or
outcome that is harmful or creates material risk of harms.” Distinguishing the nuanced differences
between these terms is beyond the scope of this paper; therefore, we use them interchangeably under
the umbrella term “redress.” We recognize that their common objective is to enable affected people to
contest decisions, alter outcomes and seek compensation or reparation when they believe they have
been treated unfairly, inaccurately or inappropriately by AI systems.

Redress refers to a range of measures aimed at addressing detriment or negative impacts
experienced by individuals or communities as a result of wrongdoing (Scottish Public Services
Ombudsman, 2017). The goal of redress is to provide “a remedy or set right an undesirable or unfair
situation” (Fanni et al., 2023). Affected individuals can seek these measures through various avenues,
including judicial mechanisms (domestic or regional courts, international human rights bodies),
state-based non-judicial mechanisms (regulators, ombudsman, public complaints handling bodies)
and company-based internal complaints mechanisms (United Nations Human Rights Office of the
High Commissioner, 2023b). Although people might associate redress with monetary compensa-
tion, the outcome of a redress process can take different forms, including restitution, compensation,
rehabilitation, satisfaction and guarantees of non-repetition (United Nations Human Rights Office of
the High Commissioner, 2023b). In the context of AI unfairness, Robert et al. distinguish two types
of redress outcomes: restorative and retributive (Robert et al., 2020). Restorative redress focuses on
“making the offended party or the victim whole again,” while retributive redress involves penaliz-
ing the offender, often through legal action. Access to redress mechanisms facilitates comprehensive
investigations into human rights violations and harms, enabling the appropriate rectification of
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harm, compensation for victims and accountability for those responsible (United Nations Human
Rights Office of the High Commissioner, 2023a). Importantly, redress extends beyond the healing
of individual victims and encompasses the healing and reconciliation of societies toward truth and
justice (Redress, 2024a).

This paper first provides an overview of the current AI governance landscape, highlighting the
disproportionate emphasis on ex-ante approaches that seek to prevent ormitigate the potential harms
associated with AI. It emphasizes the critical need for mandated access to redress mechanisms within
the evolving AI regulatory frameworks to address harms that ex-ante measures fail to address. It then
outlines the steps necessary for seeking redress, including initiating the redress process, determining
appropriate avenues for redress, collecting evidence to support claims and receiving responding to
decisions. Each of these steps presents unique requirements and challenges, which are illustrated
through many real-world examples. In its concluding remarks, the paper provides recommendations
tailored to different actors and underscores the importance of interdisciplinary research collaboration
to effectively design and enforce equitable access to redress. By positioning redress as a crucial yet
missing aspect ofAI governance and analyzing the barriers to obtaining it, thiswork seeks to prioritize
the voices and experiences of those adversely affected by AI-related harms in ongoing AI governance
efforts.

2. Redress mechanisms: Significance and current landscape
The right to redress is a fundamental human right, essential for addressing violation of various rights
and freedom (United Nations, 1948; European Convention on Human Rights, 1950; United Nations
Human Rights Office of the High Commissioner, 2023b). The significance of redress mechanisms is
enshrined in international human rights instruments, such as Article 8 of the Universal Declaration
of Human Rights, Article 2 of the International Covenant on Civil and Political Rights and Article
47 of the EU Charter of Fundamental Rights (United Nations Human Rights Office of the High
Commissioner, 2023b). Yet, the exact applicability of these human rights instruments to AI remains
unclear.Moreover, current AI governance frameworks, which primarily focus on ex-antemeasures to
prevent and mitigate harms, fail to adequately protect this right, leaving those affected vulnerable to
harm without effective redress mechanisms. In this section, we aim to clarify the persistent misfocus
in the current landscape despite ongoing regulatory efforts to address harms associated with AI.

For AI governance to safeguard individuals and society from the potential harms caused by AI,
two primary approaches can be employed: ex-ante and ex-post. The distinction between ex-ante
and ex-post mechanisms in AI regulation is a matter of debate. Some define the difference based
on the timing of deployment: ex-ante mechanisms are forward-looking tools that take effect before
an AI system is deployed and begins to impact users, while ex-post mechanisms are applied after
the system has been deployed and is operational (Ada Lovelace Institute, 2021). Others argue that
the distinction is more accurately understood in terms of when AI-related harms occur. The ex-ante
approach focuses on preventing and mitigating harms before they occur, while the ex-post approach
addresses the consequences of harms after they have taken place (Wendehorst, 2020). In this paper,
we adopt the latter definition. Many AI-related harms occur not only during deployment but also
during the development process. By focusing on when AI-related harms occur, the second definition
allows us to reveal and address issues that may arise before deployment, such as intellectual prop-
erty infringement, poor labor conditions or adverse environmental impacts. For instance, the AI Act,
which adopts a product safety perspective (Almada&Petit, 2023), imposes a set of requirements rang-
ing from data governance to human oversight for high risk AI systems to comply with before they
are allowed to enter the EU market. This is an example of an ex-ante approach. However, even after
meeting these requirements, AI systems may still pose the risk of causing harm. There are recognized
harms and risks associated with the use of AI in various domains. Such harms include unwarranted
surveillance (Greene, 2023), discriminatory practices, unjust and incorrect decision-making in the
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areas of housing (Johnson, 2023), criminal justice (Julia et al., 2016), health care (Obermeyer et al.,
2019) and many other areas. What’s worse, such harms often disproportionately impact those at
the margins of society, such as immigrants and those in the criminal justice system (Jones, 2023).
Unfortunately, individuals who fall victim to wrongdoing, harm or unfair treatment through AI may
find themselves powerless without effective avenues for reporting and addressing these harms. It
is acknowledged that “many sets of AI governance principles in fact have no provision for remedy
(Jones, 2023).”

The primary focus of current AI governance frameworks on ex-ante measures, while neglecting
ex-post measure, particularly redress mechanisms, disproportionately impacts historically marginal-
ized communities, exacerbating existing inequalities and injustices (Brookings, 2023). The process
of reporting harms and seeking redress often requires a significant investment of time, money, and
technical and legal expertise, which can be prohibitive, if not impossible, formanymarginalized indi-
viduals, creating whatO’Neil calls “feedback loops” (O’Neil, 2016).This feedback loop perpetuates the
cycle of inequality and injustice, amplifying an already established pattern of disadvantage and mak-
ing it evenmore difficult for these communities to challenge and change the status quo.The emphasis
on the importance of redress mechanism as an ex-post measure in addressing AI-related harms is
not intended to diminish the legitimacy and significance of ex-ante measures. Rather, it serves to
underscore the necessity of a holistic approach to safeguarding society from the potential risks and
consequences associated with AI. Ex-ante measures, such as risk assessment (National Institute of
Standards and Technology, 2023), ethical guidelines (Organisation for Economic Co-operation and
Development, 2019; UnitedNations Educational andOrganization, 2021) and technical standards for
design and development (International Organization for Standardization, 2021), play a crucial role
in understanding, preventing and mitigating AI-related harms. These measures help to ensure that
AI systems are designed, developed and deployed in a responsible manner, aiming to minimize the
likelihood of harmful outcomes. However, it is also essential to recognize that even themost stringent
ex-ante measures may not entirely eliminate the risk of AI-related harms. Unforeseen circumstances,
emergent properties (Wei et al., 2022),malicious actors (Brundage et al., 2018) or negligence to deploy
AI properlymay still lead to adverse outcomes. In such cases, redressmechanisms become indispens-
able for affected individuals to address the consequences of these harms and holding responsible
parties accountable.

Reporting and documenting AI incidents (Committee, 2023), including misuse of AI, harmful
post-deployment events and the real-world consequences that follow, has gained traction as an essen-
tial ex-post measure in AI governance (Ada Lovelace Institute, 2021; Rishi Bommasani et al., 2024).
These reports of AI incidents serve a critical function in ensuring that emerging risks are commu-
nicated effectively to relevant authorities and stakeholders, thereby supporting the development of
sound AI policy. A survey of professionals involved in algorithmic audits found that systematic harm
incident reporting ranked as the third-highest priority for regulatory intervention (Ada Lovelace
Institute, 2021). By capturing instances where AI systems have been applied irresponsibly or have
led to harmful outcomes, AI incident reporting enables proactive intervention and better-informed
decision-making. This systematic approach allows regulatory bodies and policymakers to identify
risk vectors, discern patterns of misuse, anticipate potential threats and act swiftly to mitigate risks
before they escalate into broader societal harms (Kolt et al., 2024).

However, mere reporting is not enough.While it is crucial to detect and document adverse events,
these actions alone do not guarantee that affected individuals or communities will receive the pro-
tection or remedies they deserve. The process of reporting must be closely linked to mechanisms for
prevention and redress. Without these mechanisms, the collection of data on AI misuse remains a
passive exercise – useful for analysis but ineffective in addressing the harm already caused or pre-
venting future incidents. For reporting to have real impact, it must be part of a broader system that
ensures accountability and redress.This includes creating pathways for those harmed by AI to contest
decisions, correct inaccuracies and seek compensation or reparations. Following the reporting of an
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adverse event, the processes to address the harm must be transparent and effectively communicated
to all relevant parties. Such transparency not only fosters accountability but also builds trust in
the reporting mechanisms themselves. By linking reporting to concrete steps for redress, these sys-
tems can hold AI developers and operators accountable for the harm their technologies may cause,
ultimately contributing to a safer and more responsible AI ecosystem.

Recognizing this important gap, recent legislative updates – including the final version of the EU
AI Act and the UK AI Regulation White Paper – have significantly enhanced the focus on ex-post
protection and redress mechanisms in response to AI-related harms. Initially, the EU AI Act, intro-
duced in April 2021, faced criticism for not adequately addressing human rights concerns due to the
lack of a robust complaint and redress mechanism (Dunlop, 2023; Rights, 2023; Stockhem, 2023).
However, subsequent revisions under the Council and Parliament proposals have made notable
improvements (Engler, 2023b). The revised proposal now includes individual rights. Specifically,
Articles 85, 86 and 99(10) have been added to guarantee these rights. Article 85 allows individuals
or groups to file complaints with market surveillance authorities if their rights under the regulation
are infringed by an AI system. Article 86 ensures the right to an explanation of the output from high-
risk AI systems that impact legal rights, health, safety, socio-economic status or other fundamental
rights. Article 99(10) provides for effective judicial remedies and due process against market surveil-
lance authorities’ actions. These rights were not present in the initial draft, marking a significant step
toward effective individual redress. Likewise, the AI RegulationWhite Paper, “proportionate and pro-
innovation regulatory framework” released by the UK government on March 29, 2023, emphasizes
contestability and redress as crucial principles (UK Department for Science and Technology, 2023).

Despite these positive developments, establishing an effective redress mechanism requires a clear
understanding of its essential components and the necessary steps involved. Many consider explain-
ability and transparency as crucial prerequisites, since the opaque nature ofAI can impede individuals
in challenging decisions. However, how to achieve explainability and transparency to enable redress
remains unclear (Kluttz et al., 2020; Ploug & Holm, 2020). The UK government’s AI Regulation
White Paper highlights contestability and redress as pivotal principles. Nevertheless, the UK’s initial
Guidance for Regulators published in February 2024 indicates that existing technical standards and
examples of guidance or best practices for contestability and redress are notably limited compared
to other principles (UK’s Department for Science and Technology, 2024). Governments are grap-
pling with questions such as: What existing routes do end users or anyone impacted by AI system,
have to contest outcomes? Are these routes to contestability appropriate in the context of AI (UK’s
Department for Science and Technology, 2024)?

Given the critical importance of redress mechanisms in protecting affected individuals and the
existing ambiguity around their implementation, the following sections will outline the essential
steps for seeking redress. Each step will be examined in terms of the challenges and obstacles that
individuals may face throughout the process.

3. Steps toward seeking redress for AI-induced harms
Seeking redress for harms caused or induced by AI involves navigating a complex and multifaceted
process, where each step presents its own set of requirements and challenges. These hurdles can sig-
nificantly hinder an individual’s ability to address AI-caused harms.The process typically begins with
initiating the redress process, followed by determining the appropriate avenues for seeking remedy.
Subsequently, individuals must collect and present evidence to support their claims, and finally, they
will receive and respond to decisionsmade regarding their case.These steps, while outlined as distinct
steps for clarity, do not always occur in a strict sequence in real life. For example, an individual might
start the redress process and simultaneously gather evidence to support their claim, or new informa-
tion might prompt a reevaluation of earlier decisions about the appropriate avenues for redress. This
iterative and nonlinear progression reflects the practical realities of addressing AI-induced harms.
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3.1. Step 1: Initiate the redress process
The first step in seeking redress is initiating the process, which begins with identifying the specific AI
systems involved and understanding the harms they’ve caused. However, this step is often challeng-
ing due to the lack of transparency surrounding AI use and the delayed recognition of its negative
impacts. Transparency in the use of AI is essential for helping individuals understand their inter-
actions with AI systems, whether directly or indirectly, and for addressing any potential harms or
unfair treatments that may arise. A distinct challenge is that individuals are often unaware that they
have been subjected to AI-driven decision-making processes or have encountered AI-generated con-
tent (Goud et al., 2023). AI systems are frequently deployed without public notice, making it difficult
for affected individuals to identify these systems and understand their consequences. This unaware-
ness is particularly problematic in cases of faulty decisions or institutional transgressions (Selander
et al., 2023). It significantly hinders individuals’ ability to recognize wrongdoing or unfair treatment,
thereby hindering the initiation of the redress process. For example, the City of Pittsburgh utilized
a predictive policing algorithm for over a year before the public was informed of its existence. The
algorithm’s use began in February 2017, but it was not until October 2018, through a paper published
by CMU researchers, that the public became aware of its deployment (Johnson et al., 2024). This
lack of transparency delayed the recognition of potential harms and the initiation of any redress pro-
cess.The AI Act, now enacted, attempts to address such transparency challenges by imposing various
obligations on providers and deployers of AI systems or general-purpose AI models. These obliga-
tions encompass maintaining technical documentation, conducting risk assessments and ensuring
traceability. Specifically, Article 13 requires that high-risk AI systems be designed and developed
with sufficient transparency, allowing deployers to interpret the system’s outputs and use them cor-
rectly. These provisions seek to ensure that users are aware when they interact with an AI system,
inform them of the system’s capabilities and limitations and notify affected individuals of their rights.
Enforcing these transparency obligations is crucial for the effectiveness of redress mechanisms. It
requires ensuring that users and affected individuals are fully aware when they are interacting with
an AI system or when they are subject to AI-driven decisions.This awareness is crucial because, with-
out it, people may not recognize when an AI system has caused harm, making it difficult for them to
initiate the process of seeking redress.

Another significant challenge to initiate the redress process is the delayed recognition of AI-
induced harms, particularly those that are cumulative and collective in nature (Smuha, 2021). Such
harms may not become apparent until they have accumulated to a substantial level. AI-related harms
like discrimination and unfairness often manifest more clearly when viewed collectively, rather than
in isolation. At an individual level, a single instance of bias or error in an AI system might seem
minor. However, the widespread use of such systems can infringe upon the rights of many individ-
uals, particularly affecting vulnerable and marginalized groups. The case of the Equal Employment
Opportunity Commission (EEOC) versus iTutorGroup exemplifies this delayed recognition of AI-
caused harms. iTutorGroup’s algorithmic hiring practices systematically excluded applicants aged 65
and older (U.S. Equal Employment Opportunity Commission, 2024). Initially, the discriminatory
nature of this practice appeared trivial, as individual rejections seemed isolated. Over time, it became
clear that the algorithm had consistently rejected over 200 qualified applicants based solely on age,
revealing a significant pattern of bias.This delayed recognition of harm complicates the initiation and
progression of the redress process, as the full extent of the damage may only become apparent after a
considerable delay, leaving many more individuals exposed to such harms.

3.2. Step 2: Determine appropriate avenues for redress
Once the harms have been identified, the next step is to determine the most suitable avenues for
seeking redress. These can include company-based internal complaints mechanisms, state-based
non-judicial mechanisms such as ombudsman services and judicial mechanisms like courts or
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tribunals (Business and Human Rights Resource Centre, 2016; Stefan Zagelmeyer and Shemberg,
2018). This list is not exhaustive but serves as a starting point for regulators to map and assess the
capacity of existing avenues to address mistakes made or harms inflicted by AI systems (Floridi et al.,
2018).There are inherent challenges related to general redress process, characterized by a fragmented
and inconsistent landscape, as highlighted in a recent debate on access to redress schemes in the
UK (Rhodes et al., 2024). This issue is further complicated by the fact that AI’s harms can span multi-
ple sectors. Individuals need clear guidance to navigate the best avenues for their specific situations,
which can be quite confusing. Below,we explore three primarymechanisms inmore detail, with a spe-
cific focus on the challenges individuals may encounter when seeking redress through these avenues:
internal complaint mechanisms, non-judicial dispute resolution and judicial mechanisms.

Internal complaint mechanisms
Internal complaint mechanisms are often the first point of contact for individuals seeking redress for
harms caused by a product or service, including those related to AI (Digital Regulation Platform,
2020). These mechanisms provide an accessible way for people to report issues and obtain timely
resolutions. An effective internal complaint system holds AI providers accountable by promptly
addressing harms, fostering a culture of responsibility. Moreover, these mechanisms can yield valu-
able insights into the negative impacts of AI products and services, enabling companies to make
meaningful improvements in service delivery.Thebenefits extend beyond operational enhancements;
a well-functioning complaint system can also elevate an organization’s reputation and build public
confidence in its offerings. In this way, redress not only empowers individuals but also strengthens
the company’s relationship with its customers. However, it remains unclear whether company-based
internal complaint mechanisms specifically addressing AI issues exist or are effective.

Several barriers can obstruct victims of AI-related harms when attempting to use these complaint
mechanisms. Often, these obstacles stem from:

• Lack of incentive: Companies may not prioritize effective complaint channels, resulting in
limited accessibility and visibility. Without a strong incentive – such as regulatory pressure,
financial penalties or significant reputational damage – companies might deprioritize the
development and maintenance of effective complaint mechanisms.

• Insufficient transparency: Individuals may not receive clear guidance on how to report issues
or understand their rights to contest AI-driven decisions. If companies do not provide transpar-
ent information about how to file complaints or appeal decisions made by AI systems, affected
individuals may struggle to navigate the process.

A notable incident illustrating these barriers involves the Apple Card. The Apple Card faced alle-
gations of gender bias, with claims that it assigned different credit scores to individuals with similar
or even identical financial profiles but different genders (New York State Department of Financial
Services, 2021). Reports indicated that “no appeal worked” (DHH, 2019), raising doubts about
the existence and effectiveness of internal compliance mechanisms. Moreover, consumer claims of
AI-related harms are sometimes met with outright denial from companies. For example, when an
Instagram user shared an infographic describing a troubling interaction with the National Eating
Disorders Association’s (NEDA) Tessa Wellness chatbot, NEDA’s VP of Communications initially
accused the user of lying in the comments. The backlash from other users led the VP to delete her
comment and issue a retraction (Johnson et al., 2024).

Another challenge with redress through a company’s internal process is that many laws and regu-
lations related to AI issues, such as data protection and copyright infringement, are nascent and still
evolving. Consequently, companies might not be fully aware of their legal obligations or the rights
of affected individuals. For instance, following the implementation of the General Data Protection
Regulation (GDPR) in 2018, there was significant debate about the right to explanation (Selbst and
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Powles, 2017; Wachter et al., 2017). It was not until 2021 that a court in Europe first recognized this
right, when the Court required Ola, a ride-hailing platform, to explain the logic behind its auto-
mated system of penalties and deduction to its drivers (Amsterdam District Court, 2021). Before this
court decision, companies could operate in a regulatory gray area where obligations were unclear,
potentially hindering affected individuals from seeking redress via internal company processes.
Additionally, Article 17 of the Digital Services Act (DSA) requires online platforms to establish and
provide access to complaint systems, allowing customers to submit substantiated complaints about
the removal or disabling of content created by them on a platform or suspension/removal of their
account. Although these mechanisms have been integrated into data protection and online platform
regulations, extending such protections to all AI systems remains a challenge (Ogunleye, 2022).

To overcome these barriers, a comprehensive and robust protocol for handling feedback and com-
plaints should be implemented within AI providers and deployers. This protocol should emphasize
transparency in communication, ensuring that individuals are provided with timely notifications and
updates regarding their complaints.Maintaining open andhonest communication is vital for building
and maintaining trust between companies and those affected by AI-related harms. Additionally, sec-
toral regulators must take a proactive role in overseeing and enforcing effective complaint-handling
protocols within companies, ensuring that these systems are not only functional but also fair and
transparent.

Dispute resolution: AI ombudsman
Typically, consumers experiencing harms first bring their complaints to product or service providers
through in-house complaint mechanisms. If their complaints are unresolved or they are unsatisfied
with the resolution, complainants may escalate to a further stage where external dispute resolution
– such as ombudspersons – get involved. An ombudsperson serves as an independent and impar-
tial intermediary tasked with addressing disputes. Ombudsmen offer non-judicial dispute resolution
schemes, valued for their efficiency, cost-effectiveness and flexibility compared to court proceed-
ings (Vickers, 2022). Legal recourse, such as filing complaints or litigation, can be inaccessible and
difficult to navigate to individuals with limited resources or time. Court and attorney’s fees, months
and years-long legal processes, and the delegation of resolution power to a judge or jury can dis-
courage victims from pursuing legal redress. Resolution by ombudsman is cheaper, faster and allows
parties greater agency in reaching a fair solution.

In its report “Regulating AI in the UK,” Ada Lovelace Institute made recommendations establish-
ing an “AI ombudsman” to support people impacted byAI (Davies andBirtwistle, 2023). Additionally,
apart from supporting individuals in resolving their complaints and guiding them to suitable regu-
lators when needed, AI ombudsman has a vital role in informing governments and regulators about
the types of AI-related harms individuals experience and whether they effectively obtain redress
to increase the visibility and awareness of AI-caused harms. An effective AI ombudsman requires
expertise in AI as well as domain-specific knowledge related to disputes. Two approaches to estab-
lishing AI ombudsman with the appropriate expertise can be pursued: enhancing the capabilities of
existing ombudsmen by building internal AI expertise or creating specialized AI ombudsmen who
work closely with sector-specific regulators and ombudsmen. According to several EU surveys, con-
sumers might be reluctant to pursue any litigation no matter how severe they experience financial
loss – especially those who are older, less educated, live alone, are retired, widowed or do not use
computers (Hodges, 2014). Particularly if the alternative is the absence of any redress, informal dis-
pute resolution is a valuable tool for addressing complex AI harms, making the process of seeking
redress more accessible to consumers who are hesitant to engage in legal action. By offering infor-
mal dispute resolution options, an AI ombudsman serves as a valuable mechanism for addressing
complex AI-related harms, enabling affected individuals to seek redress without having to navigate
the complexities of the legal system.
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One notable ombudsman resolution that successfully achieved redress by informing victims and
preventing further privacy violations took place in Finland. In 2020, the Finnish National Bureau
of Investigation used facial recognition software from Clearview AI to identify potential victims of
child sexual abuse without implementing appropriate privacy safeguards, such as restrictions on data
storage duration or third-party sharing. The National Police Board should have notified the Finnish
Office of the Data Protection Ombudsman about the project, which they eventually did in 2021 after
reporting a personal data breach. In response, the ombudsman ordered that the victims be informed
of the breach and that Clearview AI erase the relevant personal data (Board, 2021).

Regulatory and consumer protection agencies for redress
Regulatory and consumer protection enforcement authorities play an important role in achieving
fair outcomes for large-scale consumer harms from AI. The International Consumer Protection and
Enforcement Network (ICPEN) is an international organization led by the United States’ Federal
Trade Commission (FTC) and composed of 70 member authorities, including the UK’s Competition
andMarkets Authority (CMA).TheEuropeanCommission is also an observer authority to ICPEN. In
theUS, the FTChas broad authority to seek redress for a variety ofAI harms. Section 5 of the FTCAct,
for example, establishes the Commission’s mandate to regulate unfair and deceptive practices (Raji
et al., 2022). The FTC can sue companies and refund injured parties on a pro rata basis (Federal
Trade Commission, 2021), issue injunctions forcing companies to stop harmful practices or enter
into long-term consent decrees allowing for future monitoring and fines (Raji et al., 2022). At a Tech
Summit hosted by the FTC’s Office of Technology, FTC Chair Lina Khan cited the Commission’s
“recent robocall enforcement sweep” as an example of how theywill approachAI liability. In the robo-
call sweep, the FTC partnered with state attorneys general to go after upstream actors including lead
generators and voice over internet protocol providers as part of “Operation Stop SpamCalls” (Federal
Trade Commission, 2023). Chair Khan’s use of Operation Stop Scam Calls – and the FTC targeting
Walmart as an upstream payment actor in recent anti-fraud cases (Federal Trade Commission, 2021)
– as models for AI liability signals the Commission’s willingness to seek redress from upstream actors
in particular. The FTC has broad authority to target misleading or deceptive practices, for which
the FTC needs only to show that a claim about an AI product was misleading. Many US states also
enforcemisleading products claims, likeCalifornia’sUnfair Competition Lawwhich allows individual
consumers to sue for injunctive relief (Raji et al., 2022).

The scope and powers of consumer protection and market competition authorities are expand-
ing to effectively address harms arising from digital products, including AI. For instance, the UK’s
Digital Markets, Competition and Consumers Bill empowers the CMA with ex-ante authority and
the ability to impose tougher fines (Competition andMarkets Authority, 2024).This legislative frame-
work elevates consumer protection law to the same level as competition, significantly enhancing the
CMA’s capacity to safeguard consumers from commercial harm and deter businesses that do not
adhere to the rules. In instances of systemic harms, consumer protection authorities can leverage
their unique ability to conduct market-wide investigations, providing financial and other forms of
redress. However, consumer protection powers vary internationally and represent only one facet of a
fair and comprehensive redress ecosystem. In contrast, private rights of action may be more suitable
for addressing individual cases and smaller-scale harms.

Moreover, jurisdictional complexities and procedural challenges remain significant, particularly in
composite decision-making, where multiple authorities engage at different stages (Demková, 2023).
A key issue is the limitation of judicial review, which is often restricted to final decisions while over-
looking earlier preparatory stages, where data protection authorities may have an initial role under
the GDPR (Demková, 2023). To address these challenges, ongoing efforts are needed to enhance
access to regulatory and consumer protection agencies, ensuring effective redress mechanisms for
both intermediate and final outputs of AI systems and automated decision-making.
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Judicial review and litigation-based redress
Tort law offers several pathways for civil redress, including the torts of products liability and
negligence. Historically, products liability has struggled to recognize software as a “product,” which
complicates claims for financial damages arising from digital products (DiMatteo et al., 2022). In the
United States, there has yet to be a successful product liability claim involving software. In October
2024, Council of the EU approved a new “Product Liability Directive” (PLD) that extends liabil-
ity for defective products to include digital products and software (European Council, 2024). This
reform significantly lowers the barriers for plaintiffs across Europe to pursue product liability claims
for AI-related harms. Unlike traditional fault-based liability, the PLD assumes a standard of strict
liability allowing for claims without manufacturer fault or negligence (European Parliament, 2025).
Additionally, the PLD introduces presumptions of defectiveness in cases where defendants fail to
comply with disclosure obligations, violate legally prescribed safety requirements, or when damage
results from an obvious product malfunction. While the PLD represents a significant step toward AI
liability, critics argue that it remains a half-measure, failing to fully address the complexities of AI-
related harms (Hacker, 2023).Many of its provisions raise difficult questions regarding interpretation,
particularly in balancing trade secret protections,market competition and the effective compensation
of injured parties.

Beyond product liability, negligence law remains an important legal avenue for redress. Negligence
applies to developers, deployers and all participants in the AI supply chain, requiring plaintiffs
to demonstrate that a provider failed to exercise “due care” in AI development and deploy-
ment (Goertzel, 2016). However, proving negligence entails significant investigative costs, which
are often even higher in software-related cases. This financial burden raises fairness concerns, as
the prohibitively high costs may deter victims from seeking redress through this legal avenue.
Consequently, it highlights the necessity for more affordable alternatives, such as informal dispute
resolution methods, outside the court system.

Additional legal avenues for redress include breach of warranty, fraud and potential strict liability
claims under the doctrine of abnormally dangerous activities. Cases involving AI-related harms are
likely to encounter many challenges, such as injury-in-fact, causality and redressability – similar to
those faced by software and algorithms (Metcalf et al., 2023). Plaintiffs must demonstrate injury-in-
fact by showing concrete and particularized harm that is actual or imminent, but algorithmic harms
can be diffuse and probabilistic, complicating this process. Establishing causality is also complex,
as algorithmic systems often involve multiple variables that obscure the causal chain due to system
complexity or lack of developer transparency. Moreover, plaintiffs must prove that their harm can be
remedied by a court order, which is challenging when the nature of the harm is not easily addressed
through traditional legal remedies or when the court lacks the expertise to understand and mitigate
the impact of algorithmic systems. These complexities underscore the need for further efforts to clar-
ify unresolved legal issues regarding injury-in-fact, causality and redressability for harms related to
digital products.

Collective redress
The challenge of navigating redress avenue for “cumulative” or “collective” harms arising from AI
is becoming increasingly pronounced. While individual suffer from bias, discrimination or errors
within AI systems which may seem insignificant, the large scale use of such systems can pose risks
that infringe the rights of large numbers of people (United Nations Human Rights Office of the
High Commissioner, 2023c). Compounding this problem, these cumulative impacts fall hardest on
already vulnerable and marginalized populations. For instance, the generation and dissemination of
deepfakes primarily target women and children, leading to increased online harassment and privacy
abuses (Government of the United Kingdom, 2021). However, it is unlikely that a person harmed by
AI will be able to bring cases related to collective harms to court individually due to several factors,
including a lack of awareness, financial and time constraints, and the expertise required for litigation.

https://doi.org/10.1017/cfl.2025.9 Published online by Cambridge University Press

https://doi.org/10.1017/cfl.2025.9


Cambridge Forum on AI: Law and Governance 11

Given that many AI harms can only be fully understood and addressed through the lens of collective
impacts, there is an urgent need to integrate clear and well-defined redress mechanisms, both for
individual and collective harms, within emerging AI regulation frameworks.

In light of these challenges, representative actions provide a realistic pathway for individuals to
collectively seek redress for shared harms caused by AI. This court-based mechanism allows a group
of individuals, who have been similarly harmed by the same entity, to come together and pursue
legal action collectively. There is a well-recognized assumption of power and information asymme-
try between consumers and those providing AI, which can be mitigated by enabling individuals
to seek redress as a collective. The Representative Actions Directive (RAD), adopted by the EU in
November 2020, aims to empower consumers to collectively enforce their rights through redress
measures. Under this directive, qualified entities can bring representative actions before national
courts or administrative authorities on behalf of affected groups (European Commission, 2024b).
These actions can compel product or service providers to stop illegal and harmful practices or seek
compensation for affected consumers.The inclusion of the RAD in theAI Act’s Annex I: List of Union
Harmonisation Legislation underscores the importance of collective redress in addressing AI-related
harms (European Commission, 2024a). This inclusion means that the AI Act grants consumers the
right to invoke collective redress when an AI system has caused harm to a group of consumers. This
not only strengthens principles of consumer protection and access to justice but also alignswith recent
EU digital laws, such as the DSA, Digital Markets Act and Data Act, all of which fall under the scope
of the new rules on representative actions outlined in the RAD.

In addition, collective alternative dispute resolution (ADR) offers an accessible and practical solu-
tion to fill the private enforcement gap for those impacted by AI. In collective ADR, individuals must
actively opt in to participate in the dispute resolution process, which typically occurs outside the court
system through methods such as mediation, arbitration or ombudsman facilitation. This approach
can be particularly effective in addressing large-scale harms that are often deprioritized by consumer
protection authorities, allowing for more flexible and efficient resolution of disputes. Various ADR
frameworks employed by EU Member States include direct negotiations through lawyers and adju-
dication through arbitration tribunals. For instance, the World Intellectual Property Organization’s
ADR for AI disputes specifically targets issues such as copyright infringement and data privacy.

3.3. Step 3: Evidence collection to support claims for redress
Collecting evidence to substantiate claims of harm caused by AI-related harms attributable to the
responsible party is a critical step in the process of seeking redress. This evidence collecting process
can begin as soon as the harm has been recognized, or it may continue to be refined and directed by
the identification of appropriate avenues for redress. The role of evidence in seeking redress for AI-
induced harm is crucial, as it forms the foundation upon which claims are substantiated and justice is
pursued. Evidence can be defined as anymeans used to support claims for redress, encompassing both
material items and assertions of facts that help ascertain the truth of the alleged matter (REDRESS,
2024b). However, the identification, collection and presentation of evidence in cases involving AI
present unique challenges that can significantly impede the pursuit of justice. We will dive into two
significant challenges arise during this process: the opacity of AI systems and the “many hands”
problem caused by the intricate AI value chain.

The opacity of AI
One of the primary challenges in evidence collection is the inherent technical opacity of AI sys-
tems, which can be compounded by deliberate corporate or state confidentiality and the general
public’s technical illiteracy (Burrell, 2016). Making the presence of AI transparent as we suggested
in step 1 is not enough. Unlike traditional automated systems, such as expert systems that rely on
pre-defined if-then rules, AI powered by machine learning or deep learning models – ranging from

https://doi.org/10.1017/cfl.2025.9 Published online by Cambridge University Press

https://doi.org/10.1017/cfl.2025.9


12 Yulu Pi and Maddie Proctor

early perceptrons to modern deep neural networks – is designed to “learn from experience” through
iterative optimization processes (Ghahramani, 2015). This shift to data-driven learning introduces
significant complexity, characterized by nonlinearity due to the activation functions that model intri-
cate relationships within the data. Additionally, the stochastic nature of many training algorithms
means that identical input data and model configurations can yield different outputs, reflecting the
inherent variability in the learning process. As a result, even with the same starting conditions, an
AI model may converge to different solutions, highlighting the complexities and unpredictability of
these systems. Consequently, these models operate as black boxes – while we can observe their inputs
and outputs, the internal mechanisms driving these processes remain hidden and incomprehensible.
Moreover, the opacity of AI extends beyond technical complexities. Companies that build AI sys-
tems often cite proprietary algorithms and confidential data as justifications for withholding detailed
explanations from those affected. A notable example occurred when teachers in Houston successfully
sued their schools over an algorithmic system that evaluated their performance (Lutz, 2017). While
high evaluations were praised, those with poor ratings faced the risk of termination. Some teachers
believed they were unfairly penalized but could not verify their suspicions, as the software devel-
oper, the SAS Institute, regarded its algorithm as a trade secret and refused to disclose its workings.
Ultimately, a federal judge ruled that the program had violated the teachers’ civil rights when they
brought their case to court. These opacity obstructs the assessment of errors or unfairness, impeding
the pursuit of redress for any resulting harm.

The European Parliament addressed this challenge by incorporating a requirement into the EU AI
Act, mandating the notification of individuals affected by high-risk AI systems (EU AI Act, 2024).
This notification would also grant individuals the right to obtain an explanation about the role of the
AI system in the decision-making procedure and the main elements of the decision taken (Engler,
2023b). Many agreed that the nature of the explanation to affected people should be concise, eas-
ily understandable and accessible (Felzmann et al., 2019). Nevertheless, the question remains: What
should be included in explanations to empower individuals to grasp the workings of the AI system
in order to seek remedies and redress when appropriate? While it is widely acknowledged that the
answer is domain- and context-specific (Ploug & Holm, 2020), there is limited research and regu-
latory focus on the actions, such as contesting AI outputs or seeking redress, that explanations can
enable. Ploug and Holm identified four dimensions of explainability for effective contestation in AI
health diagnostics, namely the AI system’s use of data, the system’s potential biases, the system’s per-
formance and the division of labor between the system and health-care professionals (Ploug &Holm,
2020).There’s an urgent need to comprehendhowexplanations can empower individuals to effectively
challenge AI decisions for obtaining redress.While the provision of explanations to AI’s output is rec-
ognized as prerequisite for contestation, previous studies suggest that providing too much detailed
information may overwhelm users, potentially leading to confusion and reduced performance due
to information overload (Oh et al., 2018; Ferguson et al., 2022).

Moving forward, to provide explanations for AI systems with the aims of identifying harms, con-
testing AI outputs and seeking redress, there should be a shift in the evaluation paradigm. The shift
should be toward two directions: First, an emphasis on application-grounded evaluation, which eval-
uates the effectiveness of AI explanations in real-world contexts rather than proxy tasks in simplified
experimental settings (Amarasinghe et al., 2024). Second, a focus on objective assessments of indi-
viduals’ capability to identify AI errors, challenge decisions and pursue remedies instead of solely on
user’s perceptions, trust and understanding (Mansi & Riedl, 2023).

Many hands problem
The European Parliament’s EU AI Liability Directive (AILD) underscores another significant
challenge: “The large number of people potentially involved in the design, development, deployment
and operation of high-risk AI systems, makes it very difficult for plaintiffs to identify the person
potentially liable for damage caused and to prove the conditions for a claim for damages” (European
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Parliament, 2023). This challenge is extensively discussed in the literature as the “many hands
problem” (Coeckelbergh, 2020; Cobbe et al., 2023a; Khosrowi et al., 2024). Defining accountability –
who is responsible or answerable for an AI system, its behavior and its potential impacts – is crucial
for those seeking redress (Raji et al., 2020). Entities involved in the development, operation, usage
and monitoring of AI systems are responsible for any harm those systems may cause. Transparency
serves as the foundation of accountability, where the accountable party is obligated to explain and jus-
tify their conduct (Busuioc, 2021). For individuals seeking redress after being negatively impacted,
meaningful accountability requires a clear identification of those responsible and the extent of their
fault for the harms caused by AI.

Establishing clear accountability, however, is fraught with challenges. First, having a clear line of
accountability within a single organization for AI development and deployment face many barri-
ers. Drage et al. (2024) conducted empirical interviews within a large multinational tech company
and unveiled significant challenges in establishing clear accountability. These hurdles include high
employee turnover and team transitions, a lack of incentives for routine maintenance tasks and
structural barriers hindering taking ownership over AI products. Elish 2019 cautions against “Moral
Crumple Zones,” where responsibility for AI-induced harms is often misplaced on human users or
operators who have limited control over the system’s behavior. This misattribution can obscure the
source of malfunctions and harm, making them not immediately apparent. Consequently, human
operators may be erroneously held accountable, despite their limited ability to foresee or prevent AI
errors. This dynamic enables developers and deployers to evade responsibility, leaving the human
users to bear the brunt of the consequences. Moreover, the complexity deepens when considering
that the design and development of AI products often transcend sectors and organizations. The dif-
ficulty arises from the intricate technological and business relationships entwined in the entire life
cycle of AI systems. AI value chain involves developers, deployers, users and those directly affected,
making the determination of accountability a complex endeavor. The fragmentation of control and
responsibility across those actors in the AI value chain leads to a “many hands problem,” where no
one is responsible for outcomes which multiple people helped produce (Cobbe et al., 2023b).

To identify the source of harms, a comprehensive mapping of roles and responsibilities
across stages, from data creation and curation to training, adaptation and deployment, is
needed (Bommasani et al., 2021). This means that it must be evident who bears responsibility for AI’s
operation at all stages of the design and deployment of AI (Jones, 2023). In particular, a collaborative
system is crucial for establishing clear accountability among all involved parties. In this system, AI
developers (e.g. developers for a AI hiring tool) are tasked with responsibly collecting and processing
data while mitigating bias. They must transparently communicate both the capabilities and limita-
tions of their systems, providing deployers with sufficient information to conduct risk management
and provide adequate explanations to affected individuals. Deployers (e.g. company using the AI hir-
ing tool), on the other hand, are required to conduct fundamental rights impact assessments, ensuring
a thorough understanding of how those systems function and establishing mechanisms for public
transparency, especially for those affected by high-risk AI. Additionally, users (e.g. HR in the com-
pany) should undergo training to acquire the adequate knowledge and skills needed for the effective
and responsible use of AI systems.

The AILD seeks to clarify liability for harms caused by AI, addressing challenges posed by the
many hands problem and the opacity of AI systems. One of its key provisions enables national
courts to mandate the disclosure of evidence related to high-risk AI systems suspected of caus-
ing harm. Companies responsible for such systems must provide various forms of documentation,
including detailed logs and other relevant records (European Parliament, 2023). Another important
provision introduces a rebuttable “presumption of causality” (European Parliament, 2023), which
alleviates the burden of proof for claimants who face difficulties in demonstrating direct causa-
tion. If a claimant establishes that the defendant failed to comply with legal obligations – such as
those imposed by the AI Act – and that this non-compliance is reasonably linked to the harm
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suffered, the presumption operates in favor of the claimant. This mechanism is instrumental in
addressing information asymmetry between AI providers and those affected by AI-related harm,
thereby strengthening legal accountability and access to justice. However, the AILD was withdrawn
by the European Commission in February 2025 due to a lack of consensus (European Commission,
2025).While theAILD’s failure signals ongoing regulatory uncertainty, some argue that a harmonized
liability regime could improve access to redress and ensure consistency across the EU.

3.4. Step 4: Receive and respond to decisions
As a result of the redress process, harmed parties will receive decisions made regarding their case.
They must then evaluate the outcome and respond accordingly. If the decision is favorable and the
affected parties are satisfied with the outcome, the redress process for the involving case is consid-
ered complete. However, if the individual disagrees with the decision or believes that the remedy
does not adequately address harm, they should have the option to appeal the decision or seek fur-
ther redress through alternative mechanisms. This could involve escalating the case within the same
avenue or exploring other avenues that may offer a more favorable outcome. International law rec-
ognizes various remedies for human rights violations, which can be applied to address harms caused
by AI. These remedies include restitution, compensation, rehabilitation, satisfaction and measures to
prevent recurrences (United Nations Human Rights Office of the High Commissioner, 2023b).

Restitution aims to restore individuals to their pre-harm state, but achieving full restitution is
often challenging or impossible, especially in cases of physical or mental harm (Gallen and Moffett,
2022). For example, the UK exam boards’ decision to rescind algorithm-assigned grades and revert
to teacher assessments was an important step toward correcting the harm caused. However, such
remedies does not address the full extent of the damage, such as the emotional distress and lost
opportunities resulting from the delay. Ehsan et al. (2022) introduced the concept of the “algorithmic
imprint” to illustrate how simply removing an algorithm and attempting to revert to a pre-harm state
do not necessarily undo or mitigate the lasting effects of its use.

Compensation – such as the Dutch government’s €30,000 payments to families wrongly accused
of benefits fraud by an algorithm (Henley, 2021) – can provide financial relief. However, monetary
compensation alone fails to address the systemic and structural issues of bias and inequality embed-
ded in and perpetuated by many AI systems. Moreover, it does not address the broader social harm
that affects entire communities, which requires structural reform.

Rehabilitation seeks to restore both physical and psychological well-being, often involving mental
health services for those affected byAI-related harms. However, our research shows that such support
is rarely offered to individuals experiencing mental and psychological distress. Compounding this
issue, the process of seeking redress for AI harms can also lead to significant frustration (Broussard,
2023). As Sara Ahmed notes in her critique of formal complaint processes, “You end up having to
complain about how your complaint is handled” (Ahmed, 2021). This highlights the cyclical and
bureaucratic nature of pursuing redress, where the process itself can become an added burden.
Individuals often find themselves trapped in a system that complicates rather than facilitates justice,
navigating multiple layers of institutional procedures that hinder their quest for redress.

Similarly, satisfaction – such as public apologies from companies like Google or Twitter for biased
algorithms (Hern, 2020;Mitchell, 2024) – offers symbolic redress but often fails to address the broader
structural issues that led to the harm. In cases involving systemic or collective harm, such gestures
can feel inadequate, as they do not dismantle the larger systems of inequality that caused the damage
in the first place.

Guarantees of non-repetition typically involve the abandonment of algorithms – an organization’s
decision to cease the design, development or use of a particular algorithmic systemdue to its potential
harms (Johnson et al., 2024). While essential for preventing future damage, this approach requires
fundamental changes not only to AI systems but also to the societal structures that enable algorithmic
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harms. One-time fixes for isolated cases is often inadequate for addressing systemic harms. The
same holds true for AI-related harms, where meaningful redress requires sustained efforts to dis-
mantle entrenched social inequalities embedded in and perpetuated by algorithms. Addressing these
issues goes beyond providing redress to individual victims – it involves confronting the structural
inequalities that are reinforced and perpetuated by AI systems. These inequalities are tied to ongoing
societal issues like racism, sexism and classism,making redress a long-term andmultifaceted process.
Ahmed’s work on complaint processes underscores this point: seeking justice is not just about correct-
ing individual wrongs but also about challenging the institutional structures that hinder meaningful
change. As she argues, complaint processes can sometimes serve as mechanisms to delay or deflect
justice, rather than resolve the underlying issues (Ahmed, 2021).

In this context, addressing AI-related harms becomes part of the broader, ongoing project of
dismantling systemic injustice. The process of seeking redress is not static; it requires continuous
engagement, advocacy and reform. Real progress in solving algorithmic harms involves not only
responding to immediate grievances but also confronting and reshaping the societal structures that
allow such harms to occur in the first place. This makes the pursuit of justice a continuous and
evolving process, one that extends beyond redress for individual cases and demands long-term
commitment to dismantling the societal inequalities embedded within AI systems.

4. Closing remark
This paper has stressed the significance and pressing need of building effective redress mechanisms
to protect the rights of individuals and groups affected by AI. AI systems are increasingly integrated
into many key sectors such as health care, finance, employment, criminal justice, education and
beyond. The benefits of enhanced efficiency, accuracy and personalization come hand in hand with
significant challenges related to privacy infringement, discrimination and potential violations of fun-
damental rights. Frequently, these negative and harmful impacts disproportionately affect the most
marginalized and vulnerable individuals, groups and communities.

In the face of such harmful impacts, having redressmechanisms that empower individuals to chal-
lenge and rectify adverse AI impacts becomes essential to upholding principles of justice and equity.
While global attention has been drawn to evolving regulatory frameworks that aim to minimize risks
associated with AI while promoting innovation, a noticeable gap is emerging in the realm of remedy
or redress. This paper highlights the challenges faced by individuals seeking redress, using real-world
examples to demonstrate the various obstacles encountered at each step toward redress, primarily in
the EU and US. The regulatory approaches of the EU and the US are often compared due to their
distinct AI governance models – where the EU emphasizes regulatory oversight and the US tends
to favor a more market-driven and decentralized approach (Engler, 2023a; Tréhu & Ricart, 2024).
By examining these vastly different frameworks, it becomes clear that neither has fully addressed
the need for effective remedies for individuals harmed by AI systems. The inadequacy of existing
redress mechanisms exposes individuals to significant risks, whether due to data breaches, accidents
involving autonomous vehicles or biases in algorithms. Redressmechanisms are vital safeguards, pro-
viding affected individuals with avenues for seeking compensation, rectification or, at the very least,
human review of decisions made by AI systems. Such mechanisms not only protect individual rights
but also foster trust among consumers, which, in turn, supports the long-term growth and ethical
development of the AI industry.

The alarming lack of redress mechanisms in the emerging AI regulatory frameworks is now facing
growing criticism that goes so far as to argue that these regulations fail to adequately protect funda-
mental rights (Rights, 2023). To address this gap, a combination of ex-ante and ex-post measures is
essential. Ex-ante measures, already prevalent in existing AI governance initiatives such as risk man-
agement, impact assessments, design and evaluation requirements, can help preventAI-related harms
by identifying and mitigating potential risks before they materialize. These measures play a crucial
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role in ensuring that AI systems are designed and implemented in a responsible and ethical manner.
Ex-post measures, including redress mechanisms, provide effective remedies for individuals who
have experiencedAI-related harms.Thesemechanisms ensure that affected individuals receive appro-
priate compensation and that companies are held accountable for their actions. By implementing
robust redress systems, we can address the harms caused by AI and foster trust in AI.

In this paper, we highlight four essential steps in the redress process for harms caused by AI: ini-
tiating the redress process, identifying suitable avenues for remedy, collecting evidence to support
claims and responding to decisions. Seeking redress for AI-induced harms is a complex and multi-
faceted endeavor, with each step presenting its own challenges and requirements. These challenges
can significantly impact an individual’s ability to address AI-related harms. We also analyze how key
AI-related regulatory measures, such as the AI Act, the AILD, product liability laws and the GDPR,
aim to address these challenges. However, we acknowledge that some countries, including the US,
are adopting non-binding approaches to AI governance, and not every instance of AI-related harm
necessarily requires legal action to obtain redress. In this context, it is essential not to overlook the
role of existing redress mechanisms, particularly those in sectors with well-established mechanisms,
in adapting to the AI context. For example, many countries have financial ombudsman services or
regulatory bodies that assist consumers, such as the financial ombudsmen in various EU countries
and the Consumer Financial Protection Bureau in the US. These organizations offer low-cost acces-
sible avenues for people to resolve disputes with financial institutions (UK Finance, 2021). Similarly,
the health-care sector benefits from robust patient redress systems, like the UK’s National Health
Service (NHS) complaints procedure, which offers structured pathways for patients to complain
about services, or procurement, patient choice and competition in the NHS (Government of United
Kingdom, 2025). These existing mechanisms can provide valuable insights into how redress can be
effectively implemented across the diverse range of AI applications.

Moreover, addressing the current shortcomings in the redress mechanisms for the impacts of AI
requires a collaborative approach. It is essential for various stakeholders – such as supervisory author-
ities, AI developers, deployments and civil society – to work together effectively to address existing
gaps and establish robust redress mechanisms.

Supervisory authorities: To effectively support affected individuals and communities, it is funda-
mental to provide a legally binding basis for transparency, accountability and clear routes to redress
within the AI regulatory framework. This involves mandating the “notification of ability to con-
test,” which ensures users are informed of their right to contest and seek redress (Fanni et al., 2023).
Moreover, it entails establishing clear guidelines that specify the types of redress individuals can pur-
sue, the channels through which they can seek it and identifying the entities from whom remedy can
be sought. Supervisory authorities, including regulators, consumer protection authorities and judi-
cial review entities, must possess sufficient resources and expertise to effectively monitor potential
harms within their jurisdictions and intervene when required. While AI regulations are advancing
globally, the absence of clear regulatory bodies for AI governance introduces ambiguity in responsi-
bilities and enforcement mechanisms. This ambiguity poses a challenge to the authorities’ proactive
identification and resolution of emerging issues in the AI landscape.

Developers and deployers of AI: The UN Guiding Principles for access to remedy within tech-
nology sector recommend that businesses (in this case developers and deployers of AI) to “establish
or participate in effective operational-level grievance mechanisms” (United Nations Human Rights
Office of theHighCommissioner, 2023b). Suchmechanisms should be legitimate (i.e. enabling trust);
accessible; predictable; equitable; transparent; rights-compatible; a source of continuous learning;
and based on engagement and dialogue with stakeholders. This requires to implement well-designed
remedies that respect the needs and objectives of affected individuals or groups. Patronizing and cul-
turally insensitive communication should be avoided. Furthermore, regular collection and analysis
of feedback on people’s experiences in seeking remedies are important. This process helps identify

https://doi.org/10.1017/cfl.2025.9 Published online by Cambridge University Press

https://doi.org/10.1017/cfl.2025.9


Cambridge Forum on AI: Law and Governance 17

whether procedures are overly complicated and demand an excessively high level of digital literacy,
promoting a more accessible and user-friendly redress mechanism.

One significant issue with current AI regulation efforts such as EU AI Act is their predominant
focus onAI providers or general purpose AImodels (Wachter, 2024), often overlooking the deployers
who are closer to users and have a deeper understanding of the harms in their specific deployed
context. However, the intricate relationship between developers and deployers in both technological
and business aspects necessitates a collaborative system. Establishing an effective communication
system is vital for highlighting the capabilities and limitations of AI and for incorporating feedback
and complaints from affected individuals.

Beyond attributing liability to specific entities, another primary goal is to cultivate an environ-
ment where responsible AI development is a collective responsibility. This collaborative approach is
essential for preventing reckless development, deployment andmisuse of AI systems and for ensuring
timely improvements and adjustments. AI providers must ensure clear communication with deploy-
ers regarding the system’s capabilities, limitations and correct usage conditions, ensuring that AI
systems are deployed in accordance with their design intentions. When deployers encounter mal-
functions or issues stemming from the AI’s design or functionality, they should be able to hold
developers accountable for any resulting harm to their operations and affected individuals. Given
their proximity to users and affected parties, deployers are uniquely positioned to detect and report
specific harms or failures that occur during deployment. Therefore, it is crucial for deployers to have
clear and effective mechanisms for providing redress and preventing the recurrence of similar issues.
Implementing these collaborative approaches should focus on two key aspects: providing timely and
adequate remedies for affected parties and creating a feedback loop for the continuous improvement
of AI development and deployment.

Civil society and independent researchers: It has been acknowledged that seeking redress is
often challenging, if not entirely impossible. Those challenges often stem from the technical com-
plexity of AI, complexity in AI business relationships, regulatory hurdles and various legal, practical
and procedural barriers (United Nations Human Rights Office of the High Commissioner, 2023c).
Civil societies and independent researchers can play a vital role in empowering individuals to effec-
tively navigate these intricacies surrounding redress mechanisms, especially in the realm of AI where
affected individuals or communities may have a limited understanding of the complex services they
are interacting with (Ogunleye, 2022). In recent years, civil society organizations conducting inde-
pendent investigations or research have been instrumental in bringing significant public attention to
most harmful or biased applications of AI systems (such as the Gender Shades project (Buolamwini
and Gebru, 2018) and ProPublica’s Machine Bias project (Julia et al., 2016)). Moreover, civil society
organizations, such as consumer advocacy groups, civil right groups and other public interest entities,
can play a crucial role in representing harmed groups and facilitating collective redress efforts. For
example, in Cambridge Analytica scandal, digital rights groups like Electronic Frontier Foundation
played a pivotal role in informing affected users (Gebhart, 2018) and supporting FTC’s class-action
lawsuits covering 250–280 million Facebook users to hold the company accountable (Raymond,
2022). By acting as representatives and facilitators for collective redress, these organizations not
only amplify the voices of those who might otherwise go unheard but also provide the necessary
resources and expertise to navigate complex redress systems, helping to ensure that collective harms
are addressed effectively.

In this paper, we argue for the establishment of effective redress mechanisms as critical ex-post
measures in AI governance that protect all individuals affected by AI. We highlight that the current
landscape’s overemphasis on ex-ante measures leaves impacted individuals without adequate means
to rectify their situations. We outline four critical steps to seek redress, along with the challenges
faced at each step. Acknowledging the interdisciplinary nature of developing and implementing these
mechanisms, we highlight the need for increased collaboration and research across law, social sci-
ences and data science. Access to redress is a fundamental component of access to justice, ensuring
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that individuals have the opportunity to seek remedies for thewrongs they have suffered. By providing
channels for individuals to effectively address harm caused byAI –whether through formal legal pro-
cesses or informal pathways such as an ombudsman – individual affected can be empowered to hold
accountable those responsible for harm. This access not only restores individual rights but also fos-
ters a sense of fairness and trust in AI governance, reinforcing the principle that justice should be
accessible to all.
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