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SOUSLIN SOUSLIN H C SOUSLIN H
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Introduction. We write w for the set of natural numbers
(including zero) and * for the set of all finite sequences of
natural numbers. If ne€¢w we write T={m: mew, 0<m<n}.
If x is a function which takes its values in w and whose
domain of definition contains T then we write x[A for the
element (x(0),...,x{n)) of A.

If H is a family of sets and fe H‘;‘ (i.e., f is a function
from F to H) we write

A= U, N f(x|n) .

f
XE€ neéEow
We define

Souslin H = {Af: fe Hf} .

It is known [(1), Theorem 4. 3 and (2)] that Souslin
Souslin H = Souslin H. The nontrivial part is to show the
inclusion €. In view of the set-theoretic intuition needed
to follow both of the above proofs, we have felt it worthwhile
presenting this proof, which requires only the ability to
manipulate quantifiers and no intuition at all. We give three
easy combinatorial lemmas, after which the Theorem follows
immediately. Our proof is also more direct, in the sense
that we derive the statement A = U N h(-) without going through
the intermediate stages of AC U 1 h(-) and AD UN h(-).
If « and B are functions and the composition «{(p(-)) is
defined, we shall abbreviate this to of .
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1. The function v(-,- ). For our proof we shall need
a fixed function V:wXw —w which defines a (1,1) correspondence
between wXw and w. We define ¢:w -w and Y:w —-w by

-1 i )

the relationship (eo(-), ¥(-))=v (-). We require also that
(1) Wp)<p for all pe¢ w
and
(2) v(q,¥(p)) <p forall p€w and gqe€w

such that 0 <qg< o(p)

One such function is given by Sierpinski, (2), and can be written

(after minor modifications) v(m,n) = Zm(2n+i) - 1. In fact

we can take for v any (1,1) map of wXuw onto w with the
properties

v(-,m):w -w 1is increasing for each me o

and
v(0,"):w = w is increasing.

In this case p =v(g(p), ¥(p)) > v(p(p)-1,¥(p)) > ... >

v(1,U(p) > v(0,4(p)) > v(0,U(p)-1) > ... > v(0,1) > v(0,0) .
Thus (2) is true; we observe also that the above series contains
o{p) + y(p) + 1 terms and so ¢(p) + U(p) < p, which certainly
implies (1). So we could also have taken—for v, e.g., the
standard triangularwise enumeration of w X w.

2. Three combinatorial lemmas.

LEMMA 1. I X is a functionon w Xum to sets then

N U Xy = U o N Xmy(-.m).

w
mew ye€uw vV E€w m € o

Proof. Immediate. See Lemma 4.8 of (1).
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LEMMA 2. If X 1is a function on wXu to sets then

n . n X(m,n) = n X(LL(P)!‘P(P)) .

mé w ne€ow PE€w

Proof. Both m =4(p) and n =¢(p) when p=v(n,m).

. - . w W Xw
LEMMA 3. If X is a function on w X - to sets

then

U U o0 X(x,y) = U ° Xlgz, bzv) .
X€w VAR Z€w

Proof. Both x=¢z and y =dzv when z(-) =v(x(- ),yv-

3. Proof of the theorem. If A € Souslin Souslin H then
there exists f: % - Souslin H such that

A=y N f(x |m)

X€w me€w

m
and, for each te¢w , there exists g(t;-):<» = H such that

f = U N gty|n) .

VAR neé€aw
Hence

a=U _ N U, N sxlmyln.
X€w meéw yE€uw ne€w

We now apply Lemmas 1, 2 and 3 in turn and derive that

A= U . 9, oxe N N glxlmy(-,m)|n)

X€w YE€w meéw Nne€gyw

= U, U o N ex@yue ek

X€w Yye€ow Pefow

U, N glez]dnzv(-.u@) o) -

Z€w Pe€aw
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For tew® we write h(t) = g(et|o(p):wtv (-, u(p) |o(p)) ¢ H, and
we are permitted to do this since the numbers that appear as
arguments of t(-) in the above expression are 0,1,...,d(p),

v(0,4(p)),-- -, v(e(p), d(p)) and all of these numbers are < p
by our choice of v(-,-). Thus

A = U N h(z,_}—))ESouslinH.
Zeww PE€w

This completes the proof of the Theorem.

Remark. We have deliberately used the symbols

v, ¢ and U to enable our proof to be compared easily with
that in (2).

What appear as k, ¢ , N (n), x* and x'' in (1),
n n j

Theorem 4.3, correspond to ¢(n), Y(n), v(j,n), ¢x and yx,
respectively, in our proof.
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