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SOME DISTRIBUTIONS OF ORDERED VALUES 
FROM BURR AND BETA DISTRIBUTIONS 

BY 

D. G. KABE 

Summary. In this paper we use some known transformations available in the 
Theory of Multiple Integrals to give straightforward, simpler, and elegant proofs 
of some distributions of ordered values from Burr and beta distributions. The 
exact distribution (under the null hypothesis) of Wilks' A criterion is obtained by 
considering it as a certain minimum value distribution problem. 

1. Introduction. The evaluation of multiple integrals which occur in order 
statistics distribution theory is involved due to the fact that the integration is to 
be carried on over an ordered range of variables of integration. This difficulty 
is sometimes completely obviated by transforming the ordered variâtes to the un­
ordered ones. Several such transformations are available in the Theory of Multiple 
Integrals. In previous papers, Kabe ([5], [6], [7]), the author used some such trans­
formations and gave alternative simpler proofs of several known results in order 
statistics distribution theory. This is yet another attempt in the same direction. 
Here we use some known transformations to derive moments (and distributions if 
necessary) of ordered values from Burr and beta distributions. 

Burr distribution includes as particular cases Pareto, power function, and logistic 
distributions. Malik ([8], [9]), has derived moments of ordered values from Pareto 
and power function distributions without transforming the ordered variâtes to the 
unordered ones. The process of direct integration used by Malik becomes com­
plicated for dealing with moments of more than two ordered values. Our process of 
integration is so simple and straightforward that the moments of any number of 
ordered values may be obtained without any complicated steps in integration. 
Since several of Wilks' A criteria (under null hypothesis) may be looked upon as 
the product of p beta variâtes of first kind this product is a minimum amongst 
the p products x1x2-. .x{, 0<xt< 1, /=1,.. . , /?, and hence is a minimum value 
distribution problem. Finally, we outline a procedure to obtain moments of 
ordered values from second kind of beta distributions. 

Some useful transformations and results are stated in the next section. 

2. Some useful results. Let 0 < xx < x2 < • • • < xN <oo, be an ordered sample, the 
transformation with Jacobian unity 

i 

(1) *i = 2-ft» i,7= 1,...,JV, 0 < ^ < o o , 
i = l 
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transforms the ordered x variâtes to unordered y variâtes. The transformation 

(2) Z i ~ l+y1+...+yi> y°-°> 

with Jacobian 

(3) /(j:Z) = f[Zrw-i+2> 
1 = 1 

is useful to deal with ordered values from Burr distribution. The transformation, 
O<0,<1, i=l,...,N-l,0<dN<œ, 

(4) yi+~-+yi = 0A+i...0N, . / = i , . . . , t f , 

with Jacobian 

(5) J(y:e) = O2n...0$-\ 

is useful to evaluate certain multiple integrals occurring in Wilks' A distribution 
problems. 

The transformation, 0<yj<oo,j= 1 , . . . , N 

(6) tt = * i ( l - ' i - f 2 h)~\ Htj<\9 

with Jacobian 

(7) J(y:t) = (l+y1+--+yN)N+\ 

transforms first kind of Dirichlet's distribution to second kind of Dirichlet's 
distribution. 

The transformation, 0<yj< 1, j = 1 , . . . , N, 

(8) h = j i , tj = (l - ^ 0 ( 1 -yù- . .(l -yj-i)yj 

with Jacobian 

(9) J(t:y) = (l-yi)N-1(l-y2)N-2.^(l-yN-i) 

transforms dependent first kind of Dirichlet's variâtes to independent first kind of 
beta variâtes. 

The transformation 0 < j j < oo, 0 < t0 < oo, j= 1 , . . . , N 

(10) y± = tl9 yj = (l + /i)(l + / 2 ) . . . ( l + ^ - i )0 

with Jacobian 

(11) J(y:t) = (l + tJ»-1(l + tj»-*...(l + tir-J 

transforms the dependent second kind of Dirichlet's variâtes to independent second 
kind of beta variâtes. 
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The following known definite integrals, Erdelyi et al [3, pp. 114-115], are 
written down for ready reference 

(12) f xa-\l-x)b-\\+ax)-«dx = B(a,b){\+a)-«F[a,q9a + b,a{\ + a)-ll 

(13) £ ° tp'1(l + t)"q(l + tzyadt = B(p,a+q-p)F[a9p9a+q,(\-Z)l 

f1 Zm-1(l-Z)N-1(l+aZ)-(M+N+p) dZ 
(14) Jo 

= (l+a)~(M + p) f1/M-1(l-0N"1(l+«(l-0)P*-

The formula (14) when j? is not an integer reduces to formula (12). However, 
our purpose in noting (14) is to draw the attention of the reader to the fact that some 
of the series occurring in Wilks' A distribution may be finite. 

Finally, we note down the product formula for gamma functions, Gibson [4, 
p. 499, Example 25] 

(15) Nfj r (px+rjj\ = (27ryN-^2(P/N)Npx^Np-N-p)l2 r f r (NX+—Y 

We assume that all integrals occurring in this paper are evaluated over appropriate 
ranges of the variables of integration. 

3. Order statistics from Burr distribution. Burr's [2] distribution in standard 
form has the density function 

f[_axa~1 

(16) f{x) = ( 1 + j c y + 1 > K > 0, a > 1, 0 < x < oo. 
Let 0<xx<x2< - • • <xN<oo be an ordered sample and let x?=*i = 2 ' = i Jy, /, 
j= 1, . . . , N, then the density function of / s is 

(17) f(yl9.. .,yN) = Nl K»fl(l+yi+y2+ • • • + A T ( * + 1 ) , 0<^ .«X> . 
i = l 

Now transform the y variâtes to Z variâtes by (2), and find that 

(18) f(Zl9...9ZN) = NlKNflZi™-i + »-\ 0 < Z i < l . 
i = l 

Notice that Z's have independent power function distributions, and that the hth 
moment or Mellin transform of 

(1 + 0 = (l+.Vi+ • • • +yd = (ZiZa.. .Z,)'1 

is 

ri = N\K» f ] i ]z« J ' - 0 + 1 ) - f t - 1 f l Zt*o,-i+°-1irdZ 
(19) J "-1 

_ T(N+1) r(JV-1-(hjK) +1) 
~ T(N-1+1) F(N-(h/K) +1)' 
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The result (19) is also given by Malik [8, p. 147, equation (3.6)]. Note that u=l + t 
has a Pareto distribution 

(20) f(u) = Ku~(K+1\ 1 < u < oo, K > 0, 

and (19) is the hth moment of /th ordered u. Further, the transformation u=v~1 

shows that v has a power function distribution and hence (19) is the hth moment 
of %_i + i if v±>v2> - — >vN is an ordered sample from this power function 
distribution. Again, if we set f=exp {- W) and take K= 1, then W has a logistic 
distribution 

(21) f(W) = exp {W}{\ + exp {W})~2, 0 < W < oo, 

On inverting the Mellin transform (19), we find the density function of (1 + 0 , 
i.e. of ti to be 

^ - U J î + 1 ) i j + 1 ( - i ) ' + - ( / + ; _ - ^ 1 ) (22) 

Js:(iv-/+i)(i+i i)"<w+1), o < ff < » . 

Now it follows from (22) that 

(23) ^-{N-iAXy^i^-N-^ 
K(N-i+\)T{h+\)T{Kj-h) 

T(Kj+l) 

Note that (23) is the moment generating function of ( - WN-l+1) if Wx> W2> • • • 
> WN is an ordered sample from (21). 

Again to find the joint moments of the /'th and 7th ordered values of t we set 
(l+/ i)=(Z1Z2 . . .Z J)-1 and (l + f,)=(Z;|Z2.. .Zy)_1, ./>/, and evaluate the in­
tegral 

/*;., = NIKN f n z*w-«+"-û'+«>-1 

J a=l 

(24) x n zfw-'+u-«-1 fi zfw-'+^irdz 
r(iv+ i)r(jy- * - (te+g)A>)+i)nN-j-(q/v)+1) 

i W - (G>+?)/*)+i)iW- i-q/V)r(N-j+1) 

On setting/? = 1, #= 1 in (24) we find that the result (24) agrees with the one given 
by Malik [8, p. 148, equation (4.5)]. The joint density of (1 + 0 and (1 + 0» i-e- o f 

t{ and tj may be obtained by inverting the joint Mellin transform (24). The inver­
sion integral 
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(25) y«l + 0,(l + ',)) = ̂ £ £ ' ti.qQ + td-(p+1Xl + t,ri9+v4pdq 

is a known Mellin-Barnes type contour integral, Erdelyi et al [3, p. 232, section 
(5.8.3)], and we find that 

f(t ,x m iv1/"vV/"1U^""/-1>i 
(26) ~ ('-DK^-J)-f(/-i'-l)!A A I r j l J / 

x(-l)r + » ( l + 0 - T O + , - f - 1 ) ( l+ /y) - | r W - , - a ) , 0 < f, < f, < 00. 

Now in (26) set t^O^, tj = 029 and then evaluate 

(27) ^ 
Jo Jo 

by using (13) and (12) and find that 

E{m = (i-l)!(4V«-l)!rl si fr1)^ i ) 
(28) x i f a + 0 + 2, # ( # - # • - l ) - Q > + ? + 2 ) ) 

^(-iy+sr(^+/-r-i)+or(/?+^+2+or[^(7v-r-i)]r(/7+i) 

4. Distribution of Wilks' A. Let Zi9 f= l , . . . , p, have the independent density 
functions 

(29) f(Zi) = [B(phqi)]-1Z?i-1(l-Zi)^-\ 0 < Zt < 1. 

Then we note that Z±Z2.. .Zp = A is minimum among /? products Z iZ 2 . . .Zi5 

Ï = 1 , . . . , p. This suggests that we transform our Z variâtes to y variâtes by using 
(2) and try to obtain the distribution of k=ZxZ2.. .Zp = (l+y1-\ hjp)"1 by 
using the distribution of y's 

(30) f(yi,.--,yP) = Kn ^— 
= i ( l + j i + - - - + ^ ) p i + g i - p ^ i 

where 0<yt<co9 / = 1 , ...,p, and /?p + 1 = 0 , and J^=rif=i [^(Pbft)]"1- Further, 
by using (4) we find that 

(3D /(015..., eN) = K =
n ; = l ( 1 + ^ i + i . . . ^ — > 

where O < 0 , < 1 , Ï = 1 , . . . , / ? - 1 , O < 0 P < O O , qp + 1 = l, ti=qi+pt-pi + i, i=l,...,p. 
Now note that A = (l -f Op)'1, and hence (31) must be integrated out with respect 
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to 0l9..., 0p_x. The integration may be carried on successively by using (12), and 
we find that 

f(ep) = Kr(q1)T(q2)...T(qp)f... f 
ri = 0 rp -1 = 0 

[T{qi + rOIX* ! + rJTfa +q2 + r,+ r2) 

xr(t1 + t2 + r1 + r^T(q1+q2+q3 + r1 + r2 + r3) 

xr(t1 + t2 + t3 + r1 + r2 + r3)... 

x T(q± + • • • +qP-i + r±+ • • • + rp_2) 

x ( r 1 ! r 2 ! . . . r p . 1 ! ) - 1 ^ i + - + r
P - i + gi + " ' + S- i ] 

mqiMhMqi +q* + r j r f o + t2 + ri) 

xF(qi+q2+q3+r1+r2) 

x r(?x+ • • • +qp-1 + r1+ • • • +rp_3) 

x r(r! + r 2 + • • • + r p _ 1 + # 1 + • • • +qp) 

x ( l + ^p)fi + - + i p + r i + - + r p - i ] 

The hth moment of for Dirichlet's distribution of first kind 

(32) 

(33) 

where 

is 

(34) 

f(xlt.. .,xN) = Kxfi-1.. .X%K-\1-XI xNy-\ 

^ l («iH \-aN) 

which by using (15) may be written as 

( 3 5 ) ; KiTfa + hy.. .r(aN + h)N-Nh 

Yl?a r[A + ((ai+ • • • +*N+P + r)/N)] 
and which is the Ath moment of a product of N independent beta variâtes of first 
kind, here 

K± = K2ir?^ Nll2-<*i + '" + a»+*>rp. 

Now there are several test criteria in statistics whose hth moment is of type (34), 
see, e.g. Anderson [1, p. 262, equation (16)]. By using (8) one may transform (34) 
to the hth moment of a product Yl?=iZf(l —Zt)

b, where Z{ are first kind of beta 
variâtes and a>0, b>0. Again, by using (6) we may transform (33) to second kind 
of Dirichlet's distribution 

(36) f(yi,...,yN) = 
( i + ^ i + - - - + ^ ) a i + -
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where 0<yt<co9 which by using (10) may be expressed as a product of second 
kind of beta densities. Thus (34) may be expressed as the hth moment of nf=i Ul 
(14- tty where each t is second kind beta distributed. 

Incidentally, it must be mentioned that the expression given by Mathai and 
Saxena [10, p. 1442, equation (13)] is only an approximate equation. If that 
expression were exact probably most of the exact distributions of Wilks' A criteria 
would be given by this exact expression, although noncentral case of Wilks' A 
would still remain unexplored, i.e. exact distribution theory of Wilks' A under 
nonnull hypothesis is as yet practically unexplored. 

5. Ordered values from beta distributions. Let 0<x1<x2--- <xN<oo have the 
joint density 

(37) f{xl9..., xN) = KJI {l+tf+S 

where K= [B(p, q)] ~NN ! Then the hth moment of xt = 0,0,+x... 6N, i = 1, . . . , N is 

/ M - l 0<*t>- l N flip + h-l 

os) E(4) = r /n ( 1 + ( , A ; , . .»„)»-n 0 + v , : i , . .^ .** 
where 0 < 0, < 1, i = 1, . . . , JV— 1, 0 < 0̂  <oo. The integral (38) may be evaluated by 
using (12) successively and yields a series of type (32). By setting (1 +^ i)" 1=^-i+i J 

we notice that / s are first kind of beta variâtes. 
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