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1. A difference set is a set D = {di, d2, . . . , dk] of k distinct residues 
modulo v such that each non-zero residue occurs the same number of times 
among the k(k — 1) differences dt — djy i 3̂  j . If X is the number of times 
each difference occurs, then 
(1) \(v - 1) = k(k - 1). 

When we wish to emphasize the particular values of v, k, and X involved we 
will call such a set a (v, k, X) difference set. Another (v, k, X) difference set 
E — [e\, e<i, . . . , ek) is said to be equivalent to the original one if there exist 
a and t such that (/, v) = 1 and E = {a + td\, . . . , a + tdk\. If t = 1 we will 
call the set £ a slide of the set D. If D = E, then t is called a multiplier of D. 

Difference sets have been studied extensively, partly for their own sake, and 
partly because of their close connection with symmetric block designs. 

A number of cases are known of inequivalent difference sets with the same 
values of v, ky and X. For example, Hall (2) has shown that for every prime p 
of the form 4x2 + 27 there are at least two inequivalent difference sets with 
v = p, k =• \{p — 1), X = (p — 3)/4. He also found four inequivalent differ­
ence sets with v = 121, k = 40, X = 13 and two such sets with v — 63, k = 31, 
X = 15. 

We have found a close connection between the two inequivalent (63, 31, 
15) difference sets and have succeeded in generalizing this situation. We will 
prove : 

THEOREM 1. Let q be any prime power, say q = pe. Let n and m be positive 
integers, n > 3. Let m be the product of r prime numbers, not necessarily distinct, 
and let N = nm. Then there are at least 2T inequivalent difference sets with 

N -, N-l -i N-2 -, 

(Z) V = , k = — r— , X = - — — — . 
q- \ q - l g - 1 

Our methods not only prove the existence of these sets, but provide the 
means for actually constructing them. Theorem 1 has the following conse­
quence: 

COROLLARY. Given any positive integer s, there exist v, k, X for which there 
are at least s inequivalent (v, k, X) difference sets. 

In particular this answers the question of whether or not there is an infinite 
number of (v, k, X) for which inequivalent difference sets exist (cf. (2, p. 980)). 
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We also prove t h a t the only multipliers of the difference sets t h a t we con­
s t ruc t are powers of p. T h e difference sets arising from geometries over finite 
fields are included in our class. T h u s we are able to determine completely the 
multipliers of these part icular sets—in fact these multipliers are precisely the 
powers of the characterist ic of the coefficient field. 

Wi th the exception of the finite geometries and the case v = 63, all of the 
difference sets t h a t we construct are new. 

2. By a linear functional from a field £ to a subfield F we will mean a 
mapping from E to F which is linear over F. 

We begin with a well-known lemma: 

L E M M A 1. Let F be a finite field, E a finite extension field of F, and L a non­
zero linear functional from E to F. Then every linear functional from E to F is 
of the form L^ JJL £ E, where L^œ) = L(/zw) for all u £ E. Moreover if \x 9^ v, 
then LM ^ Lv. 

This lemma is a consequence of the fact t h a t if 5 is the number of elements 
of E, then there are exactly 5 dist inct linear func t iona l from E to F and 
exactly s dist inct linear functionals of the form LM, /x £ E. 

3. For each prime power a = pe and each integer N > 2, there is a well-
known difference set, with v, k, X given by (2), t h a t is obtained from an 
appropr ia te finite geometry over the field GF(q). We now give an algebraic 
description of this difference set. 

Let a be a primitive element of GF(qN), t h a t is, an element of order qN — 1. 
Let L be a non-zero linear functional from GF{qN) to GF(q). Let v, k, X be 
given by (2). W e will show t h a t the set of all j such t h a t 

(3) L(a>) = 0 

is a (v, ky X) difference set. 
Since v = (qN - l)/(q - 1), it follows t h a t av G GF(q), and hence (3) 

determines a set of residues modulo v. Moreover a1 runs through all non-zero 
elements of GF{qN). Hence L(af) = 0 for exactly qN~l — 1 values of i modulo 
qN _ i T h u s (3) gives us a set of exactly k residues modulo v. Finally let b 
be a non-zero residue modulo v. W e seek the number of solutions modulo v 
of L{al) = L(ai+b) = 0; t ha t is, the number of values of i modulo v such 
t h a t 

(4) Lai(l) = Lai{a») = 0. 

Since ab $ GF(q) and since La% runs through all non-zero linear functionals 
from GF{qN) to GF(q)f it follows t h a t (4) is satisfied by exactly qN~2 — 1 
values of i modulo qN — 1, and hence by exactly X values of i modulo v. Since 
X is independent of b it follows t ha t (3) defines a (v, k, X) difference set. We 
denote this set by 3 V 
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We now consider the effect of replacing L by another non-zero linear 
functional V from GF(qN) to GF(q). By Lemma 1 we have V = LM for some 
/x Ç GF(qN), M 9e 0. Clearly /z = ac for some integer c. Now L'(a1) = L^a1) 
= L(ai+C). Hence Lf (a1) — 0 if and only if i + c is in the original difference 
set 2)0. Thus the effect of replacing L by L' is to replace the difference set 
5Do = {du d2, . . . , ^A;} by its slide {di — c, d2 — c, . . . , dk — c}. Therefore, 
without loss of generality, we can assume that L(l) = 1. 

The effect of replacing a by another primitive element is to replace 35 0 by 
an equivalent difference set. 

4. The complement of a difference set is a difference set with the same v, 
with k replaced by v — k, and with X replaced by v — 2k + X. For our purpose 
it is desirable to make this change. Then (2) becomes 

(5) v = q^j,k = f-\X = q
N-\q-l). 

The difference set described in § 3 now becomes the set of all j such that 
L(a.j) 9e 0, 0 < j < v. We denote this difference set by S)(L, a). 

For an arbitrary difference set {di, . . . , dk) Hall (3) has introduced the 
polynomial 

e(x) = E xdi. 

Since the dt are defined modulo v, it follows that Q(x) is determined modulo 
xv — 1 by the difference set. We call 6(x) the Hall polynomial of the set 
{du . . . , dk], whether or not this set is a difference set. Let d\, d2, . . . , dk be 
distinct modulo v. They form a (v, &, X) difference set if and only if 

(6) GWefx"1) = k - X + \Tv(x) (mod xv - 1), 

where Tv(x) = (xv - l ) / (x - l ) = l + x + . . . + x*"1. 
Let {ei, . . . , efc} be a second (», k, X) difference set, and let 

* 

These two difference sets are equivalent if and only if there exist integers a 
and / such that (/, v) = 1 and 

9o(x) = xae(xl) (mod xv - 1), 

while they are slides of each other if and only if there is an integer a such 
that 

e0(x) = xae(x) (mod xv - 1). 

Furthermore t is a multiplier of {dh . . . , d̂ } if and only if (/, v) = 1 and 
there exists an integer a such that 

0(x) = xae(x<) (mod xv - 1). 
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5. Now let Q(x) be the Hall polynomial of the particular difference set 
£)(L, a). We have 

0 - 1 

O(x) = £ €#\ 
1=0 

where 
(0 if Lia1) = 0, 

U \l if L(«0 ^ 0. 

Now let n|iV. Let L0 be the restriction of L to GF{qn). We know that Z0 is 
not identically zero because of the normalization 1,(1) = 1. Furthermore if 
n = 1, then L0 is the identity mapping. 

Let f be an element of GF{qN). Then 5 —> L(fô) is a linear functional from 
G F {(f) to GF{q). Hence, by Lemma 1, there is a unique element L(f) Ç GF{qn) 
such that 

L„(Z(f)ô) = L(f5) 

for all ô Ç G F {(f). The mapping L is a linear functional from GF{qN) to 
GF(gn). We have 1(1) = 1. If n = 1, then £ = L. 

Now put £ = {qN — l)/{qn — 1) and f$ = a5. Then 0 is a primitive element 
of G^(gn). Put 

(7) w = | ^ Y , / = qn~\ M = <T2(<z - 1). 

Let 6{y) be the Hall polynomial of 3)(L0, j8). Thus 
zg—1 

j = 0 

where 

(0 if L0m = 0, 
d ' U if L0(P>)*0. 

It is understood that 6{y) = 1 if n = 1. 
We put y = x*. Then 0(;y) becomes a polynomial in #, and since yw — 1 

= xc — 1 we have 

(8) ^ O M y 1 ) = / - M + /*rw(y) (mod *• - 1). 

We will now establish a connection between 0(;y) and 0(x). The polynomial 
0(x) can be written in the form 

where 
î£—1 

; = 0 
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For every value of i, L{ai) is either 0 or a power of /3. If L(a') ^ O w e put 
Lia') = (3-mi. Now ti+ij = 0 if and only if L(ai+V) = 0. We have 

L(ai+V) = L(a{^) 

= Lo(Z(a')0') 

- { 
0 if Lia') = 0, 
Lo(/3J-mO if L(a') ?i 0. 

Hence 

(0 if Z(a<) = 0, 
e i + ? ' \ôj_m if £(« ' ) * o. 

Therefore cot(y) = 0 if L{al) = 0, while if L(a*) 5̂  0 we have 
to—I w—l 

s Z ^y + m i = ymiHy) (mod xp - 1). 

Thus we have proved: 

THEOREM 2. L ^ q be a power of the prime p and let N be an integer, N > 2. 
Le£ L be a linear functional from the finite field GF{qN) to the subfield GF{q), 
such that L{\) = 1. Let L0 be the restriction of L to an intermediate field GF(qn), 
where n\N. Let L be the linear functional from GF(qN) to GF(qn) such that 
L0(L(f)ô) = L(fô) for all f Ç GF(qN) and ô G GF(qn). Set v = (qN - l ) / (g - 1), 
w = (qn — 1)/(<Z — 1)» and £ = v/w. Let a be a primitive element of GF{qN), 
and set fi = a*. Let 9(x) and d(y) be the Hall polynomials of T)(L,a) and 
3)(Lo, 13) respectively. Ifn= 1 it is understood that 6{y) = 1. Let y = x*. Then 
6(y) divides 6(x) in the sense that there exists a polynomial £l(x) such that 

e(x) = Q(x)6(y) (mod xv - 1). 

The polynomial Q(x) is given by 

(9) 12 (x) = 2 x y % 

where the summation is over those values of i for which 

Lia1) j£ 0, 0 < i < £, and L{al) = p~m\ 

6. If n > 1, then the set S)(L0, /3) is a (w, I, M) difference set, where w, I, LL 
are given by (7). Let {bi, £2, • • • , bi) be an arbitrary difference set with the 
same parameters w, I, ju- Let 0o(3>) be the associated Hall polynomial 

(10) e0(y) = i : ybi, 
1 = 1 

and put 

(11) 9o(x) = O(x)0o(3O, 
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where y = x* as before and 0(x) is given by (9). It follows from (9), (10), 
and (11) that 

k 

6o(*) = X) xei> 

where the et are distinct modulo v. Furthermore, from (8) and the analogous 
congruence for d0(y), we have 

eQ(y)d0(y-1) = / - / * + ixTw(y) = 6(y)6(y-1) (mod x> - 1). 

Hence, using (11) and (6), 

6oWe0(x-1) = Q(x)^(x-1)do(y)d0(y-1) 

- û(x)Û(ar1)0(3O0(y"~1) 
= 0(x)0(x-1) 

s £ - X + xr c(x) (mod x r - 1). 

Therefore {ei, e2, . . . , ek) is a (z/, &, X) difference set with the same values of 
v, k, X, that is, those given by (5). 

7. We now determine the conditions under which two difference sets obtained 
in this way are equivalent to each other. Let B = {bu 62, . . . , bi] and C = 
{clf C2, . . . , Ci) be two (w, /, /*) difference sets, and let 6b(y) = ^2ybi and 
6c(y) = HjCi t>e their Hall polynomials. If n = 1 it is understood that 
0>(y) =6e(y) = l. Put 

96(x) = Q(x)Ob(y), 9c(x) = £2(x)0c(;y). 

Then 9&(x) and Gc(x) are the Hall polynomials of (v, k, X) difference sets, say 
B and C respectively. Suppose B and C are equivalent. Then there exist 
integers a and t such that (/, A) = 1 and 

(12) 96(x) s= xa6c(x0 (mod xv - 1). 

Our analysis of (12) will not only give us necessary and sufficient conditions 
that B and C be equivalent, but by putting B = C it will give us the multi­
pliers of B. 

LEMMA 2. If (12) holds, then there exist integers r and s such that 

(13) Q(x) = xrn(xl) (mod xv - 1) 

and 

h(y) ^y'Ody1) (mod y - 1). 

In particular if B and C are inequivalent, then so are B and C. 

Proof. By construction 96(x) = ^,xiymidi,(y)f where the summation is over 
those values of i for which L{ai) 5̂  0, 0 < i < £. Similarly 

xa9c(x<) = £ x a + a y w i W ) , 
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where the summation is over the same values of i. Choose an h such that 
L(ah) 7* 0. Then, by comparing terms in (12), we obtain 

xhym0b(y) = x*+tiymiee(y
%) (mod xv - 1), 

where a + tj = h (mod £). Since xv — 1 = yw — 1, this gives us 

e,{y) ^ysec{yl) (mod y° - l), 

where 5 = tnij — mh + | _ 1 ( ^ + (7 "" *). Now 

Q(x)Ob(y) = xaO(x')0c(y) (mod x" - 1) 

by (12). Since 

e>(y)e>{y-1) = / - / * + M^CV) (mod y - l), 

it follows that 6b(y) is relatively prime to yw — 1. Hence 

Q(x) = xay-sU(xl) (mod xp - 1), 

which proves the lemma. 
Now let Q = GF(q), and let Q* be the set of all non-zero elements of Q. 

LEMMA 3. Suppose (13) holds with (t, v) = 1. Put TJ = ar, and let œ G GF(qN). 
Then L(œ) G <2* # and only if I fa') G (?*. 

Proof. From (9) we have 

(i4) i2(x) = E *'/" = Z *'+'mt' = £ *', 

where 5 is the set of all j such that ^(a:7) = 1, 0 < j < qN — 1. Since av is a 
primitive element of Q*t the effect of adding v to j is to multiply L(aj) by a 
primitive element of Q*. Therefore (14) can be written in the form 

Çl(x) s X) * ' (modx* - 1), 

where S' is the set of all j such that L(aj) G Q*, 0 < j < v. The assumption 
(13) implies that L(aj) G Q* if and only if I ( a r +") G <2*. If co = 0 the lemma 
is immediate. If œ 9e 0, we obtain the desired result by putting co = o^. 

LEMMA 4. Suppose (13) /w/cfc w^A (/,«;) = 1. L ^ 77 = ar, f G GF(qn), and 
co G GF(g*). r*e» Z(«) G fQ* # a«d «w/y # Z ( W ) G f<<2*. 

Proof. Suppose first that f 3̂  0. Then L(co) G f(?* is equivalent to 
i ( ^ r - 1 ) € (?*• By Lemma 3 this is true if and only if I^w ' f - 1 ) G <?*, which 
in turn is equivalent to L{yi<al) G f'(?*. Next suppose L(œ) = 0. We have 
L ( W ) G ^<2* for some *> G GF(gw). If v j* 0, then by the first part of the 
proof we have i(co) G vQ*, a contradiction. Hence ?> = 0 and L{r}o)t) = 0, 
which completes the proof of the lemma. 

LEMMA 5. Suppose that (13) holds with (t, v) = 1. Let f 1, f 2, . • . , fm ^ 

https://doi.org/10.4153/CJM-1962-052-2 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1962-052-2


SOME NEW DIFFERENCE SETS 621 

elements ofGF(qN) that are linearly independent over GF(qn). Let cit au 1 < i < m 
be elements of GF{qn) such that 

/ m \ * m 

( H CiU) = ]C ail 
\ 1=1 / 1=1 

Then at Ç c/Q*, 1 < i < m. 

Proof. By Lemma 1 there exist elements nj of GF(qN) such that L(/x^f f) = ôijt 

1 < i , j < m, where as usual, 

^ • = \ l if i=j. 

Then, by Lemma 4, Z ^ / ^ V ) = 0 if i 5̂  j , and L^/x / f / ) € (?*. Now 
L(iJLjY,CiÇi) = î> so t h a t 

On the other hand, 

Hence a^ 6 c/Q*. 

LEMMA 6. Suppose (13) /wfofo wi£& (t, v) = 1. Le£ f 1, f2, . . . , f™ #e a foms 
for GF{qN) over GF{qn). Then Ci, $V, . . . , fm' w a/s0 a foms /or GF(qN) over 
GF(qn). 

Proof. Suppose £#*{"<' = 0 with a< Ç GF(qn), 1 < i < m. We apply Lemma 
5 with Ci = Ci = . . . = cm = 0 and obtain a\ — a2 = . . . = am = 0. Hence 
fi'» £2', . • • , fm* are linearly independent over GF(qn). It follows that they 
form a basis for GF{qN) over GF(qn). 

LEMMA 7. Suppose (13) /w/ds w i ^ (£, p) = 1. Let œ be an element of GF(qN), 
and suppose that N > n. Then there exist a\ and a2 in Q* such that (1 + co)' 
= ai + a2co*. 

Proof. Suppose first that œ $ GF(qn). Then we can find a basis f 1, f 2, . . . , fm 

of GF(qN) over GF(gw) with f 1 = 1 and f2 = w. Taking a = c2 = 1, cz = . . . 
= £m = 0, we have 

m 

1 + w = J2 c£i-
t=i 

Moreover f 1', f2', . . . , fm* is also a basis by Lemma 6, so that we have 
m 

( l + « ) ' = Z «<fÈ 
ï = l 

with at £ GF(qn). By Lemma 5 we have a3 = a4 = . . . = am = 0, ai G (?*, 
a2 G (?*, which settles the case co ^GF(qn). 
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Now suppose co G GF{qn). We recall that L( l ) = 1. Let f be an element 
of GF(qN) such that f i GF{qn) and 1(f) = co. Then 1 (1 + f) = 1 + co and 
L(r)(l + f)1) € (1 + a>)'<2*. By the first part of the proof (1 + f)1 = 6 + tf1 

with 6, c G Ç*. Therefore 

L(V(I + m = L(n(b + en) = *i(i7) + ci(r,n. 
Now L W = L(VV) € <2* and Zfof1) G co'Q*. It follows that (1 + co)' = ax 

+ a2ool with ai, a2 6 (?*• 

8. To complete our discussion we need a theorem about finite fields that 
is of interest for its own sake. Throughout this section we make the following 
assumptions: N > 3, q is a power of the prime p, Q = GF(q), Q* is the set 
of non-zero elements of Q, v = (qN — l ) / (g — 1), t is an integer relatively 
prime to v, and for every co Ç GF(qN) there exist ai, a2, in <2* such that 

(15) (1 + «) ' = a1 + a2u
t. 

Since (15) holds for all co £ GF(qN) it follows that for every pair \f/i, \f/2 of ele­
ments of GF(qN) we have (^i + ^ 2 ) ' = iii/V + i2^2 ' for suitable ii , i2 in Ç*. 
By induction it follows that given any ipi, \p2, . . . , tyu in GF(qN) there exist 
i i , i2, . . • , bu in (J* such that 

(16) (*i + ifc + . . . + tuY = brfi + 62^2 + . . . + bu*l 

We write (15) in the form 

(1 + co)< = r„(l + W ) , 

where rw, $« are elements of Q*. Since (t, v) = 1, it follows that if co $ <2, then 
co' $ Q and rw, $« are uniquely determined. 

LEMMA 8. If co', r', f ' are linearly independent over Q, then sç/a, = 5r/T-sT/a>. 

Proof. For uniquely determined ii, i2, i3, Ci, £2, £3 in Q* we have 

ftl«' + 42T1 + i3f ' = (cO + T + f ) ' 
= d(co + ry + Ci?' 

= dco'Cl + r/co)' + c:2ff 

= C3(co' + 5T/„r') + C2f'. 

It follows that Sr/co = i 2 / i i . By symmetry s r / r = i3/ i2 and sç/fa = bz/bi. The 
lemma follows immediately. 

Let a be a primitive element of GF(qN). We have (1 + a)1 = r«(l + $««')• 
Later we shall reduce the general case to the case sa = 1. We now derive a 
few consequences of this equality. 

LEMMA 9. If sa = 1 awd if u QQ, then s« = 1. 

Proof. Since (£, ») = 1 it follows that a' is not contained in any proper 
subfield of GF{qN). Hence a1 has degree N over Q. Hence 1, a', and a2t are 
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linearly independent over Q. Put co = au, 1 < u < qN — 1. We proceed by 
induction on u. By Lemma 8 we have sa2 = sasa = 1. Thus the lemma holds 
for u = 1 and u = 2. Suppose that w > 3 and that the lemma holds for all 
positive integers less than u. Since co $ Q and (t, v) = 1 it follows that co' # Q, 
so that 1 and co* are linearly independent over Q. Since l , a ' , and a2 ' are 
linearly independent over Q, it follows that 1, ajt, aut are linearly independent 
over Q either for j = 1 or for j = 2. 

Lemma 8 now gives us = 1 which completes the proof 
by induction. 

LEMMA 10. If sa = 1 then (1 + co)' = 1 + o>1 for all co $ Q. 

Proof. Since N > 3 there is a f such that 1, co', f* are linearly independent 
over Q. Then, for suitable cu c2, cz in Q*, we have (1 + co + f) ' = Ci + c2co'+ 
c3f*. Moreover, Ci, c2, £3 are uniquely determined. Now (1 + co)' = rw(l+co') 
by Lemma 9. It follows that (1 + co)'/f # Q and hence (1 + «)/f $ Q. 
Applying Lemma 9 again we have 

(l + co + f) ' = a ( l +co) ' + a f 

= ara + ar^oi* + af', 

where a = f(i+W)/r. Hence C\ = c2. Similarly Ci = c3. Therefore rw = 1, and 
(1 + co)' = 1 +co'. 

We now come to the main theorem of this section: 

THEOREM 3. Let N > 3, a be a power of the prime p, v = (qN — l ) / (g — 1), 
and t an integer relatively prime to v. Suppose that for every co 6 GF(qN) there 
exist non-zero elements a\ and a2 in GF(q) such that (1 + co)' = ax + a2co'. Then 
t is congruent to a power of p modulo v. 

Proof. Without loss of generality suppose 0 < t < v. Using the notation 
already developed we have (1 + a) ' = r«(l + saa

l), where a is a fixed primitive 
element of GF(qN). Since sa Ç Q* we have sa = avc for some c such that 
0 < c < q - 1. Put t' = t + vc. Then 0 < t' < qN - 1, and (*', v) = 1. Fur­
thermore for any co in GF(qN) there exist rj and sj in Q* such that 

(1 + co)'' = ri(l + s V ) . 

Moreover sa' = 1. Hence, by Lemma 10, 

(17) ( 1 + c o ) ' ' = 1 + c o " 

for all co G GF(qN)y co $ (X Now suppose that £' is not a power of £. Then 
(17) becomes a polynomial equation of degree at most t' — 1, with at least 
qN - q roots. Therefore tr > qN - q. Put M = g* - 1 - tf. Multiplying (17) 
by cow(l + co)w we obtain 

coM = (1 + co)McoM + (1 + co)M 

for all co G GF(qN), œ(Q. Hence 2u > qN - q. Therefore 
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/ - l = /' + M > | ( / - 2 ) 

or qN < Sq — 2 which is impossible since N > 3, q > 2. It follows that t' is 
a power of p, and hence / is congruent to a power of p modulo v, which completes 
the proof of the theorem. 

Theorem 3 is false for N = 2; in fact the hypothesis is fulfilled for all / 
relatively prime to v. 

9. We now apply Theorem 3 to the situation of § 7. We recall that we 
started with two (w, /, M) difference sets B = {bly..., bt} and C = {cly . . . , Ci}. 
We used these to construct two (y, k, X) difference sets with associated poly­
nomials 9&(x), 9c(x) respectively. We now suppose, as before, that there 
exist a and t with (t, v) — 1 and 

eb(x) = xa0c(x<) (mod xv - 1). 

From Lemma 2, Lemma 7, and Theorem 3 we deduce that if N > 3 and 
N > fly then £ is congruent to a power of £ modulo v. Suppose first that 
n > 1. Since w|z; it follows that t is also congruent to a power of p modulo w. 
Now I — \x — qn~2, which is a power of p, and £ \ w. A theorem of Hall (2, 
p. 976) states that in this situation every power of p is a multiplier of each 
(w, I, M) difference set. (Hall's theorem applies directly to the complement 
of our difference set.) In particular, t is a multiplier of C. Hence 

Oc(y') = yuoc(y) (mod y - i) 
for some integer u. It follows from Lemma 2 that 

0b(y) ^y*+»dc(y) (mod y - 1). 

Therefore B is a slide of C. Thus we have proved: 

THEOREM 4. Le/ g ôe a power of the prime p and let N be a positive integer. Let 
n\N, N > n > 2. Let vy k, X, w, /, /x Z>e gwen Z>3> (5) and (7), Ze/ J = v/w, and 
let 0(x) be the polynomial given by (9). To any (w, /, n) difference set B with Hall 
polynomial d(y), there corresponds a (v, k, X) difference set B with Hall poly-
nomial 0(x) = Œ(x)0(x*). If B and C are (w, l, fi) difference sets then B and C 
are equivalent if and only if B is a slide of C. 

Theorem 4 is uninteresting if n = 2—in this case no new difference sets 
can be obtained by our methods. The smallest interesting case is q = p = 2, 
n = 3, N = 6. Here w = 7, / = 4, /z = 2. The two (7, 4, 2) difference sets 
{0, 1,2,4} and {0, — 1 , —2, —4} are not slides of each other, but every 
(7, 4, 2) difference set is a slide of one of them. They lead to two inequivalent 
(63, 32, 16) difference sets. One of the latter corresponds to a finite geometry 
and the other does not. See Hall (2, p. 985). We note that the two (7, 4, 2) 
difference sets are equivalent. Similarly if we take q = p = 2, n = 3, N = 9 
we obtain two inequivalent (511, 256, 128) difference sets, one of which 
corresponds to a finite geometry. The other one is a new difference set. 
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In the above agument it was concluded that 

eb(x) = xaec(x
l) (mod xv - 1) 

implies that t is congruent to a power of p modulo v. Applying this to the 
case B = C we conclude that every multiplier of B is a power of p modulo v. 
Since k — X = qN~'1, which is a power of p, and p \ v, Hall 's theorem asserts 
that every power of p is a multiplier of B. Thus the multipliers of the difference 
set B are precisely the powers of p. Setting n = 1, this gives us the result 
that if N > 3, then the multipliers of the set T)(L, a) are precisely the powers 
of p. Dismissing the difference sets corresponding to N = 2 as trivial we 
have the following result: 

THEOREM 5. Let D be either one of the (v, k, X) difference sets B of Theorem 4 
or a non-trivial (v, k, X) difference set that corresponds to a finite geometry over 
a finite field. Then the multipliers of D are precisely the powers of p modulo v. 

10. Let n > 3, and let M denote the number of inequivalent (w, /, M) 
difference sets where w, /, fi are given by (7). It is known that —1 is not a 
multiplier of a non-trivial difference set, that is, a difference set with 
1 < k < v — 1. Hence there are at least 2M possible (w, /, /*) difference sets, 
none of which is a slide of any other. Hence there are at least 2M inequivalent 
(v, k, X) difference sets with v, k, X given by (5) or by (2). It follows by in­
duction that if N = nm where n > 3 and m is the product of r primes, not 
necessarily distinct, then there are at least 2r inequivalent (z/, k, X) difference 
sets with v, k, X given by (5), or equivalently by (2). This establishes Theorem 
1 stated in § 1. 

Actually the number of inequivalent difference sets is usually much greater 
than 2r, as there will normally exist non-multipliers other than — 1. For 
example in the case ç = 2, w = 5, iV = 10, there are two known difference 
sets with parameters (31, 16, 8). One of these leads to two inequivalent sets 
with parameters (1023, 512, 256) and the other leads to six more inequivalent 
sets with the same parameters. 
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