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WEAK BLOCH PROPERTY FOR DISCRETE

MAGNETIC SCHRÖDINGER OPERATORS

YUSUKE HIGUCHI1 and TOMOYUKI SHIRAI2

Abstract. For a magnetic Schrödinger operator on a graph, which is a gener-
alization of classical Harper operator, we study some spectral properties: the
Bloch property and the behaviour of the bottom of the spectrum with respect to
magnetic fields. We also show some examples which have interesting properties.

§0. Introduction

The spectral analysis of a discrete Laplacian, regarded as a discrete

analogue of the Laplace-Beltrami operator on a Riemannian manifold, has

been investigated by many authors (cf. [1], [3], [4], [6]). One of the main

topics is to study the relationship between the spectra of discrete Laplacians

and the geometries of graphs from many viewpoints. Many researchers have

explored the spectra of discrete magnetic Laplacians, each of which is a

purturbed Laplacian on a graph by the magnetic field also. For instance,

E. Lieb and M. Loss [11] characterized the ground state (in other words,

the bottom of the spectrum) of the discrete magnetic Laplacian called a

hopping matrix for a finite bipartite planar graph, and T. Sunada [14] gave

some criteria for the spectrum which consists of a union of finite number

of closed intervals using a twisted group C∗-algebra for a discrete magnetic

Laplacian with a weak invariance under a group action on an infinite graph.

Our main purpose in this paper is to study the spectral properties of the

discrete magnetic Laplacian in terms of a growth function for a graph and

the behaviour of the bottom of the spectrum as a function of the magnetic

flux.

Received April 8, 1999.
Revised September 8, 1999.
2000 Mathematics Subject Classification: Primary 58G25, Secondary 05C50.

1Partially supported by the Ministry of Education, Science, Sports and Culture of
Japan under the Grant-in-Aid No. 09304022.

2Partially supported by Japan Society for the Promotion of Science, Research Fellow-
ships for Young Scientists.

127

https://doi.org/10.1017/S0027763000022157 Published online by Cambridge University Press

https://doi.org/10.1017/S0027763000022157


128 YU. HIGUCHI AND T. SHIRAI

Now let us explain our setting and the definition of the magnetic Lapla-

cian. Let G = (V (G),E(G)) be a connected, locally finite graph, where

V (G) is the set of its vertices and E(G) is the set of its unoriented edges. A

graph G may have self-loops and multiple edges. Considering each edge in

E(G) to have two orientations, we introduce the set of all oriented edges;

we denote it by A(G). For an edge e ∈ A(G), the origin vertex and the

terminal one of e are denoted by o(e) and t(e), respectively. The inverse

edge of e is denoted by e. Let p : A(G) → R+ be a transition probability

such that
∑

e∈Ax(G)

p(e) = 1,

where Ax(G) = {e ∈ A(G) | o(e) = x}. We assume that p is reversible, that

is, there exists a positive valued function m : V (G) → R+ such that

m(o(e))p(e) = m(t(e))p(e) (=: mA(e))

for every oriented edge e ∈ A(G). The function m is called a reversible

measure for p and it is unique, if it exists, up to a multiple constant. Now

we set

`2(V (G)) =

{

f : V (G) → C

∣

∣

∣

∑

x∈V (G)

|f(x)|2m(x) <∞
}

,

which is a Hilbert space with the inner product

〈f, g〉V =
∑

x∈V (G)

f(x)g(x)m(x).

Putting

C1
R(G) = {θ : A(G) → R | θ(e) = −θ(e)},

we call an element of C1
R

(G) a 1-form on G. For a fixed 1-form θ, we define

a self-adjoint operator Hθ,G : `2(V (G)) → `2(V (G)) by

Hθ,G f(x) =
∑

e∈Ax(G)

p(e) exp
(√

−1 θ(e)
)

f(t(e)) − f(x).(0.1)

This is called a discrete magnetic Schrödinger operator, or simply, a mag-

netic Laplacian. Some general properties of Hθ will be given in Section 2. It

is easy to find that this is a generalization of the classical Harper operator
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on Z2 (Remark 1.6) known as a typical discrete analogue of Schrödinger

operators with uniform magnetic fields in R2 (cf. [5], [9], [11], [14]).

We summarize our results described precisely in Section 1. In Theo-

rem A, we give a criterion for a weak version of the Bloch property of Hθ,G

using the boundary area growth of a graph G (Definition 1.1). Here a self-

adjoint operator H is said to have the (resp. a weak version of the) Bloch

property if the set of `∞-eigenvalues of H coincides with (resp. is contained

in) that of `2-spectrum. As a corollary of Theorem A, we give a criterion

that the spectrum of Hθ,M is contained in that of Hθ,G (Corollary B) when

G is a covering graph of a finite graph M . In Proposition C, we give the

concrete expression of the hessian of λM (θ), the bottom of the spectrum of

Hθ,M , at θ = 0 for a finite graph M . When G is an infinite graph, it is not

easy to show some regularity properties of λG(θ) in θ. In Proposition D,

we show that λG(θ) is continuous in θ and that it is Fréchet differentiable

at θ = 0 in the Banach space of bounded 1-forms. In addition, we show an

interesting example so-called the “phase transition phenomena” in Exam-

ple E. Some other examples illustrating our results are given in Section 5.

§1. Definitions and results

We give some definitions for stating our results. We use a decomposition

DG of V (G) called a 1-dim decomposition and a growth function for DG

called a boundary area growth [6].

Definition 1.1. A decomposition DG is called a 1-dim decomposition

if it satisfies the following conditions:

a) Suppose V (G) =
⋃∞

k=0 Vk where Vk is a non-empty finite set of

vertices for every k,

b) Vk’s are mutually disjoint,

c) For any e ∈ A(G), o(e) ∈ Vk implies t(e) ∈ Vk−1 ∪ Vk ∪ Vk+1.

For a given 1-dim decomposition DG, we set Bn =
⋃n

k=0 Vk, which is

the n-ball with respect to DG. Put

∂Bn = {e ∈ A(G) | o(e) ∈ Vn, t(e) ∈ Vn+1},
Area(∂Bn) =

∑

e∈∂Bn

mA(e),(1.1)

and define the boundary area growth for DG by

µ(DG) = lim inf
n→∞

1

n
log Area(∂Bn).(1.2)
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Remark 1.2. When we set the volume of a finite graph M

Vol(M) =
∑

x∈V (M)

m(x),(1.3)

the volume growth µ̃(DG) for DG is defined by

µ̃(DG) = lim inf
n→∞

1

n
log Vol(Bn).(1.4)

It is easy to see that µ̃(DG) ≥ 0 and µ(DG) ≤ µ̃(DG).

For a real-valued bounded function q on V (G), we define a Schrödinger

type operator Lθ,G by

Lθ,G u(x) = −Hθ,G u(x) + q(x)u(x).(1.5)

Without confusions, we simply denote Hθ,G and Lθ,G by Hθ and Lθ, respec-

tively.

We now show a weak version of the Bloch property in terms of the

boundary area growth.

Theorem A. Suppose that an infinite graph G has a 1-dim decompo-

sition DG whose boundary area growth satisfies µ(DG) ≤ 0. If the equation

Lθu = λu has a non-trivial bounded solution, then λ is in the spectrum of

Lθ.

For a given graph, in order to check the assumption of Theorem A, we

often need to take a different type of 1-dim decomposition from the most

typical one V (G) =
⋃∞

k=0 Vk, where Vk = {x ∈ V (G) | dist(x, x0) = k} for

a fixed vertex x0 ∈ V (G). Here dist( · , · ) is the shortest path distance.

Example 1.3. Let P be a half infinite path, that is, V (P ) = {xi}∞i=0

and E(P ) = {xixi+1}∞i=0. In addition, let Y be a set of vertices Y =
⋃∞

i=0 Yi,

where Y0 = ∅ and Yi = {yi,k | k = 1, 2, . . . , 2i − 1} for i ≥ 1. Now we define

a graph G as V (G) = V (P )∪Y and E(G) = E(P )∪{xiy | y ∈ Yi}∞i=0, that

is, G is a tree such that

deg x =

{

2i + 1, if x = xi, i = 1, 2, 3, . . . ,

1, otherwise,
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where deg x denotes the degree of the vertex x, which equals to #Ax(G).

Let p(e) = (deg o(e))−1 and m(x) = deg x. Here we take two kinds of 1-

dim decompositions of G: DG is the decomposition by the shortest path

distance dist( · , x0) as is seen above and D′
G is another decomposition

V (G) =
⋃∞

i=0 V
′
i , where V ′

i = {xi} ∪ Yi. Then it is easy to see µ(D′
G) = 0

while µ(DG) = log 2. (One can also see µ̃(D′
G) = µ̃(DG) = log 2.)

To demonstrate an application of Theorem A, let us assume that G

has a group Γ of automorphisms which acts on G freely and is finitely

generated, and that the quotient space M = Γ\G is finite. M has a natural

graph structure and we set M = (V (M), E(M)).

Suppose that m, p, θ and q on G are invariant under the Γ-action. Then

we can take functions on M such that

m = m0 ◦ π, p = p0 ◦ π, θ = θ0 ◦ π and q = q0 ◦ π,(1.6)

where π : G → M is the natural projection, and so the operator Lθ,G =

−Hθ,G + q on G is just the lift of the operator Lθ,M = −Hθ0,M + q0 on M

by the map π.

If Γ is a group of subexponential growth, then, for the 1-dim decompo-

sition DG by the shortest path distance, it holds that µ̃(DG) = 0 (cf. [12]);

therefore µ(DG) ≤ 0. It is obvious that the lift f̃λ on G of every eigen-

function f for λ on M is a non-trivial bounded solution of the equation

Lθ,Gf̃λ = λf̃λ. Hence, we get the following:

Corollary B. If Γ is of subexponential growth, then Spec(Lθ,M ) ⊂
Spec(Lθ,G).

Denoting the bottom of the spectrum of Lθ,G by λG(θ), it is obvious that

λG(θ) ≤ λM (θ). This consequence includes a discrete analogue of results

in [10], where the Bloch property is discussed for the Schrödinger operators

on Riemannian manifolds. See also [8].

When Γ is of exponential growth, the conclusion above does not hold

in general. We have rather obtained the following result:

Theorem 1.4. ([7]) If Γ is amenable, then Spec(Lθ,M ) ⊂ Spec(Lθ,G).

Remark that there exists an amenable group (especially, solvable group)

of exponential growth (for instance, [3], [12]) while any group of subexpo-

nential growth is amenable.
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The proof of Theorem A will be given in Section 3.

In the rest of this section, we restrict ourselves to the case where the

potential q = 0 for simplicity. We show two results on the behaviour of

λG(θ) near θ = 0: one is a result for the bottom of the spectrum for a finite

graph M and the other is a result which holds in general setting without

assuming the covering structure of G.

Proposition C. Let θ be a harmonic 1-form on M , that is,
∑

e∈Ax(M) p(e)θ(e) = 0 for every x ∈ V (M). Then

d

dt
λM (tθ)

∣

∣

∣

t=0
= 0 and

d2

dt2
λM (tθ)

∣

∣

∣

t=0
=

2‖θ‖2
A

Vol(M)
,(1.7)

where Vol(M) =
∑

x∈V (M)m(x) and ‖θ‖2
A = (1/2)

∑

e∈A(M) |θ(e)|2mA(e).

For an infinite graph G, we do not know whether λG(tθ) is analytic in

t or not in general. The following is the partial result:

Proposition D. For an infinite graph G, λG(θ) ≥ λG(0) for any θ.

Moreover, let `1∞(G,R) ⊂ C1
R

(G) be the Banach space of all bounded 1-

forms with norm ‖θ‖∞ = supe∈A(G) θ(e). Then the bottom λG, as a real

valued function on `1∞(G,R), is continuous, and Fréchet differentiable at

θ = 0 and λ′G(0) = 0.

When G is a covering graph of a finite graph M and its transformation

group Γ is abelian, the analyticity of the bottom λG(θ) near θ = 0 is obtained

in [7].

The proofs of Proposition C and Proposition D will be given in Sec-

tion 4.

Finally in this section, we give an example of the spectrum of Hθ. Other

examples will be given in Section 5. We consider the transition probability

p(e) = (deg o(e))−1 of a simple random walk on G. Then,

Hθf(x) = (deg x)−1
∑

e∈Ax(G)

exp
(√

−1 θ(e)
)

f(t(e)) − f(x)

for f ∈ `2(V (G)). Let G be the 2-dimensional square lattice. We iden-

tify every vertex x ∈ V (G) with a 2-dimensional vector (m,n) where

m,n ∈ Z and every edge xy ∈ E(G) with an unordered pair of vertices

x and y satisfying |x − y| = 1 in the Euclidean metric. We choose an
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orientation A0(G) = {e ∈ A(G) | t(e) − o(e) = (1, 0) or (0, 1)} and then

A(G) = A0(G) ∪ A0(G), where A0(G) = {e ∈ A(G) | e ∈ A0(G)}. For our

convenience, we set h(x) = m and v(x) = n if x = (m,n).

Example E. Set a 1-form θ on G as follows: for e ∈ A0(G),

θ(e) =







s, if t(e) − o(e) = (1, 0) and v(o(e)) is even,

−s, if t(e) − o(e) = (1, 0) and v(o(e)) is odd,

0, otherwise,

and θ(e) = −θ(e) for e ∈ A0(G), where s is real. Then we have

Spec(−Hθ) =































[

1 −
√

1 + 1/ sin2s

2
, 1 +

√

1 + 1/ sin2s

2

]

,

if 0 ≤ | cos s| ≤ −1+
√

5
2 ,

[

1 − | cos s|
2

,
3 + | cos s|

2

]

, if −1+
√

5
2 ≤ | cos s| ≤ 1.

Remark 1.5. For every s, the operator Hθ in the above has purely

absolutely continuous spectrum.

If a path c = (e1, e2, . . . , en), a sequence of oriented edges with t(ei) =

o(ei+1) for i = 1, . . . , n − 1, satisfies t(en) = o(e1), then it is said to be a

closed path. For a closed path c, we define the magnetic flux of θ through

c by
∫

c

θ =

n
∑

i=1

θ(ei).(1.8)

Remark 1.6. In Example E, for (m,n) ∈ Z2, we set the quadrangle

cycle cm,n which is a boundary of a unit 2-cell in R2 as

cm,n = (e1, e2, e3, e4),

where o(e1) = (m,n), o(e2) = (m + 1, n), o(e3) = (m + 1, n + 1) and

o(e4) = (m,n+ 1). Then, the magnetic flux through cm,n is as follows:

∫

cm,n

θ =

{

2s, if n is even,

−2s, if n is odd.
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Hence this example corresponds to a “2-periodic magnetic field” case but a

uniform magnetic field case. On the other hand, if we choose a 1-form θ as

follows: for e ∈ A0(G) such that o(e) = (m,n),

θ(e) =

{

−ns, if t(e) − o(e) = (1, 0),

0, otherwise.

Then we have
∫

cm,n

θ = s

for every cm,n, which implies that the corresponding operator is the same

as the classical Harper operator. This operator has a complicated spectral

structure called Hofstadter’s butterfly (for instance, [2], [5], [9]).

Remark 1.7. In Example E, set λ(s) = inf Spec(−Hθ), α =
(

−1 +√
5
)

/2 and sc = arccosα. It is obvious that λ(s) is real analytic in s if

0 < s < sc or sc < s < π/2. On the other hand, the following hold:

(1) the first derivative for s, λ′(sc), exists and λ′(sc) =
√
α/2,

(2) the second derivative, λ′′(sc), does not exist.

The phenomena at s = sc may be considered as a kind of “second order

phase transition”.

§2. The magnetic Laplacians

In this section, we state some elementary properties of a magnetic

Laplacian and its spectrum.

Let G be a connected, locally finite graph. For a given 1-form θ ∈
C1

R
(G), put

C0(G) = {f : V (G) → C},
C1(G) =

{

φ : A(G) → C | φ(e) = − exp
(

−
√
−1 θ(e)

)

φ(e) for e ∈ A(G)
}

,

and define the linear operators dθ : C0(G) → C1(G) and δθ : C1(G) →
C0(G) as follows:

(dθf)(e) = exp
(√

−1 θ(e)
)

f(t(e)) − f(o(e)) for f ∈ C0(G),(2.1)

(δθφ)(x) = −
∑

e∈Ax(G)

p(e)φ(e) for φ ∈ C1(G).(2.2)

https://doi.org/10.1017/S0027763000022157 Published online by Cambridge University Press

https://doi.org/10.1017/S0027763000022157


DISCRETE MAGNETIC SCHRÖDINGER OPERATORS 135

We easily find that the magnetic Laplacian Hθ,G defined by (0.1) can be

expressed as −δθ dθ:

Hθ,Gf(x) = (−δθ dθf)(x)(2.3)

=
∑

e∈Ax(G)

p(e)
{

exp
(√

−1 θ(e)
)

f(t(e)) − f(x)
}

=
∑

e∈Ax(G)

p(e) exp
(√

−1 θ(e)
)

f(t(e)) − f(x).

We set

`2(V (G)) = {f ∈ C0(G) | 〈f, f〉V <∞},(2.4)

where the inner product 〈f1, f2〉V =
∑

x∈V (G) f1(x)f2(x)m(x), and set

`2(A(G)) = {φ ∈ C1(G) | 〈φ, φ〉A <∞},(2.5)

where the inner product 〈φ1, φ2〉A = (1/2)
∑

e∈A(G) φ1(e)φ2(e)mA(e). Here

we denote by mA(e) the quantity m(o(e))p(e). Remark that mA is symmet-

ric, that is, mA(e) = mA(e). Then it is easy to check 〈dθf, φ〉A = 〈f, δθφ〉V
and 〈dθf, dθf〉A ≤ 2〈f, f〉V for any f ∈ `2(V (G)) and φ ∈ `2(A(G)). There-

fore, the magnetic Laplacian Hθ,G is a bounded self-adjoint operator on

`2(V (G)) and the spectrum of −Hθ,G, Spec(−Hθ,G), is a closed subset in

[0, 2].

If θ(e) = 0 for any e ∈ A(G), Hθ,G is just a discrete Laplacian ∆ (cf. [1],

[3], [4], [6]):

∆f (x) =
∑

e∈Ax(G)

p(e)f(t(e)) − f(x).(2.6)

Lemma 2.1. For a given 1-form θ ∈ C1
R

(G), put θ′(e) = −θ(e) for

every e ∈ A(G). Then Spec(−Hθ) = Spec(−Hθ′).

Proof. It is obvious by setting a unitary map U : `2(V (G)) → `2(V (G))

as U(f) = f .

Lemma 2.2. Choose and fix any orientation A0(G) on E(G) such that

A(G) = A0(G) ∪ A0(G), where A0(G) = {e ∈ A(G) | e ∈ A0(G)}. For

a given 1-form θ, set a 1-form θ′ as follows: θ′(e) = π − θ(e) for every

e ∈ A0(G) and θ′(e) = −θ′(e) for every e ∈ A0(G). Then Spec(−Hθ)

and Spec(−Hθ′) are symmetric with respect to 1, that is, Spec(I +Hθ) =

− Spec(I +Hθ′).
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Proof. Since exp
(√

−1 θ′(e)
)

= − exp
(

−
√
−1 θ(e)

)

, it holds that (I +

Hθ′)f(x) = −(I +Hθ)f(x). From Lemma 2.1, we get Spec(I + Hθ) =

− Spec(I +Hθ′).

A graph G is called bipartite if there exists a partition V (G) = V (G0)∪
V (G1) such that V (G0) and V (G1) are disjoint sets of vertices and either

o(e) ∈ V (G0) and t(e) ∈ V (G1) or o(e) ∈ V (G1) and t(e) ∈ V (G0) occurs

for any e ∈ A(G). Equivalently, a graph G is bipartite if and only if every

closed path of G has even length. For a bipartite graph, the next lemma is

basic.

Lemma 2.3. Suppose that a graph G is bipartite. Then Spec(−Hθ) is

symmetric with respect to 1, that is, λ ∈ Spec(I +Hθ) if and only if −λ ∈
Spec(I +Hθ).

Proof. For bipartiteness of G, we can take a partition V (G) = V (G0)q
V (G1). Define the unitary map U : `2(V (G)) → `2(V (G)) by

(Uf)(x) =

{

f(x), if x ∈ V (G0),

−f (x), if x ∈ V (G1).

Then we obtain (U−1(I +Hθ)U)f(x) = −(I +Hθ)f(x).

The next statement is essentially the same as Lemma 2.1 in [11], which

states that the magnetic fluxes (cf. (1.8)) determine the spectrum.

Lemma 2.4. Let θ1, θ2 ∈ C1
R

(G) be 1-forms on G. If the magnetic flux

of θ1 equals to that of θ2 in modulo 2π for every closed path of G, then

Spec(−Hθ1
) = Spec(−Hθ2

).

Proof. Choose and fix any vertex x0 ∈ V (G). We define the func-

tion ψ(x) on V (G) as follows: for any vertex x ∈ V (G), take a path

p = (e1, e2, . . . en) such that o(e1) = x0 and t(en) = x, and set

ψ(x) = exp

(√
−1

∫ x

x0

(θ1 − θ2)

)

.(2.7)

It is easy to show that ψ(x) does not depend on the choice of a path from

x0 to x. Indeed, take p1 and p2 from x0 to x and consider the closed path
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c = p1p2, where p2 is the inverse directed path of p2. It follows from the

assumption that
∫

p1

(θ1 − θ2) −
∫

p2

(θ1 − θ2) =

∫

c

(θ1 − θ2) ∈ 2πZ.

Therefore we have

exp

(√
−1

∫

p1

(θ1 − θ2)

)

= exp

(√
−1

∫

p2

(θ1 − θ2)

)

,

which implies the independence of the choice of a path.

Define a unitary map U : `2(V (G)) → `2(V (G)) by Uf(x) = ψ(x)f(x).

Then we have

Hθ1
f(x) =

∑

e∈Ax(G)

p(e) exp
(√

−1 θ1(e)
)

f(t(e)) − f(x)

=
∑

e∈Ax(G)

p(e)(ψ(x))−1 exp
(√

−1 θ2(e)
)

ψ(t(e))f(t(e)) − f(x)

= (ψ(x))−1

(

∑

e∈Ax(G)

p(e) exp
(√

−1 θ2(e))ψ(t(e)
)

f(t(e)) − ψ(x)f(x)

)

=
(

U−1Hθ2
Uf
)

(x),

hence we get Spec(−Hθ1
) = Spec(−Hθ2

).

Remark 2.5. If G is a tree, the magnetic flux is zero for any closed path

and for any 1-form θ. Therefore it holds that Spec(−Hθ) = Spec(−∆) for

any 1-form θ.

§3. Weak Bloch property: Theorem A

In this section, we give the proof of Theorem A stated in Section 1

and we observe that the weak Bloch property for the discrete magnetic

Schrödinger operator Lθ holds under the condition of the boundary area

growth for a 1-dim decomposition.

Proof of Theorem A. From the assumption, we can take a 1-dim de-

composition DG whose boundary area growth satisfies µ(DG) ≤ 0 and fix

it. Let u be a non-trivial bounded solution of the equation Lθu = λu. For

the n-ball Bn with respect to DG, put

j(n) =
∑

e∈∂Bn

mA(e)
(

|u(o(e))|2 + |u(t(e))|2
)

(3.1)
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and

J(n) =
∑

x∈Bn

m(x)|u(x)|2.(3.2)

Recall that we denote the quantitym(o(e))p(e) bymA(e). Since u is bounded

and J(n) ≥ C > 0 for any sufficiently large n, we have

lim inf
n→∞

1

n
log j(n) ≤ 0 ≤ lim inf

n→∞
1

n
log J(n).(3.3)

Now we define the function χn by

χn(x) =

{

1, if x ∈ Bn,

0, if x ∈ V (G)\Bn,
(3.4)

and put

fn = u · χn.(3.5)

Moreover, for Bn ⊂ V (G), put

(3.6)

B0
n = {x ∈ Bn | t(e) ∈ Bn for all e ∈ Ax(G)},

∂0Bn = {x ∈ Bn | there exists an e ∈ Ax(G) such that t(e) ∈ V (G)\Bn},
∂1Bn = {x ∈ V (G)\Bn | there exists an e ∈ Ax(G) such that t(e) ∈ Bn}.

Then we have the following lemma:

Lemma 3.1.

(Lθ − λ)fn(x) =











































0, if x ∈ B0
n or x ∈ V (G)\{Bn ∪ ∂1Bn},

∑

e∈Ax(G)
t(e)∈∂1Bn

p(e) exp
(√

−1 θ(e)
)

u(t(e)), if x ∈ ∂0Bn,

∑

e∈Ax(G)
t(e)∈∂0Bn

−p(e) exp
(√

−1 θ(e)
)

u(t(e)), if x ∈ ∂1Bn.

Proof of Lemma 3.1. 1) If x ∈ B0
n, then we have (Lθ −λ)fn(x) = (Lθ −

λ)u(x) = 0. 2) If x ∈ V (G)\{Bn ∪ ∂1Bn}, then we have fn(x) = 0 and
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fn(t(e)) = 0 for any e ∈ Ax(G). So, (Lθ −λ)fn(x) = 0. 3) If x ∈ ∂0Bn, then

we get

(Lθ − λ)fn(x)(3.7)

= (1 + q(x) − λ)fn(x) −
∑

e∈Ax(G)

p(e) exp
(√

−1 θ(e)
)

fn(t(e))

= (1 + q(x) − λ)u(x) −
∑

e∈Ax(G)
t(e)∈Bn

p(e) exp
(√

−1 θ(e)
)

fn(t(e)),

since fn(t(e)) = 0 for t(e) ∈ ∂1Bn. Moreover, since u is a solution to Lθu =

λu, we get

0 = (Lθ − λ)u(x)(3.8)

= (1 + q(x) − λ)u(x) −
∑

e∈Ax(G)

p(e) exp
(√

−1 θ(e)
)

u(t(e)).

Hence we obtain

(Lθ − λ)fn(x) =
∑

e∈Ax(G)
t(e)∈∂1Bn

p(e) exp
(√

−1 θ(e)
)

u(t(e)).(3.9)

4) If x ∈ ∂1Bn, then fn(x) = 0. Therefore we get

(Lθ − λ)fn(x) = −
∑

e∈Ax(G)

p(e) exp
(√

−1 θ(e)
)

fn(t(e))(3.10)

= −
∑

e∈Ax(G)
t(e)∈∂0Bn

p(e) exp
(√

−1 θ(e)
)

u(t(e)).

This completes the proof of Lemma 3.1.

From Lemma 3.1, we obtain

‖(Lθ − λ)fn‖2(3.11)

=
∑

x∈∂0Bn

m(x)

∣

∣

∣

∣

∑

e∈Ax(G)
t(e)∈∂1Bn

p(e) exp
(√

−1 θ(e)
)

u(t(e))

∣

∣

∣

∣

2

+
∑

x∈∂1Bn

m(x)

∣

∣

∣

∣

−
∑

e∈Ax(G)
t(e)∈∂0Bn

p(e) exp
(√

−1 θ(e)
)

u(t(e))

∣

∣

∣

∣

2

.
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By the Cauchy-Schwarz inequality, we estimate the first term of the right

hand side of (3.11) as follows:

∑

x∈∂0Bn

m(x)

∣

∣

∣

∣

∑

e∈Ax(G)
t(e)∈∂1Bn

p(e) exp
(√

−1 θ(e)
)

u(t(e))

∣

∣

∣

∣

2

(3.12)

≤
∑

x∈∂0Bn

m(x)

(

∑

e∈Ax(G)
t(e)∈∂1Bn

p(e)

)(

∑

e∈Ax(G)
t(e)∈∂1Bn

p(e)|u(t(e))|2
)

≤
∑

x∈∂0Bn

∑

e∈Ax(G)
t(e)∈∂1Bn

mA(e)|u(t(e))|2 .

Similarly, we have

∑

x∈∂1Bn

m(x)

∣

∣

∣

∣

−
∑

e∈Ax(G)
t(e)∈∂0Bn

p(e) exp
(√

−1 θ(e)
)

u(t(e))

∣

∣

∣

∣

2

(3.13)

≤
∑

x∈∂1Bn

∑

e∈Ax(G)
t(e)∈∂0Bn

mA(e)|u(t(e))|2 .

Due to (3.11), (3.12) and (3.13), we have

‖(Lθ − λ)fn‖2 ≤
∑

x∈∂0Bn

∑

e∈Ax(G)
t(e)∈∂1Bn

mA(e)|u(t(e))|2(3.14)

+
∑

x∈∂1Bn

∑

e∈Ax(G)
t(e)∈∂0Bn

mA(e)|u(t(e))|2

≤
∑

e∈∂Bn

mA(e)
(

|u(o(e))|2 + |u(t(e))|2
)

= j(n).

For our purpose, it suffices to show that, for any ε > 0, there exists a

nonzero function f ∈ `2(V (G)) such that

‖(Lθ − λ)f‖2 ≤ ε‖f‖2.(3.15)

The proof is divided into two cases: 1) lim infn→∞(1/n) log J(n) > 0 and 2)

lim infn→∞(1/n) log J(n) = 0.
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1) Let us first consider the case that lim infn→∞(1/n) log J(n) > 0.

It follows from this condition that, for any positive number δ such that

δ < lim infn→∞(1/n) log J(n), there exists a subsequence {nk} satisfying

1

nk

log j(nk) <
δ

2
,

1

nk

log J(nk) > δ.(3.16)

Due to (3.16), we get

j(nk)

J(nk)
< exp(−nk · δ/2).(3.17)

Remark that J(n) = ‖fn‖2 for every n. Therefore, by (3.14) and (3.17),

‖(Lθ − λ)fnk
‖2

‖fnk
‖2

≤ j(nk)

J(nk)
< exp(−nk · δ/2).(3.18)

Hence we can select nk so that exp(−nk · δ/2) ≤ ε, which implies λ is in

the spectrum of Lθ.

2) Consider the case that lim infn→∞(1/n) log J(n) = 0. Under this

condition, we first show that, for any positive number δ, there exists n such

that

J(n+ 1) ≤ exp(2δ) · J(n− 1).(3.19)

Suppose that there would exist δ > 0 such that

J(n+ 1) > exp(2δ) · J(n− 1)(3.20)

for all n. Then we have

J(n+ 1) > exp(2δ) · J(n− 1) > exp(4δ) · J(n− 3) > · · ·
> exp(2[(n+ 1 − n0)/2]δ) · J(n+ 1 − 2[(n+ 1 − n0)/2])

> exp((n− n0 − 1)δ) · J(n0)

for any n > n0, where n0 is an integer such that J(n0) > 0, and we conse-

quently obtain that

lim inf
n→∞

1

n
log J(n) ≥ δ > 0.

This is a contradiction, and hence we have (3.19).
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Due to (3.19), we get

j(n) =
∑

e∈∂Bn

mA(e)
(

|u(o(e))|2 + |u(t(e))|2
)

(3.21)

≤
∑

x∈∂0Bn∪∂1Bn

m(x)|u(x)|2 ≤ J(n+ 1) − J(n− 1)

≤ (exp(2δ) − 1) · J(n− 1) ≤ (exp(2δ) − 1) · J(n).

Therefore, by (3.14) and (3.21), we have

‖(Lθ − λ)fn‖2 ≤ j(n) ≤ (exp(2δ) − 1)‖fn‖2.(3.22)

Hence, choosing δ so that (exp(2δ)− 1) ≤ ε, we obtain the desired estimate

(3.15).

The proof of Theorem A is now completed.

§4. Some remarks on the bottom of the spectrum: Propositions C

and D

In this section, we give the proofs of Proposition C and Proposition D

in Section 1.

Define d : C0(M) → C1(M) and δ : C1(M) → C0(M) by

df(e) = f(t(e)) − f(o(e)) and δω(x) = −
∑

e∈Ax(M)

p(e)ω(e),(4.1)

respectively. As in Section 2, one can immediately find that d = dθ and

δ = δθ for the 1-form θ = 0, and that d and δ are mutually adjoint operators

with respect to 〈 · , · 〉V and 〈 · , · 〉A. We now set

C0
R

(M) = {f : V (M) → R},
C1

R
(M) = {ω : A(M) → R | ω(e) = −ω(e)}.

(4.2)

It is obvious that df ∈ C1
R

(M) for any f ∈ C0
R

(M) and δω ∈ C0
R

(M) for

any ω ∈ C1
R

(M). We call ω ∈ C1
R

(M) a harmonic 1-form if δω = 0.

For our convenience, we define the perturbed transition operator P (θ) :

`2(V (M)) → `2(V (M)) by

P (θ)f(x) =
∑

e∈Ax(M)

p(e) exp
(√

−1 θ(e)
)

f(t(e)).(4.3)
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Of course, −Hθ,M = I − P (θ).

Now, we fix θ ∈ C1
R

(M) and consider the operator P (tθ); we write Pt

for it. We denote by µ(t) the largest eigenvalue of Pt. Remark that µ(0) = 1,

µ(0) is simple and its eigenfunction is a constant function. It is well-known in

the analytic perturbation theory (cf. [13]) that for sufficiently small |t| < ε,

µ(t) is simple and analytic in t.

The next proposition implies Proposition C.

Proposition 4.1. For µ(t) as above, we have

µ′(0) = 0,(4.4)

µ′′(0) =
−2

Vol(M)

{

〈∆−1
0 δθ, δθ〉V + ‖θ‖2

A

}

,(4.5)

where ∆0 is the restriction of ∆ (= P (0)− I) to the orthogonal complement

of the space of constant functions in `2(V (M)). In particular, when θ ∈
C1

R
(M) is a harmonic 1-form, we have

µ′′(0) = − 2

Vol(M)
‖θ‖2

A.(4.6)

Proof. Let ft be the eigenfunction for the eigenvalue µ(t) satisfying

f0 ≡ 1. We differentiate the both sides of the equation

〈Ptft, 1〉V = µ(t)〈ft, 1〉V .(4.7)

First we compute

〈Ptft, 1〉V =
∑

x∈V (M)

m(x)
∑

e∈Ax(M)

p(e) exp
(√

−1 tθ(e)
)

ft(t(e))(4.8)

=
∑

x∈V (M)

m(x)
∑

e∈Ax(M)

p(e)
(

1 +
√
−1 tθ(e) − (t2/2)θ(e)2

)

ft(t(e))

+O(t3)

= 〈P (0)ft, 1〉V +
√
−1 t

∑

e∈A(M)

m(o(e))p(e)θ(e)
(

dft(e) + ft(o(e))
)

− t2

2

∑

e∈A(M)

mA(e)θ(e)2ft(t(e)) +O(t3)

= 〈ft, 1〉V +
√
−1 t

(

2〈dft, θ〉A − 〈ft, δθ〉V
)
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− t2

2

∑

e∈A(M)

mA(e)θ(e)2ft(t(e)) +O(t3)

= 〈ft, 1〉V +
√
−1 t〈dft, θ〉A

− t2

2

∑

e∈A(M)

mA(e)θ(e)2ft(t(e)) +O(t3).

Then we have
d

dt
〈Ptft, 1〉V |t=0 = 〈f ′0, 1〉V ,

and
d

dt
µ(t)〈ft, 1〉V |t=0 = µ′(0)〈f0, 1〉V + µ(0)〈f ′0, 1〉V .

Then we have µ′(0) = 0.

Similarly, we have

d2

dt2
〈Ptft, 1〉V |t=0 = 〈f ′′0 , 1〉V + 2

√
−1 〈df ′0, θ〉A −

∑

e∈A(M)

mA(e)θ(e)2f0(t(e))

= 〈f ′′0 , 1〉V + 2
√
−1 〈df ′0, θ〉A − 2‖θ‖2

A.

On the other hand, we have

d2

dt2
µ(t)〈ft, 1〉V |t=0 = µ′′(0)〈f0, 1〉V + 2µ′(0)〈f ′0, 1〉V + µ(0)〈f ′′0 , 1〉V

= µ′′(0)〈1,1〉V + 〈f ′′0 , 1〉V .

Then we obtain that

µ′′(0) =
2

Vol(M)

{√
−1 〈df ′0, θ〉A − ‖θ‖2

A

}

.(4.9)

Now we remark the equation

∆f ′0 =
√
−1 δθ(4.10)

which is obtained by differentiating the both sides of the equality Ptft =

µ(t)ft at t = 0. Since 〈δθ, 1〉V = 〈θ, d1〉A = 0, or equivalently, δθ is orthog-

onal to the constant functions, the equation (4.10) can be solved. Then,

setting ∆0 = ∆|`2(V (M))	C, we have

f ′0 =
√
−1∆−1

0 δθ.(4.11)

Combining (4.9) and (4.11), we complete the proof.
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Next we give the proof of Proposition D.

Proof of Proposition D. Assume that ‖f‖ = 1. For any 1-forms θ1, θ2 ∈
`1∞(G,R) ⊂ C1

R
(G), it holds that

λG(θ1) ≤ 〈−Hθ2
f, f〉V + 〈−(Hθ1

−Hθ2
)f, f〉V

≤ 〈−Hθ2
f, f〉V + ‖Hθ1

−Hθ2
‖

≤ 〈−Hθ2
f, f〉V + ‖θ1 − θ2‖∞.

Then we have

|λG(θ1) − λG(θ2)| ≤ ‖θ1 − θ2‖∞(4.12)

and so λG(θ) is continuous in θ.

Since

〈−Hθf, f〉V = 〈dθf, dθf〉A
=

1

2

∑

e∈A(G)

mA(e)
∣

∣ exp
(√

−1 tθ(e)
)

f(t(e)) − f(o(e))
∣

∣

2

≥ 1

2

∑

e∈A(G)

mA(e)
∣

∣|f(t(e))| − |f(o(e))|
∣

∣

2

= 〈−H0|f |, |f |〉V ≥ λG(0),

we have

λG(θ) ≥ λG(0).(4.13)

As θ → 0 in `1∞(G,R), we obtain

λG(θ) ≤ 〈−H0f, f〉V + 〈−(Hθ −H0)f, f〉V(4.14)

= 〈−H0f, f〉V +
∑

e∈A(G)

mA(e)θ(e) Im
(

f(o(e))f(t(e))
)

+O(‖θ‖2
∞),

where O(‖θ‖2
∞) is independent of f when ‖f‖ = 1. Note that

λG(0) = inf
‖f‖=1

〈−H0f, f〉V = inf
‖f‖=1

f :real-valued

〈−H0f, f〉V .

Then, by taking the infimum over real-valued functions in (4.14), we obtain

λG(θ) ≤ λG(0) +O(‖θ‖2
∞).(4.15)
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Consequently, by (4.13) and (4.15), we get

λ′G(0) = 0.(4.16)

This completes the proof.

§5. Examples

In this section, we consider three infinite graphs as G; the square lattice,

the triangular one and the hexagonal one. Then, we give some examples of

the spectrum of Hθ,G,

Hθ,Gf(x) = (deg x)−1
∑

e∈Ax(G)

exp
(√

−1 θ(e)
)

f(t(e)) − f(x),(5.1)

where deg x = #Ax(G) denotes the degree of the vertex x in G.

For each G, we also consider a finite graph M which is a quotient graph

Γ\G, where Γ is an abelian group of automorphisms acting on G, and an

infinite tree T which is the universal covering of M (therefore, of G). For

a 1-form θ which is Γ-invariant on G, let θ̃ be the lift of θ to T and θ0 the

natural projection of θ onto M as in (1.6). We observe the spectra of Hθ̃,T ,

Hθ,G and Hθ0,M .

Let Td be the d-regular tree. It is easy to see that T = T4, T6 and T3

if G is the square, the triangular and the hexagonal lattice, respectively.

Furthermore, it follows from Remark 2.5 that H
θ̃,T

and H0,T (= ∆T ) are

unitarily equivalent for any 1-form θ and it is well-known (cf. [3]) that ∆Td

has purely absolutely continuous spectrum, which is given by

Spec(−∆Td
) =

[

1 − 2
√
d− 1/d, 1 + 2

√
d− 1/d

]

.(5.2)

Remark 5.1. For any infinite graph G in our examples, every spectrum

set of −Hθ,G is purely absolutely continuous.

5.1. The square lattice

Let G be the 2-dimensional square lattice. Recall that h(x) = m and

v(x) = n if x = (m,n). Now we take a finite quotient graph M = Γ\G,

where Γ = 3Z ⊕ 2Z. (See Figure 5.1.) We identify V (M) with the set

{(m,n) ∈ Z2 | m ∈ {0, 1, 2} and n ∈ {0, 1}} and set A0(M) = Γ\A0(G).
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Figure 5.1: T4, G = Z2 and M .

Example 5.2. (parallel flow) Set a 1-form θ on A(G) as follows: for

e ∈ A0(G),

θ(e) =

{

s, if t(e) − o(e) = (1, 0),

0, otherwise,

and θ(e) = −θ(e) for e ∈ A0(G). Then it is obvious that

Spec(−Hθ,G) = [0, 2]

for all s since
∫

cm,n
θ = 0 for every m,n. See Remark 1.6 and Lemma 2.4.

We set a 1-form θ0 as a natural projection of θ onto A(M): for e ∈ A0(M),

θ0(e) =

{

s, if t(e) − o(e) ≡ (1, 0) mod 3Z⊕ 2Z,

0, otherwise.

Then we have

Spec(−Hθ0,M ) =

{

1 − cos s

2
,
3 − cos s

2
,
1 + cos(s± π

3 )

2
,
3 + cos(s± π

3 )

2

}

.

Set λG(s) = inf Spec(−Hθ,G) and λM (s) = inf Spec(−Hθ0,M ). Remark

that λG(s) = λM (s) when s = 0 and 2π/3.

Example 5.3. (alternate flow) Set a 1-form θ on A(G) as follows: for

e ∈ A0(G),

θ(e) =







s, if v(o(e)) is even and t(e) − o(e) = (1, 0),

−s, if v(o(e)) is odd and t(e) − o(e) = (1, 0),

0, otherwise,
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and θ(e) = −θ(e) for e ∈ A0(G). Then, for 0 ≤ s ≤ π/2, we have

Spec(−Hθ,G) =



























[

1 − cos s

2
,

3 + cos s

2

]

, if 0 ≤ s ≤ sc,

[

1 −
√

1 + 1/ sin2s

2
, 1 +

√

1 + 1/ sin2s

2

]

,

if sc ≤ s ≤ π/2,

where sc = arccos
(

(−1+
√

5)/2
)

. We set a 1-form θ0 as a natural projection

of θ onto A(M): for e ∈ A0(M),

θ0(e) =







s, if v(o(e)) = 0 and t(e) − o(e) ≡ (1, 0) mod 3Z⊕ 2Z,

−s, if v(o(e)) = 1 and t(e) − o(e) ≡ (1, 0) mod 3Z⊕ 2Z,

0, otherwise.

Then we have

Spec(−Hθ0,M )

=

{

1 − cos s

2
,
3 − cos s

2
,
4 + cos s±

√
7 − cos2s

4
,
4 + cos s±

√
7 − cos2s

4

}

.

As is seen in Section 1, λG(s) is in C1 but the second derivative does

not exist at s = sc. Remark that λG(s) = λM (s) when 0 ≤ s ≤ sc and

s = arccos
(

(
√

5 −
√

13)/4
)

.

In Figure 5.2, we give the graphs of the behaviour of λ·(s): the left

figure is for Example 5.2 and the right one for Example 5.3.

1.0 2.0 3.0

0.1

0.2

0 1.0 2.0 3.0

0.1

0.2

0.3

0.4

0

Figure 5.2: the graphs of λ·(s).
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5.2. The triangular lattice

Let G be the triangular lattice. We identify x ∈ V (G) with a 2-

dimensional vector (m,n) where m,n ∈ Z, and set an ordered pair of

vertices x and y by xy ∈ A(G) if x and y satisfy one of the follow-

ing: y − x = (0,±1), (±1, 0) or ±(1, 1). Choose A0(G) = {e ∈ A(G) |
t(e) − o(e) = (1, 0), (1, 1) or (0, 1)}. We take a finite quotient graph M =

Γ\G, where Γ = 3Z⊕ 2Z. (See Figure 5.3.) We identify V (M) with the set

{(m,n) ∈ Z2 | m ∈ {0, 1, 2} and n ∈ {0, 1}} and set A0(M) = Γ\A0(G).

Figure 5.3: T6, G and M .

Example 5.4. (parallel flow) Set a 1-form θ on A(G) as follows: for

e ∈ A0(G),

θ(e) =

{

s, if t(e) − o(e) = (1, 0),

0, otherwise,

and θ(e) = −θ(e) for e ∈ A0(G). Then, for 0 ≤ s ≤ π, we have

Spec(−Hθ,G) = [ 1 − cos(s/3),1 − cos(s/3 + 2π/3) ].

We set a 1-form θ0 as a natural projection of θ onto A(M): for e ∈ A0(M),

θ0(e) =

{

s, if t(e) − o(e) ≡ (1, 0) mod 3Z⊕ 2Z,

0, otherwise.

Then we have

Spec(−Hθ0,M ) =

{

1 − cos s

3
,
5 − cos s

3
,
5 + 2 cos(s± π

3 )

6
,
7 + cos(s± π

3 )

6

}

.
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Example 5.5. (alternate flow) Set a 1-form θ on A(G) as follows: for

e ∈ A0(G),

θ(e) =







s, if v(o(e)) is even and t(e) − o(e) = (1, 0),

−s, if v(o(e)) is odd and t(e) − o(e) = (1, 0),

0, otherwise,

and θ(e) = −θ(e) for e ∈ A0(G). Then, for 0 ≤ s ≤ π, we have

Spec(−Hθ,G) =



















[

1 − cos s

3
,
5 + 4 cos s

3 + 3 cos s

]

, if 0 ≤ s ≤ π/2,

[

1 − 2 cos s

3 − 3 cos s
,
5 − cos s

3

]

, if π/2 ≤ s ≤ π.

We set a 1-form θ0 as a natural projection of θ onto A(M): for e ∈ A0(M),

θ0(e) =







s, if v(o(e)) = 0 and t(e) − o(e) ≡ (1, 0) mod 3Z⊕ 2Z,

−s, if v(o(e)) = 1 and t(e) − o(e) ≡ (1, 0) mod 3Z⊕ 2Z,

0, otherwise.

Then we have

Spec(−Hθ0,M ) =

{

1 − cos s

3
,
5 − cos s

3
,
1 + (cos s±

√
4 − 3 cos2s)

6
,

1 + (cos s±
√

4 − 3 cos2s)

6

}

.

It is obvious that λG(s) is real analytic in s if 0 < s < π/2 or π/2 <

s < π and that λ′G(π/2) = 1/3 and λ′′G(π/2) does not exist.

In Figure 5.4, the left figure is for Example 5.4 and the right one for

Example 5.5.

5.3. The hexagonal lattice

Let G be the hexagonal lattice. We identify x ∈ V (G) with a 2-

dimensional vector (m,n) wherem,n ∈ Z and set an ordered pair of vertices

x and y by xy ∈ A(G) if x and y satisfy one of the following: 1) y − x =

(±1, 0) or (0, 1) if h(x)+v(x) is even; 2) y−x = (±1, 0) or (0,−1) if h(x)+

v(x) is odd. Choose A0(G) = {e ∈ A(G) | t(e) − o(e) = (1, 0) or (0, 1)}. We

take a finite quotient graph M = Γ\G, where Γ = 4Z⊕2Z. (See Figure 5.5.)

We identify V (M) with the set {(m,n) ∈ Z2 | m ∈ {0, 1, 2, 3} and n ∈ {0, 1}}
and set A0(M) = Γ\A0(G).
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0.5

0.6

0

Figure 5.4: the graphs of λ·(s).

Figure 5.5: T3, G and M .

For the hexagonal lattice G, it is easy to see that Hθ,G and H0,G are

unitarily equivalent in the “parallel flow” case as in Example 5.2. Thus we

observe the spectra in the “alternate flow” case only.

Example 5.6. (alternate flow) Set a 1-form θ on A(G) as follows: for

e ∈ A0(G),

θ(e) =







s, if v(o(e)) is even and t(e) − o(e) = (1, 0),

−s, if v(o(e)) is odd and t(e) − o(e) = (1, 0),

0, otherwise,

and θ(e) = −θ(e) for e ∈ A0(G). Then, for 0 ≤ s ≤ π/4, we have

Spec(−Hθ,G) =



























[

2 − 2 cos s

3
,

4 + 2 cos s

3

]

, if 0 ≤ s ≤ sc,

[

1 −
√

4 + 1/ sin2s

3
, 1 +

√

4 + 1/ sin2s

3

]

,

if sc ≤ s ≤ π/4,
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where sc = arccosα and α = (−1+
√

17)/4. We set a 1-form θ0 as a natural

projection of θ onto A(M): for e ∈ A0(M),

θ0(e) =







s, if v(o(e)) = 0 and t(e) − o(e) ≡ (1, 0) mod 4Z⊕ 2Z,

−s, if v(o(e)) = 1 and t(e) − o(e) ≡ (1, 0) mod 4Z⊕ 2Z,

0, otherwise.

Then we have

Spec(−Hθ0,M )

=

{

2 ± 2 cos s

3
,
4 ± 2 cos s

3
, 1 ±

√
5 − 4 cos2s

3
, 1 ±

√
5 − 4 cos2 s

3

}

.

It is easy to see that Spec(−Hθ,G) is symmetric with respect to s = π/4.

It is obvious that λG(s) is real analytic in s if 0 < s < sc or sc < s < π/4

and that λ′G(sc) =
√

2α/3 and λ′′G(sc) does not exist.

0.5 1 1.5

0.1

0.2

0.3

0

Figure 5.6: the graphs of λ·(s).
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