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Abstract

Although bilinguals use both auditory and visual cues, the cognitive cost of language switching in
audiovisual contexts is unclear. We investigated the cost in Tibetan–Chinese bilinguals using a
task with audiovisual, visual and auditory modalities. In Study 1, the audiovisual modality
yielded the fastest reaction times, reflecting improved processing efficiency. ERP data revealed
smaller positive amplitudes in the early window (200–350 ms) for audiovisual modality,
indicating reduced neural demand, while only auditory modality showed significant divergence
in the later window (350–700 ms). Moreover, audiovisual context, L2-to-L1 switching and early
neural responses predicted switching behavior. Study 2 replicated the behavioral and ERP
findings of Study 1 and demonstrated that auditory input and second-language processing
exacerbated switch costs. These findings shed light on multisensory integration in language
switching by demonstrating that audiovisual cues reduce switch costs, whereas auditory input
and second-language processing exacerbate them, with implications for language education and
cognitive interventions.

1. Introduction

Bilinguals frequently switch between languages during daily communication, which is a common
phenomenon in multilingual environments (Seitz & Smith, 2022). Language switching refers to
the ability of bilinguals or multilinguals to seamlessly alternate between two or more languages
depending on the context, or to use multiple languages within a single conversation (Gullifer &
Titone, 2020; Smith et al., 2020). This process involves complex cognitive control, where
bilinguals need to flexibly switch between different language systems while maintaining fluent
communication and avoiding confusion (Kheder & Kaan, 2021). However, real-life communi-
cation is oftenmultimodal, involving the simultaneous processing of various sensory inputs, such
as visual and auditory information. This adds another layer of complexity to the language
switching control process. In certain regions of China, people not only need to master their
mother tongue but also use a second language (L2) in their daily lives. For example, Tibetan
university students often switch between Tibetan and Mandarin in daily communication, which
further complicates the language control demands in suchmultilingual environments. This study
aims to explore the neural dynamics of language switching in Tibetan–Mandarin bilinguals in
different sensorymodalities, such as visual, auditory and audiovisual conditions. By analyzing the
language switching control mechanisms in bilinguals across these multimodal conditions, the
research seeks to uncover how sensory modalities influence the neural processing during
language switching. Unlike earlier studies on Indo-European (e.g., Spanish–English) or cross-
linguistic bilingual switching (e.g., Mandarin–English) (Flege & Bohn, 2021), this study examines
Tibetan native speakers (Sino-Tibetan languages). Driven by Tibetan students’ growing reliance
on Mandarin for education, work and social life (Gao & Zeng, 2021), exploring Tibetan–
Mandarin switching deepens our understanding of minority–national language interactions
and their influencing factors.

2. Literature review

2.1. Bilingual language switching from the perspective of the inhibitory control model (ICM)

The ICM is an important theoretical framework for explaining the cognitive processes inlying
bilingual language switching, particularly focusing on the difficulty associated with switching
(i.e., switch costs) (Declerck et al., 2015; D.W. Green, 1998). Themodel introduces the concept of
“sustained inhibition”: when a bilingual uses a specific language in one task (task n� 1), the other
language is inhibited. If the subsequent task (task n) requires switching to the previously inhibited
language, overcoming that inhibition adds difficulty to the switch (Linck et al., 2012). Conversely,
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if the same language is used in consecutive tasks (i.e., a repeat task),
there is no need to overcome inhibition, resulting in smoother
processing. Thus, this model explains why language switching is
typically more effortful and time-consuming compared to repeating
the same language (Goldrick & Gollan, 2023). For instance, if a
Tibetan–Chinese bilingual describes a picture in Tibetan during the
first task, Mandarin activation is inhibited at that point. If the subse-
quent task requires switching to Mandarin to describe another pic-
ture, the individual must overcome the inhibition of Mandarin,
resulting in higher switch costs (Costa & Santesteban, 2004; Schwieter
& Sunderman, 2008). Schwieter and Sunderman’s (2008) Proficiency-
Specific Model posits that second language learners exhibit language
control processes similar to those described in ICM, while highly
proficient bilinguals differ (Costa & Santesteban, 2004). According to
this model, highly proficient bilinguals rely on language cues that, at
the conceptual stage, locate the target language (La Heij, 2005). These
language cues ensure that more activation flows to the representation
of the target language, rather than to nontarget language representa-
tions (e.g., translation equivalents). As a result, highly proficient
bilinguals do not need to inhibit between different language repre-
sentations. This assumption is primarily based on the lack of asym-
metrical switch costs in highly proficient bilinguals during language
switching, meaning that the cost of switching from L2 to L1 does not
differ from that of switching from L1 to L2 (Calabria et al., 2011;
Christoffels et al., 2007; Costa et al., 2006; Costa & Santesteban, 2004).

Symmetrical switch costs were first observed by Meuter and
Allport (1999), indicating that language proficiency significantly
affects switch costs. By categorizing participants into highly profi-
cient bilinguals and second language learners, they found that the
highly proficient group exhibited symmetrical switch costs, while
second language learners displayed asymmetrical switch costs.
Research by Filippi et al. (2014) also supports this conclusion,
showing that asymmetrical switch costs in naming tasks are nega-
tively correlated with L2 proficiency. Furthermore, Schwieter and
Sinman (2008) found that switch costs became symmetrical once a
certain L2 proficiency threshold was reached (as measured by
language fluency). These studies suggest that language proficiency
plays a crucial role in language switching, particularly in explaining
asymmetrical switch costs. The symmetrical switch costs observed
between two highly proficient languages can be explained by react-
ive and sustained inhibition. This implies that, due to the similar
activation levels of both languages, the degree of inhibition is also
similar, resulting in equivalent amounts of inhibition to overcome
during switching tasks, and consequently leading to similar cross-
language switch costs.

2.2. The influence of modalities on bilingual language
switching

Compared to previous studies that mainly investigated bilingual
switching through visual stimuli, some research has incorporated
both visual and auditory cues to explore the cost of language
switching among bilinguals (Declerck et al., 2015). The results
showed that participants exhibited switch costs in both visual and
auditory conditions, with the switch cost being significantly higher
in the visual condition than in the auditory condition (Declerck
et al., 2015). This may be due to the longer processing time required
for auditory information during language switching, coupled with
the predictability of language switching sequences. This extended
processing time may actually facilitate switch preparation, thereby
reducing the switch cost (Declerck et al., 2015). The study highlighted
differences in bilingual switch costs across different modalities and

proposed a new paradigm for studying switch costs through the
auditorymodality stimulus. However, this study did not delve deeply
into whether this result was due to the experimental manipulation
itself or was influenced by participants’ expectation or anticipation
effects during the experiment. Additionally, other research further
examined Cantonese–Mandarin bilinguals performing language
switching tasks in visual and auditory modalities. Results showed
that, compared to the visual modality stimulus, reaction times for
switching tasks in the auditory modality stimulus were significantly
longer (XingQiang, 2021). Unlike the study byDeclerck et al. (2015),
the target language sequence in the study referenced as Xing Qiang
(2021) was unpredictable, suggesting that in such an unpredictable
context, the auditory modality stimulus may not facilitate language
switching for bilinguals. This suggests that processing the second
language in the auditory modality (versus other modalities) may
produce larger differences between switching and repeating tasks.

However, previous research indicates inconsistencies regarding
the influence of different modality types on bilingual switch costs.
Few studies have explored how audiovisual modality (as opposed to
single modalities) stimuli affect bilingual switching. In real-life
communication, the environment is typically multimodal, where
people rely on various sensory inputs, such as visual and auditory
information, simultaneously. This multisensory interaction not
only makes communication richer and more flexible but also
enhances the brain’s ability to process and integrate multiple types
of sensory information, improving language comprehension and
expression efficiency. More importantly, increasing evidence sug-
gests that audiovisual modality stimuli play a crucial role in second
language (L2) acquisition, particularly in vocabulary and grammar
learning (Muñoz et al., 2023). Some studies have shown that com-
bining visual and auditory input can strengthen language learners’
instanding and memory of language structures, especially when
learners watch audiovisual materials with subtitles or when spoken
words and text appear in sync (Muñoz et al., 2023). This approach
helps deepen learners’ retention of L2 vocabulary and improves their
grasp of grammatical rules (Çekiç, 2024). The reason audiovisual
modality stimulusmay enhance second language (L2) learning is that
lexical access within the language system involves the activation of
multimodal information (Athanasopoulos et al., 2015; Wang &Wei,
2023). For instance, when participants see an image of a bird while
hearing the corresponding bird call, the activation of target language
vocabulary is likely to become more automatic (Asaadi et al., 2024).
According to the ICM, bilinguals inhibit the activation of one lan-
guage system while using the other, thereby reducing interference.
However, audiovisual input provides stronger contextual support
and sensory cues, facilitating faster language switching and activation
of target language vocabulary, which reduces inhibition and
enhances fluency and flexibility (Declerck et al., 2015). For example,
speakers of English tend to produce fewer manner-related gestures
than speakers of Chinese (Morett et al., 2022).

In summary, audiovisual input not only enhances learners’
language skills but also offers additional contextual cues, enabling
them to use the language more flexibly in real-life communication.
Building on these insights, the current study aims to investigate this
further by focusing on the mechanisms through which an audio-
visual modality stimulus influences bilingual language switching.

2.3. Neural dynamics evidence of bilingual language switching

EEG technology is highly suitable for detecting the fine temporal
granularity of brain neural dynamics. Unlike behavioral indicators,
which can only reflect the outcome of bilingual switching costs
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(such as reaction times), neural signals can more directly capture
the real-time brain activity during bilingual switching, providing
more precise and immediate data on cognitive processes (Pereira
Soares et al., 2024). In an experiment by Lavric et al. (2019),
participants were asked to view black-and-white pictures of every-
day objects and name them, with the language cue provided via
spoken instructions (e.g., “Deutsch” or “English”) or accelerated
segments of the German or British national anthems. The language
cues were alternated across trials, with random switches in some
trials. The experimental results showed that in the 300–500 ms and
500–700ms timewindows, the switching condition (compared to the
repeat condition) elicited larger positive ERP amplitudes. However,
Lavric et al.’s (2019) findings were not supported by the language-
switching ERP study conducted by Verhoef et al. (2010). In their
study, Verhoef et al. (2010) found that in the 200–350 ms window,
language cues in switching trials elicitedmore negative amplitudes at
frontal electrodes compared to repeat trials. A study employed a
language switching and head position task, in which participants
performed a joint naming–listening task (Liu et al., 2024). One
participant (Participant A) named pictures, while the other partici-
pant (Participant B) orally identified the head of the compoundword
after hearing Participant A’s naming (Liu et al., 2024). The language
for namingwas indicated by color cues: red for L1 (Chinese) and blue
for L2 (English). The ERP results revealed an N2 polarity reversal
effect between Participants A and B. Specifically, in Participant A’s
neural signals, a more negative wave was elicited during switch trials
compared to nonswitch trials (similar to the findings of Verhoef et al.
(2010)). In contrast, Participant B’s neural signals showed a more
positive wave for switch trials compared to nonswitch trials (similar
to Lavric et al. (2019)). Some research has suggested that the findings
of Lavric et al. (2019) andVerhoef et al. (2010) on bilingual switching
ERP components may not be contradictory (Declerck et al., 2021).
This is due to an earlier task-switching study in which Lavric et al.
(2008) identified a dipole ERP component associated with cue
processing, which included a frontal switching negativity and a
posterior switching positivity, both operating concurrently and inter-
dependently. Therefore, the posterior switching positivity observed
by Lavric et al. (2019) and the frontal switching negativity observed
byVerhoef et al. (2010)may represent two aspects of the same dipole
ERP component. Additionally, other studies have found dipole
characteristics in the late window: in the 350–700 ms time window
following stimulus presentation, switching trials (compared to repeat
trials) elicited a stronger posterior positivity (LPC) and a larger
frontal negativity. These results reflect the late dipole component
characteristics during language switching, revealing differences in
regional neural activity during the switching task (Declerck et al.,
2021). However, all of these studies only used the visual modality
stimulus to examine the neural dynamics of language switching in
bilinguals. To further clarify how different modalities influence the
cognitive processes involved in bilingual language switching at early
(200–350 ms) and late (350–700 ms) stages, this study will compare
the effects of auditory, visual and audiovisual stimuli on this process.

2.4. Neurodynamic signals in the bilingual brain predict
behavioral performance

Furthermore, the current study continues to focus on elucidating
the relationship between the neurodynamic signals of Tibetan–
Chinese bilinguals and their behavioral performance. Clarifying
this issue not only helps to deepen our instanding of how the brain
collaborates with second language behavior, but also provides key
neurophysiological evidence for this process. These findings will

offer solid empirical support for further uncovering the cognitive
control mechanisms, language switching strategies and neural basis
involved in bilingual language use, thereby contributing to a more
comprehensive instanding of brain function in bilinguals.

However, previous research on language switching has rarely
linked neural signals with behavioral performance (Peeters, 2020),
which limits the understanding of the cognitive processes underlying
ERP signals. Additionally, most previous studies have used linear
regression methods that typically focus on the predictive power of a
single neural signal on behavior (Ou & Law, 2017). Although this
approach provides insights into the linear associations between
neural and behavioral aspects to some extent, its limitation lies in
its inability to fully capture the interactive effects ofmultidimensional
signals in complex brain activities or determine which neural signals
play amore significant role in predicting behavioral performance. To
overcome this limitation, the present study incorporates a Ridge
regression machine learning model (Hu et al., 2024). Compared to
traditional linear regression methods that consider only a single
variable, machine learning models possess a stronger capability to
handle multivariable and multifeature data, enabling the integration
of multiple neural signal features to reveal more complex, nonlinear
relationships between neurodynamics and behavior (Rajan, 2022).

Ridge regression is particularly suitable for addressing multicolli-
nearity, avoiding overreliance on any specific variable (Venkatesh
et al., 2023). By applying the Ridge regressionmodel, this study aims
not only to more accurately predict behavioral performance but also
to enhance our instanding of how multiple neural activity signals
collectively influence bilinguals during language switching and pro-
cessing. Through this approach, we hope to provide deeper insights
into the neural mechanisms of Tibetan–Chinese bilinguals during
language switching, offering new perspectives and richer empirical
evidence for bilingual cognitive neuroscience. This instanding will
not only contribute to the development of bilingual education and
language policies but may also provide theoretical support for the
diagnosis and intervention of language disorders. Specifically, our
findings are expected to provide valuable insights for the develop-
ment of bilingual education and language policies. For example, by
identifying neural markers associated with efficient language switch-
ing, our results can help educators and policymakers understand
which neural mechanisms are closely linked to language switching
performance, thereby guiding the formulation of more targeted
teaching methods and curriculum designs. Furthermore, through
an in-depth analysis of the neural mechanisms underlying language
control, our findings may also offer theoretical support for the
diagnosis and intervention strategies for language disorders. In par-
ticular, for language disorders commonly observed in bilingual
populations (such as developmental language disorder), these neural
markers could contribute to refining diagnostic criteria and estab-
lishing more effective intervention measures.

2.5. The current study

Previous research has predominantly focused on the inhibitory
mechanisms and switch costs involved in bilingual language switch-
ing. However, these studies have largely been limited to experimental
designs employingunimodal stimuli, lacking a comprehensive exam-
ination of how audiovisual information processing affects language
control. The present study aims to investigate the cognitive and
neurodynamic characteristics of language switching in Tibetan–
Chinese bilinguals in different modalities, including visual, auditory
and audiovisual conditions. Based on previous research, the study
further seeks to determine which neural dynamic signals elicited by
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different sensory modalities during language switching exhibit
greater predictive value for L1–L2 switching behavior. Specifically,
a cue-based language switching task is employed in which partici-
pants are required to name images in the target language indicated by
different colored cues, while both electroencephalogram (EEG) data
and reaction times are recorded throughout the task.

Based on previous research, the following hypotheses are
proposed:

H1: Given that the participants are Tibetan–Chinese university stu-
dents, who are proficient in their second language (Mandarin), no
significant asymmetrical switch costs are expected between the
different language switching directions (L1! L2 versus L2! L1).

H2: In unimodal conditions, it is expected that switch costs in the
auditory modality stimulus will be higher than those in the visual
modality stimulus, reflecting the modulatory effect of different
sensory modalities on language switching. This switching cost is
particularly pronounced when processing the second language.

H3a: If switch costs in the audiovisual modality stimulus are lower
than those in the unimodal conditions (visual and auditory), this
would indicate that multimodal integration helps to reduce the
language switching load associated with language switching.

H3b: If switch costs in the audiovisual modality stimulus are higher
than or equal to those in the unimodal conditions, this may
suggest that audiovisual stimuli are redundant in the context of
language switching.

3. Study 1

3.1. Method

3.1.1. Participants
The current study recruited 21 university students proficient in
both Tibetan and Mandarin (5 males), with an average age of
approximately 20.69 years (SD = 0.9). The participants are native
speakers of Tibetan (L1) and began systematic learning of Manda-
rin (L2) after kindergarten, around the age of 3. They self-reported
high proficiency in both Tibetan and Mandarin (the current study
used a 7-point Likert scale for assessment, where 1 indicates very
low proficiency and 7 indicates very high proficiency), with no
significant difference in proficiency between the two languages (t
(20) = 0.49, p > .05; see Table 1 for additional comparisons of
language abilities). Additionally, they all had normal vision and
hearing and no history of psychiatric or neurological disorders.
None of the participants had participated in similar experiments
before, and they volunteered to take part in this study. Upon
completion of the experiment, they will receive appropriate com-
pensation. We estimated the minimum sample size required to
achieve over 95%powerwith anα level of 0.05.Using the powerCurve
function, with a set seed of 123 and 1000 simulations, the power
analysis indicated that at least 16 participants are needed to achieve a
statistical power of over 95% to detect the given effect size (P.Green&
MacLeod, 2016; Hu et al., 2023). Additionally, a power analysis was
conducted using G*Power 3.1.9.2 with the following settings: F-test
for repeated measures ANOVA (within factors), effect size f = 0.25
(medium effect size), α error probability = 0.05, correlation among
repeated measures = 0.5, power (1�β error probability) = 0.95,
one group, 12 measurements and a nonsphericity correction ε = 1

(Faul et al., 2007). The analysis indicated that aminimum sample size
of 18 participants is required to achieve the desired power level.
Given that the actual number of participants exceeds this estimate, it
suggests that the current study’s statistical power is adequate.

3.1.2. Experimental materials and procedures
The experimental procedure was presented and conducted using
E-prime 2.0 software (see Figure 1). Before starting the formal
experiment, participants were required to familiarize themselves
with the 120 images and 120 audio clips. After familiarization,
participants were instructed to name all the displayed images and
audio clips to ensure they understood and remembered the names.
To ensure participants were proficient with the experimental pro-
cedure and could respond accurately as required, they had to
achieve at least 95% accuracy in the practice phase before proceed-
ing to the formal experimental phase.

In the visual block, after a “+” was presented for 500 ms, a blank
screen appeared for 200 ms, followed by a black-and-white outline
image in the center of the screen surrounded by a red or blue frame
for 1000 ms. Participants were required to name the image in
Tibetan (L1) if the frame was red, and in Mandarin (L2) if the
frame was blue.

In the auditory block, after a “+” was presented for 500 ms, a
blank screen appeared for 200 ms, followed by an audio clip for
1000 ms. Participants were instructed to name the audio based on
the fixation cross color: using Tibetan (L1) when the fixation cross
was red andMandarin (L2) when it was blue, naming the audio as it
played.

In the audiovisual block, after a “+” was presented for 500 ms, a
blank screen appeared for 200 ms, followed by an image and an
audio clip for 1000 ms. The audio matched the semantic content of
the image, such as an image of a train accompanied by the sound of
a train. The image was surrounded by a red or blue frame for
1000 ms. Participants were required to name the image in Tibetan
(L1) if the frame was red, and in Mandarin (L2) if the frame
was blue.

It should be noted that, to eliminate any potential differences
caused by color cue, we recorded participants’ reaction times only
after the stimulus was fully presented. Specifically, the sequence for
each modality was as follows: a 500 ms fixation, a 200 ms blank
screen and a 1000 ms stimulus presentation, with reaction times
recorded after a total of 1700 ms.

Within each modality block, there were two types of tasks: a
switching task and a repeating task. Specifically, in the switching
task, two consecutive images or audio clips required naming in
different languages, while in the repeating task, participants were
instructed to name the images or audio clips in the same language.

The formal experiment included 560 trials. To minimize famil-
iarity effects with the images and audio, the audiovisual block used

Table 1. Self-assessment of language proficiency of tibetan–mandarin
bilingual participants

Language skill
Tibetan
(M ± SD)

Mandarin
(M ± SD) T p

Reading proficiency 6.71 ± 0.46 6.62 ± 0.50 1.45 .16

Writing 6.43 ± 0.51 6.52 ± 0.51 �1 .33

Speaking ability 6.52 ± 0.51 6.71 ± 0.46 �2.17 .42

Comprehension ability 6.81 ± 0.40 6.71 ± 0.46 1.45 .16

Note: M, mean; SD, standard deviation.
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different lists of images and audio from the visual block, balanced
between participants. Throughout the entire experiment, recording
devices were continuously active, and EV Capture software was
used for recording to facilitate subsequent analysis of participants’
responses. Participants completed the visual, auditory and audio-
visual modules, which were balanced across participants.

3.1.3. EEG recording and preprocessing
The EEG data were collected in a dim, sound-attenuated room
using a 64-channel electrode cap based on the 10–10 system.
During EEG data collection (event-related potentials), we used
the ANT system equipped with a 64-channel electrode cap, with
FCz as the online reference electrode. During online recording, a

Figure 1. The experimental flowchart illustrates the repeat and switch tasks in visual, auditory and audiovisual conditions. In the diagram, we use the L1 repeat task and the L1–L2
switch task as examples to explain the process. In the L1 repeat task, participants see a red cue, prompting them to name the image in L1. In the L1–L2 switch task, participants first
see a red cue, instructing them to respond in L1. Then, in the second trial, they see a blue cue, signaling them to switch to L2 for the response.
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band-pass filter was set from 0.1 to 100 Hz, ensuring scalp imped-
ance remained below 10 kΩ, while the sampling rate was main-
tained at 500 Hz to obtain high-quality EEG signals.

In the data preprocessing stage, to eliminate unnecessary noise,
offline filtering was conducted, which included applying a high-pass
filter at 0.01 Hz and a low-pass filter at 30 Hz. In the current study,
independent component analysis (ICA) was employed to correct
ocular artifacts. Correct trials with peak-to-peak deviations exceed-
ing ±70 μV due to artifacts were excluded from the final averaging to
ensure data accuracy and reliability. Subsequently, the EEG activity
for each conditionwas averaged, focusing specifically on ERP elicited
at the time of stimulus presentation. The analysis window covered
200 ms before stimulus onset (used as a baseline) and 800 ms after
stimulus onset to fully capture the dynamic changes in brain activity.
Additionally, we averaged the EEG responses associated with the
correct responses for each stimulus type.

3.1.4. Data analysis
Behavioral Data Analysis: The current study used mixed linear
models for analysis, performed with the lme4 and lmerTest pack-
ages in the R environment. Fixed factors included Modality
(Auditory/Visual/Audiovisual), Task type (Switching/Repeating)
and Language type (Mandarin/Tibetan), while participants were
treated as random factors. For all fixed effects, the Satterthwaite
approximation was used to assess their significance in the LMM
(Luke, 2017). The confint function from the stats package in R
provided confidence intervals for parameter estimation in the
LMM. Post hoc comparisons were performed using the emmeans
function, with p-values adjusted using the Tukey method.

ERP Data Analysis: Based on previous literature on task language
switching, we calculated the mean amplitude for each participant
within the early time window of 200–350 ms locked to the onset of
modality stimuli (Verhoef et al., 2010).Wewere also interested in the
later time window of 350 to 700 ms, also locked to the modality
stimulus onset (Lavric et al., 2019). Further, the 200–350ms and 350–
700 ms time windows were treated as representing the N2-like and
LPC components, respectively (Lavric et al., 2019; Verhoef et al.,
2010). The current study considered Anteriority (Anterior, Central,
Posterior) as regions of interest (ROIs). The Anterior region com-
prised electrodes F1, Fz, F2, FC1, FCz, FC2 and Fpz; theCentral region
consisted of electrodes C1, Cz, C2, CP1, CPz and CP2; and the
Posterior region included electrodes P1, Pz, P2, O1, Oz, POz and
O2. Specifically, EEG data analysis was conducted using mixed linear
models, performed with the lme4 and lmerTest packages in the R
environment. Fixed factors includedModality (auditory/visual/audio-
visual), Task type (switching/repeating), Language type (Mandarin/
Tibetan) andROI (anterior, central, posterior), while participantswere
treated as random factors. The Satterthwaite approximation was used
to assess the significance of all fixed effects in the LMM (Luke, 2017).
Confidence intervals for parameter estimation in the LMM were
provided using the confint function from the stats package in
R. Post hoc comparisonswere performedusing the emmeans function,
with p-values adjusted using the Tukey method.

Analysis of neural prediction of switching cost: To further
investigate how neural signals in the language-switching task pre-
dict second-language switching behavior, this study focused on the
effect of neural signals related to the switching task on behavioral
performance. In the study, data features were derived from neural
signals in different conditions during the switching task, and
behavioral performance was defined as the “cost,” i.e., the average
switching cost for transitioning fromTibetan to Chinese in auditory,
visual and audiovisual conditions. Each switching costwas calculated

by subtracting the reaction time in the repeating task from the
reaction time in the switching task. Finally, we combined the costs
from the different modalities and used them as the label in the
machine learning model. Ridge regression was used for analysis.
Compared to univariate linear regression, ridge regression controls
model complexity by introducing Tikhonov regularization and has
an advantage in handling multicollinearity (Venkatesh et al., 2023).

The study selected 36 feature variables (3 × 2 × 3 × 2), including
Modality (Auditory/Visual/Audiovisual), Language type (Mandarin/
Tibetan), ROIs (anterior, central, posterior) and two time windows
(Early/Late). Specifically, the model includes 36 features and 1 label
(the switching behavior data from the combined modalities). In the
Python environment,we used theGridSearchCV function to perform
a grid search to determine optimal parameters. The model was then
trained using 1000 iterations of held-out training (80% training set,
20% test set) based on the optimal parameters. To validate the
model’s effectiveness, a permutation test was conducted by compar-
ing real labels with shuffled labels in 5000 iterations, using mean
squared error (MSE) and R-squared (R2) for validation.

3.2. Results

3.2.1. Behavioral results
The current study found a significant main effect of Modality
(F(2, 220) = 126.32, p < .001). Post hoc comparisons revealed that
the reaction time for the Audiovisual condition (611.51 ± 393.11ms)
was significantly faster than that for the Auditory condition
(1465.00 ± 653.30 ms; β = �853, SE = 56.5, t = �15.12, 95% CI
[�987.00, �720.30]) and the Visual condition (798.45 ± 456.85 ms;
β = �187, SE = 56.5, t = �3.31, 95% CI [�320.00, �53.70]). The
reaction time for the Auditory condition was significantly longer
than that for the Visual condition (β= 667, SE = 56.5, t= 11.807, 95%
CI [533.00, 799.80]).

Themain effect of Task typewas also significant (F(1, 220)= 22.85,
p < .001). Post-hoc comparisons showed that reaction time for the
Repeating task was shorter than that for the Switching task (β=�220,
SE = 46.1, t = �4.78, 95% CI [�311.00, �130.00]).

The current study did not find the significant main effect of
language type, nor a significant interaction effect among the study
variables (ps > 0.05) (Figure 2).

3.2.2. Event-related potentials
200–350 ms Window: The current study found a significant main
effect ofModality (F(2, 700) = 8.51, p < .001). Post hoc comparisons
showed that the Audiovisual condition (�0.01 ± 5.97 μV) elicited a
smaller positive amplitude compared to the Auditory condition
(0.87 ± 4.66 μV; β = �0.89, SE = 0.308, t = �2.89, 95% CI [�1.61,
�0.17]) and the Visual condition (1.22 ± 4.41 μV; β = �1.23,
SE = 0.308, t = �4.00, 95% CI [�1.96, �0.51]). There was no
significant difference between the Auditory and Visual conditions
(p > .05). We also found a significant main effect of Task type (F
(1, 700) = 8.01, p < .01). Post hoc comparisons showed that the
Repeating task elicited a smaller positive amplitude compared to
the Switching task (Repeating task: 0.34 ± 5.44 μV, Switching task:
1.05 ± 6.26 μV; β = �0.71, SE = 0.252, t = �2.83, 95% CI [�1.21,
�0.22]). The other effect was not significant.

350–700msWindow: The current study found a significantmain
effect ofModality (F(2, 700) = 13.02, p < .001). Post hoc comparisons
showed that the Audiovisual condition (0.52 ± 9.25 μV) elicited a
smaller positive amplitude compared to the Visual condition
(2.52 ± 6.73 μV; β = �2.00, SE = 0.418, t = �4.78, 95% CI [�2.98,
�1.02]). The Auditory condition also elicited a smaller positive
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amplitude compared to the Visual condition (Auditory: 0.88 ±
7.05 μV, Visual: 2.52 ± 6.72 μV; β = �1.65, SE = 0.418, t = �3.94,
95% CI [�2.63, �0.66]). The results further showed a significant
interaction between ROI and Modality (F(4, 700) = 8.39, p < .001).
Post hoc comparisons revealed that, in the medial anterior ROI, the
Audiovisual condition (�1.99 ± 8.63 μV) elicited a smaller positive
amplitude compared to the Auditory condition (0.59 ± 7.04 μV;
β = �2.58, SE = 0.724, t = �3.57, 95% CI [�4.29, �0.88]) and the
Visual condition (�0.18 ± 6.44 μV; β =�1.81, SE = 0.724, t =�2.51,
95% CI [�3.51, �0.11]). There was no significant difference in
amplitude between the Auditory and Visual conditions (p > .05).
In themedial central ROI, theAudiovisual condition (0.61± 7.92μV)
elicited a smaller positive amplitude compared to the Visual condi-
tion (2.72± 5.21μV; β=�2.11, SE= 0.724, t=�2.92, 95%CI [�3.81,
�0.41]). There was no significant difference in amplitude between
the Auditory condition (1.44 ± 6.13 μV) and either the Visual
(2.72 ± 5.21 μV) or Audiovisual (0.61 ± 7.92 μV) conditions
(ps > 0.05). In the medial posterior ROI, both the Audiovisual
condition (2.96 ± 6.56 μV; Audiovisual versus Visual: β = �2.07,
SE = 0.724, t = �2.86, 95% CI [�3.77, �0.37]) and the Auditory
condition (0.60 ± 4.99 μV; Auditory versus Visual: β = �4.43,
SE = 0.724, t = �6.12, 95% CI [�6.13, �2.73]) elicited smaller
positive amplitudes compared to the Visual condition (5.03 ±
4.30 μV). Additionally, we found that the Audiovisual condition
elicited a larger positive amplitude compared to the Auditory con-
dition (β = 2.36, SE = 0.724, t = 3.27, 95% CI [�6.13, �2.73]). We
also found a significant interaction between Modality and Task type
(F(2, 700) = 3.29, p < .05). Post hoc comparisons showed that, only in
the Auditory modality, the Repeating task elicited a smaller positive
amplitude compared to the Switching task (Repeating task:
0.16 ± 5.68 μV, Switching task: 1.60 ± 6.80 μV; β =�1.45, SE = 0.591,
t = �2.45, 95% CI [�2.61, �0.29]) (Figure 3).

3.2.3. Results of neural prediction of switching cost
The best-performing model had an R-squared value of .35 and an
MSE of 10,268.95. The 5000 permutation tests indicated that the best
model performed significantly better than the R2 generated with
shuffled labels (p = .0162), and the MSE was significantly lower than
that of the shuffled-label models (p = .0002). These results validate

that the current model, based on neural features, predicted reaction
times that matched well with the actual measured reaction times.

The top ten features contributing most to the model were:
(1) Medial posterior region (200–350 ms), task: switching, modal-
ity: audiovisual, language: Tibetan (545.46); (2) Medial posterior
region (200–350 ms), task: switching, modality: visual, language:
Tibetan (519.51); (3) Medial anterior region (350–700 ms), task:
switching, modality: audiovisual, language: Chinese (413.29);
(4) Medial central region (200–350 ms), task: switching, modality:
visual, language: Chinese (359.44); (5) Medial central region (200–
350 ms), task: switching, modality: auditory, language: Chinese
(327.75); (6) Medial anterior region (200–350 ms), task: switching,
modality: audiovisual, language: Tibetan (314.45); (7) Medial pos-
terior region (350–700 ms), task: switching, modality: visual, lan-
guage: Tibetan (313.31); (8) Medial anterior region (350–700 ms),
task: switching, modality: audiovisual, language: Tibetan (305.01);
(9) Medial posterior region (200–350 ms), task: switching, modal-
ity: audiovisual, language: Chinese (304.57); and (10) Medial pos-
terior region (200–350 ms), task: switching, modality: visual,
language: Chinese (277.10) (Figures 4 and 5).

4. Study 2

Study 1 revealed main effects of Modality and Task type but failed to
find any impact of Language type on switch costs. A close examin-
ation of its procedure showed that the language cues (a red frame for
Tibetan versus a blue frame for Chinese) and their durations (500 ms
versus 1000 ms) differed across Modality conditions. Such discrep-
ancies may have affected cue processing and the switch costs associ-
ated with language control. Accordingly, in Study 2, we harmonized
these discrepancies in cue type and duration to further explore the
effects of language type and modality on switch costs.

4.1. Method

4.1.1. Participants
We recruited 20 university students proficient in both Tibetan
and Mandarin (4 males; age = 20.40 ± 0.68 years). Participants
self-reported high proficiency in both languages on a 7-point

Figure 2. Response times (in milliseconds) for language switching and repetition tasks across three perceptual modalities (audiovisual, auditory and visual) in Tibetan–Chinese
bilinguals. The bar plots represent mean response times, with error bars indicating standard error of themean (SEM). The red bars correspond to tasks involving Chinese (L2), while
the gray bars correspond to Tibetan (L1). The data points indicate individual participant responses.
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Likert scale (1 = very low proficiency; 7 = very high proficiency),
and there was no significant difference in proficiency between the
two languages (p > .05). The present study used the same experi-
mental design as Study 1, thereby achieving the ideal power level
for the minimum required sample size.

4.1.2. Experimental materials and procedures
Experimental materials were identical to those in Study 1.

The procedures for the visual block and the audiovisual block
were also the same as in Study 1.

In the auditory block, each trial began with a “+” presented for
500 ms, followed by a blank screen for 200 ms and then an audio
clip lasting 1000 ms. Simultaneously with the audio clip, a red or
blue frame appeared around the image for 1000 ms. A red frame
cued participants to name the image in Tibetan (L1), whereas a blue
frame cued naming in Mandarin (L2).

Figure 3. ERP Results for Bilingual Language Switching Tasks in Different Perceptual Modalities (Audiovisual, Auditory, Visual) in the Medial Anterior Region. The top panel displays
ERPwaveforms for repetition and switching tasks involving Tibetan (L1) andChinese (L2). The red dashed line represents the Chinese repetition task, the gray dashed line represents
the Tibetan repetition task, the solid red line represents the Chinese switching task and the solid black line represents the Tibetan switching task. The middle and bottom panels
show topographic maps and bar plots of ERP responses within the early (200–350 ms) and late (350–700 ms) time windows across different task and language conditions
(A = Auditory, V = Visual, AV = Audiovisual, CC = L1 Repetition Task, TT = L2 Repetition Task, CT = L1 to L2 Switching Task, TC = L2 to L1 Switching Task), with the region of interest (ROI)
being the medial anterior area. The bar plots represent mean amplitudes, and error bars indicate the standard error of the mean (SEM).
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4.1.3. EEG recording and preprocessing
Same as in Study 1.

4.1.4. Data analysis
Behavioral data analysis followed the same procedures as in Study 1.

ERP data analysis followed the same procedures as in Study 1.

4.2. Results

4.2.1. Behavioral results
Modality showed a significantmain effect, F(2, 209) = 63.06, p < .001.
Post hoc comparisons revealed that reaction times were faster in the
Audiovisual than in the Auditory condition (Audiovisual: 871.04 ±

403.61 ms; Auditory: 1107.73 ± 313.23 ms; β = �237, SE = 34,
t = �6.69, 95% CI [�317, �156]), and that reaction times were
slower in the Auditory than in the Visual condition (Visual:
729.85 ± 346.21ms; Auditory: 1107.73 ± 313.23ms; β = 378, SE = 34,
t = 11.11, 95% CI [297.6, 458]). Task also showed a significant main
effect, F(1, 209) = 62.81, p < .001. Reaction times on Switching task
were significantly longer than on Repeating task (Switching task:
1012.90 ± 472.63 ms; Repeating task: 792.85 ± 403.70 ms; β = 220,
SE = 27.8, t = 7.93, 95% CI [165, 275]).

4.2.2. Event-related potentials
200–350 ms Window: We observed a significant Language type ×
Modality interaction, F(2, 665) = 4.42, p < .05. Post hoc comparisons

Figure 5. Machine learning feature importance results. The bar chart illustrates the feature importance values in the ridge machine learning model, indicating the relative
contribution of different features in predicting language switching behavior. The darker bars represent higher feature importance. MP = medial posterior, MA = medial anterior,
MC = medial central, SW = switching task, AV = audiovisual modality, V = visual modality, A = auditory modality, Tib = Tibetan, Chi = Chinese.

Figure 4. Machine learning model fitting results. The left panel shows the distribution of mean squared error (MSE) values across multiple iterations, with the green dashed line
indicating the p-value result from theMSE permutation test. Themiddle panel illustrates the distribution of R-squared (R2) values, with the red dashed line representing the p-value
result from the R2 permutation test. The right panel presents a scatter plot of themodel’s predicted scores versus actual scores, with an R2 value of .35. The solid line represents the
best-fit line.
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showed that in the Tibetan condition, the Audiovisual stimulus
elicited a smaller positive-going amplitude than the Auditory stimu-
lus (Audiovisual: �0.12 ± 5.11 μV; Auditory: 0.81 ± 4.02 μV;
β = �0.93, SE = 0.40, t = �0.93, 95% CI [�1.90, �0.04]), and that
the Auditory stimulus elicited a larger positive-going amplitude
than the visual stimulus (Visual: �0.50 ± 6.40 μV; Auditory:
0.81 ± 4.02 μV; β = 1.31, SE = 0.40, t = 3.25, 95% CI [0.343,
2.28]). Furthermore, the Modality × Language type × Task type
interaction was significant, F(4, 665) = 4.27, p < .05. Post hoc tests
revealed that only in the Auditory modality under the Chinese
condition did repeat trials (versus switch trials) elicit a smaller
positive-going amplitude (Repeating task: �0.67 ± 5.03 μV;
Switching task: 0.92 ± 3.09 μV; β = �1.59, SE = 0.57, t = �2.79,
95% CI [�2.71, �0.47]).

350–700 ms Window: We found a significant ROI × Modality
interaction, F(4, 700) = 8.93, p< .001. Post hoc comparisons showed
that in the medial anterior ROI, Audiovisual stimuli elicited a
smaller positive-going amplitude than Auditory stimuli
(Audiovisual: �2.32 ± 7.37 μV; Auditory: 0.71 ± 6.57 μV;
β = �3.03, SE = 0.69, t = �4.38, 95% CI [�4.69, �1.37]), and that
Auditory stimuli elicited a larger positive-going amplitude than
Visual stimuli (Visual: �1.91 ± 7.86 μV; Auditory: 0.71 ± 6.57 μV;
β = 2.61, SE = 0.69, t = 3.78, 95% CI [0.95, 4.27]). In the medial
posterior ROI, Audiovisual stimuli elicited a larger positive-going
amplitude than Auditory stimuli (Audiovisual: 2.19 ± 5.04 μV;
Auditory: 0.22 ± 4.58 μV; β = 1.97, SE = 0.69, t = 2.85, 95% CI
[0.31, 3.63]), and Auditory stimuli elicited a smaller positive-going
amplitude than Visual stimuli (Visual: 2.40 ± 4.36 μV; Auditory:
0.22 ± 4.58 μV; β = �2.18, SE = 0.69, t = �3.15, 95% CI [�3.84,
�0.52]). We also observed a significant Language type × Modality
interaction, F(2, 700) = 5.90, p < .01. Post hoc tests revealed that in
the Tibetan condition, Audiovisual stimuli elicited a smaller positive-
going amplitude thanAuditory stimuli (Audiovisual:�0.63±7.19μV;
Auditory: 1.10 ± 5.67 μV; β = �1.74, SE = 0.56, t = �3.08, 95% CI
[�3.09, �0.38]), and that Auditory stimuli elicited a larger positive-
going amplitude than Visual stimuli (Visual:�0.53 ± 7.52 μV; Audi-
tory: 1.10 ± 5.67 μV; β = 1.64, SE = 0.56, t = 2.90, 95% CI [0.28, 2.99]).
Furthermore, the Modality × Language type × Task type inter-
action was marginally significant, F(2, 700) = 2.76, p = .06. Post
hoc comparisons showed that only in the auditorymodality under
theChinese condition didRepeating task (versus Switching task) elicit
a smaller positive-going amplitude (Switching task:�1.16 ± 7.18 μV;
Repeating task: 0.81±3.78μV; β=�1.97, SE= 0.80, t=�2.47, 95%CI
[�3.54, �0.40]).

5. Discussion

Study 1 investigates the language switching process of Tibetan–
Chinese bilinguals in different perceptual modalities (visual, audi-
tory and audiovisual), analyzing behavioral responses and electro-
physiological signals (ERPs). The results showed that, in terms of
behavioral performance, the reaction time for language switching
was fastest in the audiovisual modality stimulus and slowest in the
auditory modality stimulus, indicating that the audiovisual modal-
ity stimulusmay facilitate faster language processing and switching.
Additionally, the reaction time for repeated tasks was significantly
shorter than for switching tasks, consistent with previous research,
suggesting that task continuity helps reduce the difficulty of lan-
guage switching (Declerck et al., 2021; Gullifer & Titone, 2019;
Lavric et al., 2019). In terms of ERPs, the positive amplitude elicited
by the audiovisual modality stimulus was significantly lower than

that elicited by the auditory and visual modalities, as observed in
both the 200–350ms and 350–700ms time windows. This indicates
that the audiovisual modality stimulus requires fewer neural
resources during language processing, potentially making the brain
more efficient in managing language switching. Furthermore,
multimodal sensory information may have a positive impact on
language control. Machine learning analysis results showed that
when stimuli were presented in the audiovisual modality, with the
language switching direction being from Chinese to Tibetan, and
when early ERP signals were recorded in the posterior region of
interest (ROI), these neural signal features were most important for
predicting the switching cost of the second language (i.e., behavioral
performance in switching from Chinese to Tibetan). Study 2, by
standardizing the cue signals across different perceptual modalities,
replicated the main effects of Task type and Modality on both
behavioral and ERP outcomes observed in Study 1; on the other
hand, unlike Study 1, significant switch costs only emerged in the
auditory modality when switching to the second language in the
200–350 ms and 350–700 ms windows.

5.1. Effects of modality type on language switching: evidence
from behavioral and ERP data

The behavioral results of this study demonstrated that reaction
times increased sequentially in audiovisual, visual and auditory
conditions, indicating significant differences in processing speed
and task difficulty across different perceptual modalities. In the
early ERP time window, neural activity showed a pattern of separ-
ation, with evoked amplitudes becoming increasingly positive
across audiovisual, visual and auditory conditions. In the current
study, we observed an N2-like effect in the 200–350 ms time
window that was consistent with Lavric et al. (2019), indicating
that the switch condition elicited a stronger N2-like effect than the
repeat condition. We further found that the audiovisual modality
stimulus provided more information in language production tasks
than the unimodal visual or auditorymodalities. This is because the
audiovisual modality integrates multiple visual and auditory inputs
to more effectively support language generation. During language
switching, we propose that audiovisual information helps reduce
the switching cost, thereby leading to a smaller N2-like effect. There
are two reasons for this: First, in a previous verbal Stroop task with
four conditions (congruent, pure auditory and pure visual), the task
examined the impact of sensory integration on cognitive conflict by
presenting different visual and auditory stimuli, and the results
showed that response times in the audiovisual condition were faster
than those in the pure auditory and pure visual conditions
(Fitzhugh et al., 2019); Second, we conducted an exploratory ana-
lysis using the neural signal of the N2-like effect in the switch
condition of the audiovisual modality as a predictor to jointly
predict the switching cost in the audiovisual modality. The results
indicated that, in the Chinese switch task, the audiovisual N2-like
effect in the posterior region significantly predicted the switching
cost in the audiovisual modality (β = 127.06, t = 2.279, p = .0389, as
shown in Figure S1). This predictive effect was not observed in the
visual and auditory modalities.

In the subsequent late time window (350–700 ms), we observed
significant differences in how different perceptual modalities modu-
lated task types. Specifically, only in the auditory modality stimulus
did the language switching task evoke more positive amplitudes
compared to the repetition task. This result suggests that individuals
require more neural resources to achieve language control when
switching languages in auditory conditions. Consistent with previous
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research, the amplitude of the late positive component (LPC) is
closely associated with greater demands for language control
(Lavric et al., 2019). In the current study, we found that language
switching tasks in auditory conditions required more language con-
trol compared to repetition tasks, indicating that different perceptual
modalities may lead to asymmetrical switch costs. This asymmetry
manifested in the neural signals observed in this study, where sig-
nificant differences between switching and repetition tasks were
found only in the auditory condition, whereas no such differences
were observed in visual or audiovisual conditions. According to the
ICM, language switching in auditory conditions involves greater
neural control demands (Declerck et al., 2015, 2021; D. W. Green,
1998). Auditory language processing tends to be more complex than
visual processing because auditory signals need to be integrated over
time and lack spatial cues that can aid comprehension, thus increas-
ing the demand for language control. This leads to higher switch costs
and more positive amplitudes. On the other hand, in the audiovisual
condition, the dual input of both visual and auditory information
allows individuals to alleviate the need for inhibition of the nontarget
language by integrating multimodal information, thereby reducing
the difficulty of language switching. Consequently, language switch-
ing costs were lower and reaction times were shorter in audiovisual
conditions. This finding suggests that multimodal perceptual infor-
mationmay play a facilitating role in language processing, alleviating
the burden of inhibitory control. Moreover, by standardizing both
the cue mode and its timing across modalities in Study 2, the results
further showed that processing the second language in the auditory
modality induces larger switch costs. The design of Study 2 parallels
that of XingQiang (2021), inwhich the target-language sequencewas
unpredictable; thus, participants could not know in advance which
language would be required on each trial and could not preactivate
the corresponding language system in the brain. The current findings
suggest that low-level processes (such as decoding auditory input and
mapping it to phonological representations) occur concurrently with
the inhibition–activation mechanisms needed for language switch-
ing, resulting in stronger interference (Hayes-Harb et al., 2010).

5.2. Neurodynamic features of Tibetan–Chinese bilingual
language switching

In this study, we found no significant interaction between language
type (Tibetan versus Chinese) and task type (repetition versus
switching) in either behavioral or neural indicators. This indicates
that there is no significant difference in bilingual switch costs when
switching from Tibetan to Chinese compared to switching from
Chinese to Tibetan. This result differs from the asymmetrical
switch costs observed in previous studies. A possible reason for
this is that the participants in this study were Tibetan–Chinese
university students who were highly proficient in both languages.
They reported no significant differences in their proficiency levels
for Tibetan (L1) and Chinese (L2) across reading, writing, speaking
and comprehension skills.

Previous research has shown that highly proficient bilinguals
exhibit symmetric switch costs because the activation levels of their
two languages are similar, which reduces reliance on inhibitory
mechanisms (Costa & Santesteban, 2004; Schwieter & Sunderman,
2008). For example, Meuter and Allport (1999) found that high-
proficiency bilinguals showed symmetric costs in language switch-
ing, whereas low-proficiency bilinguals exhibited asymmetrical
switch costs. Additionally, Filippi et al. (2014) found that asym-
metrical switch costs were negatively correlated with L2 profi-
ciency, indicating that as proficiency in the second language

increased, switch costs tended to become symmetric. These find-
ings further support our results showing symmetric switch costs in
Tibetan–Chinese bilinguals. According to the ICM, language switch-
ing costs primarily arise from sustained inhibition mechanisms
(Green, 1998). When one trial involves using a particular language,
the nontarget language is inhibited. In the subsequent trial, if the
previously inhibited language is required, the lingering inhibition
must be overcome, which increases the language switching load and
makes language switchingmore difficult. In contrast, when repeating
the same language, the target language remains activated and the
nontarget language continues to be inhibited, resulting in faster
reaction times and higher accuracy. ICM also posits that the inhib-
ition process is reactive, i.e., the higher the activation level, the
stronger the inhibition required. Therefore, when switching to a
previously highly activated and strongly inhibited language, the
difficulty of releasing inhibition increases, leading to higher switch
costs. However, for individuals with high L2 proficiency, the activa-
tion levels of both languages are more balanced, which likely reduces
the need for inhibition, resulting in symmetric switch costs (Declerck
& Philipp, 2015). This suggests that language proficiency signifi-
cantly affects the efficiency of inhibitorymechanisms and the fluency
of language switching.

5.3. Neural signals predicting L1–L2 switch costs: results based
on machine learning

The current study found that audiovisual modality, L2–L1 language
switching direction and early time-window neural signals in the
posterior region of interest played a crucial role in predicting L1–L2
switch costs. This suggests that the mode of stimulus presentation,
the direction of language switching and early neural signals are all
vital for predicting switch costs in language processing.

Previous research has separately compared the effects of visual
and auditory modalities on language switching, revealing distinct
switching behaviors in bilinguals in different conditions: in some
cases, the cost of visual switchingwas greater than auditory, while in
others, the opposite was true (Declerck et al., 2015; Xing Qiang,
2021). However, few studies have explored the impact of audio-
visual modality stimulus (i.e., the combination of visual and audi-
tory) on bilingual switching. In the present study, behavioral results
indicated that compared to the single visual or auditory modality
stimulus, the audiovisual modality stimulus significantly acceler-
ated overall language processing speed, both in repetition and
language switching tasks. This suggests that audiovisual stimuli
might enhance language processing efficiency through its multi-
modal information, thereby promoting smoother bilingual switch-
ing. Some reviews have highlighted that audiovisual stimuli can
induce gamma oscillations and have potential benefits in treating
cognitive, emotional and sleep disorders (Chen et al., 2022). Fur-
thermore, audiovisual content in daily life, such as television and
films, plays an important role in language acquisition, particularly
when learners are exposed without subtitles or with different types
of subtitles (interlingual and intralingual), providing an effective
language environment for learners (Caruana, 2021; Montero Perez,
2022; Zhang & Zou, 2022). An empirical study also indicated that
people find audiovisual modality stimulus more attractive than
single visual or auditory input (Hu et al., 2023). These findings
suggest that the rich information available in audiovisual modality
stimulus is particularly valuable for second language learners.
Moreover, the study found that neural activity evoked by L2–L1
language switching could significantly predict L1–L2 switching
behavior, implying that similar neural signals may be present for
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both switching directions during the early time window. This
finding is consistent with our experimental results, which showed
no significant asymmetry between the two switching directions in
terms of switch costs at the behavioral and neural levels (Declerck
et al., 2021). Most importantly, the study emphasized the import-
ance of early time-window neural signals for predicting language
switching behavior. This conclusion aligns with previous research
on the neurodynamics of bilingual switching, which found a main
effect of switch cost (switch versus repeat) at around 200–300 ms
(Peeters, 2020) and 200–350 ms (Declerck et al., 2021; Verhoef
et al., 2010). These results further support the crucial role of early
neural responses in bilingual language switching.

We additionally constructed four ridge regression models,
namely: Model 1: Using neural signals from the audiovisual modal-
ity to predict switching behavior in the audiovisual modality (see
Table S1 in the Supplementary Materials); Model 2: Using neural
signals from the visualmodality to predict switching behavior in the
visual modality (see Table S2 in the Supplementary Materials);
Model 3: Using neural signals from the auditorymodality to predict
switching behavior in the auditory modality (see Table S4 in the
Supplementary Materials) and Model 4: Using unimodal neural
signals from the visual and auditory modalities to predict
switching behavior in the audiovisual modality (see Table S4 in
the Supplementary Materials). Among the within-modality pre-
dictive models (i.e., Models 1, 2 and 3), the early time window plays
a particularly important role in predicting the corresponding labels
for models that include visual signals, whereas for the model that
relies solely on auditory signals, the late time window is critical. In
addition, the ROIs in the within-modality predictive models are
primarily concentrated in the central and frontal areas. Regarding
the cross-modality predictive model (i.e., Model 4), visual (versus
auditory) signals are most critical for predicting the switching cost
of multimodal cues, with the early time window in the central and
posterior regions also playing an important role. This finding is
consistent with previous studies suggesting that visual signals are
more important than auditory signals in the perception of multi-
modal social cues (Hu et al., 2023).

6. Conclusion

Study 1 utilized a cue-based bilingual switching task to explore the
impact of audiovisual modality stimulus on the language switching
behavior and neurodynamics of Tibetan–Chinese bilinguals.
Behavioral results demonstrated that, compared to the single visual
or auditory modalities, the audiovisual modality significantly
enhanced language output, highlighting the importance of multi-
sensory input in language processing. ERP results further revealed
that audiovisual modality evoked a smaller positive amplitude in
the early time window (200–350 ms), indicating reduced neural
activity compared to visual and auditory conditions. Additionally,
in the later time window (350–700 ms), only in the auditory
modality did the neural signals for repetition and switching tasks
exhibit a significant divergence, reflecting the unique neural pro-
cessing characteristics of the auditory modality stimulus. Machine
learning analysis showed that audiovisual modality, L2–L1 lan-
guage switching direction and early time-window neural signals
in the posterior region of interest weremost important in predicting
L1–L2 language switching behavior. In the auditory modality, we
observed an asymmetrical switch cost, suggesting that auditory
input may influence the balance of language switching in specific
contexts. These results were replicated in Study 2, and it was further

found that processing the second language in the auditory modality
affects switch costs. The findings demonstrate that the audiovisual
modality reduces language switch costs, whereas the auditory
modality and second-language processing increase them.
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