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Abstract
Extensive experimental research on public good games documents that many sub-
jects are “conditional cooperators” in that they positively correlate their contribu-
tion with (their belief about) contributions of other subjects in their peer group. The 
goal of our study is to shed light on what preference and decision-making patterns 
drive this observed regularity. We consider reciprocity, conformity, inequality aver-
sion and residual factors, such as confusion and anchoring, as potential explanations. 
Effects of these drivers are separated by varying how others’ contributions are deter-
mined and the informational content of the conditioning variable across treatments. 
Assuming additive separability of the effects of the four drivers, we find that, of the 
average conditionally cooperative behavior, at least 40 percent is driven by residual 
factors. For the remainder, most is accounted for by inequality aversion, some by 
conformity and very little by reciprocity. These findings carry an important message 
for how to interpret conditional cooperation observed in the lab. We also discuss 
what these findings mean for understanding conditional cooperation in fundraising 
applications in the field.
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1 Introduction

Casual observation as well as an extensive experimental literature (Ledyard, 1995) 
document that people voluntarily contribute to public goods. This observation is 
squarely at odds with the traditional model of self-regarding preferences. Under this 
model, each individual has a strictly dominant strategy of free-riding (i.e., contrib-
uting zero). Most of the existing explanations of this empirical regularity rely on 
existence of social preferences.1 Although positive voluntary contributions can be 
explained by maximization of social welfare (Laffont 1975) or altruistic/warm-glow 
preferences (Becker, 1974; Andreoni, 1989, 1990), predictions of these theories 
within the linear public good game, a workhorse of research in this area, do not 
square well with empirical evidence. In particular, while these theories predict that 
an individual contributes the same amount no matter how much the others contrib-
ute, Fischbacher et al.,, (2001) (henceforth FGF) document that a sizable group of 
subjects contribute more if the others on average contribute more as well. They call 
this empirical pattern “conditional cooperation” (henceforth CC). The authors clas-
sify about one half of their subjects as conditional cooperators (henceforth CCs), 
one third as free-riders (contributing zero regardless of the average contribution of 
the other group members), and the rest as fitting other (or no particular) patterns. 
These findings have later been replicated by numerous laboratory studies (Thöni & 
Volk, 2018). Moreover, multiple studies in the lab2 and in the field3 document a pos-
itive correlation between contributions and historical contributions or beliefs about 
current contributions of others, suggesting presence of CC.

It is not very well understood, however, what preference and decision-making 
patterns drive CC and what their relative roles are. CC could be driven by reci-
procity (to perceived intentions behind others’ contributions), conformity (to oth-
ers’ contributions regardless of payoff consequences), aversion to payoff inequality 
(in comparison to others regardless of their intentions), and other residual factors. 
Reciprocity is a kind (unkind) response to an action by others that is perceived to be 
driven by their kind (unkind) intention (Rabin, 1993; Dufwenberg & Kirchsteiger, 
2004; Falk & Fischbacher, 2006) or by their generous (ungenerous) type (Levine, 
1998; Rotemberg, 2008; Gul and Pesendorfer, 2016). Conformity is an act of follow-
ing an observed behavior of others. It could arise due to adherence to a (perceived) 
social norm (Axelrod 1986; Bernheim, 1994; Fehr & Fischbacher, 2004, a.k.a. “nor-
mative conformity”) or due to social learning about an optimal decision (Bikhchan-
dani et al., 1998, a.k.a. “informational conformity”). Inequality aversion is a willing-
ness to take action in order to reduce material payoff inequality between oneself and 
others irrespective of whether the inequality originates from intentions of the others 

1 A leading alternative explanation applicable to observations from laboratory studies is experimental 
subject confusion (Andreoni, 1995; Houser & Kurzban, 2002).
2 See Gächter, (2007) and Chaudhuri (2011) for surveys.
3 See, for example, Frey and Meier (2004), Alpizar et al., (2008), Croson and Shang (2008), Shang & 
Croson (2009), Croson et al., (2009) and Goeschl et al., (2018).
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or not (Fehr & Schmidt, 1999; Bolton & Ockenfels, 2000). Residual factors include 
any other alternative explanation of CC.

Regarding the residual factors, we speculate that the most important ones include 
anchoring and confusion. Anchoring is an act of letting one’s decisions be influ-
enced by payoff- and belief-irrelevant numerical cues (Tversky & Kahneman, 1974). 
(Subject) confusion (Andreoni, 1995; Keser, 1996; Houser & Kurzban, 2002) can 
be thought of as an imperfect “game form recognition” (Chou et al., 2009) in that 
subjects fail to properly understand how players’ strategy combinations map to their 
payoffs and, consequently, fail to recognize what would constitute an optimal strat-
egy given one’s own preferences.4 The possibility that laboratory-observed CC is 
driven by confusion has been illustrated by Ferraro and Vossler (2010) and Burton-
Chellew et  al., (2016). These two studies find that when subjects play the public 
good game against computers using the FGF design, with nobody else benefiting 
from their contributions, the classification into conditional contribution types results 
in a distribution remarkably similar to that of FGF and its replications. In particular, 
the share of CCs is approximately 50%. All this happens despite subjects having to 
answer control questions that are supposed to assure understanding of the instruc-
tions. Moreover, Burton-Chellew et  al., (2016) document that CCs, as opposed to 
free-riders, are more likely to misunderstand the game.

Knowing more about the relative strength of the four potential drivers, apart from 
being interesting on its own, has important implications for how to interpret, extrap-
olate, and, in a fundraising setting, also exploit empirical findings on CC. Tradi-
tionally, CC has been approached as an all-encompassing reflection of cooperative 
behavior or, at a more granular level, as a reflection of reciprocity, inequality aver-
sion or conformity. In the laboratory setting, however, this view has been challenged 
by the results of Ferraro and Vossler (2010) and Burton-Chellew et al., (2016). The 
latter go as far as to suggest that laboratory-observed CC might, in essence, be a 
data pattern driven purely by confusion. Given the prominence of the FGF method 
in measuring CC, it is important to shed more light on the role that confusion (and 
anchoring) play in such measurement. In the fundraising field setting, understanding 
the relative role of various drivers of CC is likely to be useful for choosing the type 
of “social information” to be presented to would-be contributors. If CC is driven by 
conformity, then behavior of any present or historical reference group of contribu-
tors can be used to motivate higher contributions.5 If CC is driven by reciprocity, it 
might be necessary to refer to a group of earlier contributors in the current fundrais-
ing campaign instead. If CC is driven by fairness concerns (i.e., inequality aversion), 
it is important to carefully consider which reference groups (for example, income- or 

4 We speculate that imperfect game form recognition is mostly caused by insufficient attention paid to 
details of the environment in combination with complexity of the environment.
5 Along the lines of informational conformity, early contributions, or “seed money”, can affect later 
would-be contributors in that it signals that the goal of the fundraising campaign is worthy (List & Luck-
ing-Reiley, 2002; Vesterlund, 2003; Andreoni, 2006). By having only one available contribution project 
of a known quality, our design excludes this channel. Our results therefore have implications only for 
normative conformity.
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wealth-wise) would be most relevant to would-be contributors. If CC is driven by 
anchoring, suitably suggesting a contribution amount might be all that is required.

The aim of our study is to disentangle the four potential drivers of CC in a labora-
tory setting. We utilize a modified version of the FGF design (detailed in Sect. 3). In 
a within-subject design, each subject, after contributing unconditionally (treatment 
1), is also faced with four conditional contribution treatments. In treatments 2 to 4, 
subjects condition on the average contribution of the three other members of their 
contribution group. What differs across these three treatments is how the contribu-
tions of the other three group members are determined. In treatment 2, the other 
group members’ contributions are equal to their unconditional contributions from 
treatment 1, as in the original design of FGF. All four explanations play a poten-
tial role here. In treatment 3, the other group members’ contributions are equal to 
unconditional contributions of three randomly chosen group non-members from 
treatment 1. This treatment eliminates reciprocity as an explanation of CC because 
the conditioning variable no longer reflects intentions of the other group members.6 
In treatment 4, the other group members’ contributions are randomly generated by 
computer. On top of treatment 3, this treatment also eliminates conformity as an 
explanation. Finally, in treatment 5, subjects no longer condition on the average con-
tribution of the three other members of their contribution group, but, rather, they 
condition on the average of three randomly drawn numbers that are independent of 
the groupmates’ contributions. The other group members’ contributions are inde-
pendently randomly generated by the computer. On top of treatment 4, this treatment 
eliminates also inequality aversion and leaves only residual factors as a potential 
explanation. We identify the impact of reciprocity by comparing conditional contri-
butions in treatments 2 and 3; that of conformity by comparing treatments 3 and 4; 
that of inequality aversion by comparing treatments 4 and 5. Treatment 5 identifies 
the impact of residual factors.

We do not attempt to separate anchoring from confusion as it is inherently diffi-
cult. Whenever anchoring is present, some type of confusion is very likely to be pre-
sent as well.7 Whenever confusion is present, there are some ex post patterns of con-
ditional contributions that would allow one to argue that anchoring is not present.8 
However, it is hard to think of a reliable way to rule out anchoring by design ex ante.

Based on the within-subject design, we find a strong CC behavior even in treat-
ment 5 in which only the residual factors play a role. Adding inequality aversion 
in treatment 4 further increases the extent of CC behavior. Adding conformity in 
treatment 3 leads to a small further increase in CC behavior with borderline statisti-
cal significance. Finally, adding reciprocity in treatment 2 has a minimal impact on 

7 The only case to the contrary we can think of is if a subject is indifferent across several levels of his 
contribution and uses anchoring on the computer-generated random conditioning variable to implement 
a mixed strategy.
8 For example, when playing against computers as in Ferraro & Vossler, (2010) and Burton-Chellew 
et al., (2016), a non-zero contribution that is independent of how much the three computers contribute on 
average suggests confusion, but not anchoring on the conditioning variable.

6 More specifically, this treatment eliminates direct reciprocity, but not necessarily generalized reciproc-
ity. We discuss this point in more detail in Sects. 3 and 8.
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CC behavior. Based on the estimated slopes of the average conditional contribution 
schedules by treatment, we find that residual factors account for about two thirds, 
inequality aversion for one quarter and conformity for one tenth of the CC behavior. 
Reciprocity is estimated to play virtually no role.

Next, we examine robustness of these findings to a possible imperfect percep-
tion of various treatments and their differences created by the within-subject design 
and presentation of the instructions. For this purpose, we collect additional data for 
treatments 2 and 5 using a between-subject design. Based on the estimated slopes 
of the average conditional contribution schedule by treatment, we find that residual 
factors account for about 59% of the CC behavior. If restricting the sample to only 
those who demonstrate a strong understanding of the instructions, the share is 45%. 
This robustness check therefore confirms the important role of residual factors in 
driving conditionally cooperative behavior in treatment 2.

The paper proceeds as follows. Section 2 reviews the related literature. Section 3 
outlines the experimental design. Section 4 reviews the utilized empirical methodol-
ogy. Section 5 presents our results. Section 6 presents the design and results of the 
robustness analysis based on the between-subject design. Section 7 links the find-
ings to the previous literature and discusses a potential alternative explanation of the 
results in treatment 5. Finally, Sect. 8 concludes.

2  Related literature

2.1  Reciprocity, conformity, inequality aversion and anchoring

This study is most closely related to the work of Bardsley and Sausgruber (2005) 
and Cappelletti et al., (2011). Bardsley and Sausgruber (2005) attempt to distinguish 
the roles of reciprocity and conformity in driving CC. They analyze conditional 
contribution behavior of subjects who see possible vectors x−i of contributions of 
other members of their own group and possible vectors y of members of another 
group. They identify conformity by reaction to changes in y, holding x−i constant. 
They identify the combined CC effect of reciprocity and conformity by reaction to 
changes in x−i , holding y constant. Assuming additive separability of the two driv-
ers, they conclude that, of the combined effect, 2/3 are accounted for by reciprocity 
and 1/3 is accounted for by conformity. This identification strategy requires that the 
strength of conformity with x−i and that with y is the same. However, this is unlikely 
to be the case given the utilized design. The issue is that all the members of the own 
group, even those who account for x−i , see y before deciding on their contributions. 
As a result, especially in cases when the level of contributions in x−i and y is very 
different, it is reasonable to expect that conformity with x−i is stronger than that with 
y because the decision-maker is likely to infer that if the other group members chose 
to deviate from the level of contributions in y, there is probably a good reason to do 
so (informational conformity). Indeed, this reasoning appears to be confirmed by the 
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data.9 As a result, the estimate of 1/3 of the total CC effect is likely to be an under-
estimate of the true effect of conformity in the combined effect of conformity and 
reciprocity. Also, the paper does not attempt to experimentally isolate the roles of 
inequality aversion and residual factors.

Cappelletti et al., (2011) attempt to disentangle the roles of reciprocity, inequality 
aversion and anchoring, but not that of conformity. They use a design that shares a 
similarity with FGF in terms of eliciting conditional contributions, but differs from 
it by making payoffs non-linear in contributions (with a strictly increasing marginal 
cost of contributions) and using repeated play based on a stranger-matching proto-
col. They find that CC behavior is predominantly driven by anchoring and inequality 
aversion (by about the same amount), with reciprocity having a small and statisti-
cally marginal role.10,11,12

Our design attempts to integrate the existing approaches in a broader and unified 
framework. First, we consider all four potential drivers of CC behavior in a single 
setting. Second, our design builds on the FGF design that uses a linear public good 
game and that is also used in many existing replications (Thöni & Volk, 2018). This 
makes our study directly comparable to many other studies in the literature. Third, 
our conditioning variable is always the average of three independent unconditional 
contributions or randomly drawn numbers. We hence avoid information-cascade-
like problems in interpreting various conditions.

Other authors have attempted to address similar questions using data from repeat-
edly-played public good games. Ashley et al., (2010) attempt to distinguish the roles 
of reciprocity and inequality aversion, but not those of conformity or other factors, 
using data from repeated public good game experiments with fixed-group matching 
and ex post observability of individual contributions in the previous period within 
own group only (baseline treatment) or also across groups (alternative treatment). 
They conclude that the dynamics of contributions are more consistent with inequal-
ity aversion than with reciprocity. However, the fixed-group design with repeated 
interaction allows for alternative interpretations of the results based on dynamic 
strategizing and reputation-building.13,14

13 There is also work on whether reciprocity or inequality aversion drives punishment in public good 
games. Dawes et al., (2007) and Johnson et al., (2009) find that a significant part of punishment in public 
good games is driven by inequality aversion rather than reciprocity. On the other hand, Falk et al., (2005) 
conclude that punishment by cooperators is predominantly driven by reciprocity rather than inequality 
aversion.
14 There is also a related literature that addresses the same research question in the domain of a common 
pool resource game. Velez et  al., (2009) conduct a framed field experiment with fishermen in Colom-
bia and find an upward-sloping best response. Based on this monotonicity, they conclude that observed 
behavior is best-explained by conformity.

9 See the comparison of average contributions in LH and HL in their Fig. 1.
10 See their regression-based analysis summarized in Result 3 and Table 4.
11 Reciprocity appears to play a somewhat more important role in their type classification analysis sum-
marized by Result 1 and Tables 2 and 3. However, no statistical tests are provided with this analysis.
12 As admitted by the authors themselves, their non-linear design is likely to be overly complex for sub-
jects, as reflected in an atypically low incidence of CC relative to studies based on the linear public good 
game. This design also complicates the analysis of contribution data as different sub-ranges of contribu-
tions need to be analyzed separately. Consequently, the results are sensitive to which sub-range one looks 
at.
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2.2  Confusion

As discussed in Sect. 1, subject confusion might play a significant role in explain-
ing laboratory-observed CC. Burton-Chellew et  al., (2016) list several reasons 
they think lead to subject confusion in the original FGF design: (1) using the verb 
“invest” to describe the act of contribution might invoke a sense of a risky endeavor 
the return to which depends on complementary “investment” of others; (2) subjects 
might not be fully aware of the private cost of contributing and hence might not 
realize the social dilemma that they face; for example, of the four control ques-
tions aimed at assuring understanding, only one (question 3) illustrates the trade-off 
inherent in the social dilemma; (3) since asked to contribute conditionally, subjects 
might think that the value of the conditioning variable is important and that their 
conditional contribution should vary with it even though they cannot see an obvious 
reason for such correlation (an experimenter demand effect).15 Goeschl & Lohse, 
(2018) and Recalde et al., (2018) argue and document that confusion in public good 
games might be aided by time pressure. We use these suggestions as a guideline for 
our experimental design. We develop an alternative set of instructions that uses the 
verb “contribute” instead of “invest” to describe the act of contribution. Instead of 
using control questions, which both Ferraro & Vossler, (2010) and Burton-Chellew 
et al., (2016) find to be ineffective in preventing confusion, we aid understanding of 
the game by giving subjects an opportunity to simulate their and other group mem-
bers’ payoffs on a simulator (see Section 3). The simulator gives subjects a simple 
interface to perform a ceteris paribus analysis of how a marginal change in their or 
another subject’s contribution affects payoffs of all members of the group. Also, we 
remove any time pressure from subjects and let them proceed at their own pace.

More generally, instead of merely examining a potential presence of confusion 
in conditional contributions, our study integrates confusion into a fully-fledged CC 
decomposition exercise. Moreover, unlike Ferraro and Vossler (2010) and Burton-
Chellew et al., (2016), which rely on subjects interacting with computerized players, 
all players in our design are humans. As a result, we avoid a criticism raised against 
the two studies that their findings are driven by subjects being uncertain about who, 
if anyone, collects the payoffs.

3  Experimental design and identification strategy

We build on the original design of FGF with some modifications. Subject play a 
linear public good game in groups of four. Each subject i independently decides 
how many of her 10 tokens (as opposed to 20 in FGF) to allocate into her pri-
vate account ( 10 − gi ) and how many to contribute (as opposed to “invest” in 
FGF) to a “group project” ( gi ). Each subject receives a payoff from the public 
good equal to 0.75 (instead of 0.4 in FGF) times the sum of all the contributions 
to the group project. Hence the material payoff in tokens of subject i is given by 

15 We come back to the experimenter demand effect in Sect. 7.
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�i = 10 − gi + 0.75
∑4

j=1
gj , where j indexes the members of the same contribution 

group. The reason why we use the marginal per capita return of 0.75 instead of 0.4 
is to secure a high share of CCs in order to increase statistical power of our decom-
position exercise.

Subjects make contribution decisions in five different treatments, labeled to them 
as “scenarios,” described in Sect. 3.2. The underlying public good game is the same 
across all five treatments and subjects are informed that any decision they make in 
the experiment has a positive chance of being payoff-relevant for them and the other 
group members.

3.1  Procedure

Each experimental session begins with one-page printed General Instructions (see 
Online appendix A). Subjects are given information about the outline of the experi-
ment, including the number of treatments, the fact that they will not be given any 
feedback on their or anyone else’s decisions or earnings before a feedback stage at 
the end of the experiment. They are also informed about the exchange rate between 
experimental tokens and cash. Finally, they are also informed that in each treatment 
they will interact in groups of 4 subjects and that everyone will be paid based on the 
same one treatment (strategy method) randomly determined by a public draw at the 
end of the experiment. This is followed by another one-page printed instructions 
(see Online appendix A) describing the public good game and its payoffs. This is the 
game played in treatment 1. Subjects are also notified that payoffs are calculated in 
the same way also in the following four treatments.

Subjects then get 3 minutes to interact with an on-screen simulator (see Figure B1 
in Online appendix B for a screenshot) using which they can simulate their earnings 
and the earnings of the other group members as a function of all four group mem-
bers’ contributions. Initial simulated values of the four contributions are randomly 
selected by computer in order to mitigate any potential anchoring bias. Subjects can 
add to or subtract from the individual contributions in the increments of 1 token. 
After each such incremental change, subjects can observe the change in everyone’s 
payoffs. The design of the simulator aims to clarify to subjects what the marginal 
payoff consequences of their own contribution and of the other group members’ 
contributions are. Afterwards, the experiment progresses to treatment 1 in which 
subjects decide on their unconditional contributions (see Figure B2 in Online appen-
dix B for the input screen).

After treatment 1 is finished, we distribute additional printed instructions that are 
common to treatments 2-5 (see Online  appendix  A) which are labeled as “condi-
tional treatments.” They explain the principle of conditional contributions as fol-
lows. There are three “Type X” participants and one “Type Y” participant in each 
group. Types of all subjects are chosen by computer at the end of the experiment, 
with each participant in a group having the same chance of being the Type Y par-
ticipant. The Type X participants contribute to the public good according to the rule 
announced for each treatment. The Type Y participant contributes to the public good 
based on his/her decisions in the “contribution table.” In this table, subjects specify 
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how much they wish to contribute conditionally on the rounded average of three 
numbers. Subjects are told that what these numbers are will be announced to them at 
the beginning of each treatment. The conditioning variable takes values from the set 
{0, 1, ..., 10} . The task in each treatment is to specify the conditional contribution for 
each possible value of the conditioning variable for the case one is selected to be the 
Type Y participant. The instructions then describe what the contribution table looks 
like and, by means of examples, which input into the contribution table becomes 
relevant for the group members’ earnings. Subjects are also told that treatments 2-5 
will be presented to them in a random order and that they will receive instructions 
for each treatment on the screen.

Subjects are then sequentially presented with treatments 2-5 in a scrambled order 
(see Online  appendix A for on-screen instructions) and make 11 conditional con-
tribution decisions in each treatment (see Figures B3-B6 in Online appendix B for 
the input screens in treatment 2-5). Subjects are never aware of the content of the 
upcoming treatments while making their decisions for the current treatment. The on-
screen instructions and the input screens inform subjects about how the actual con-
tributions of the three Type X participants are determined and about the definition of 
the conditioning variable. In order to further aid understanding, the text instructions 
are complemented by graphical schemes illustrating how the contributions are deter-
mined in that particular treatment (see Online appendix A).16

After all subjects have finished entering their conditional contributions, we 
administer a demographic questionnaire. We elicit gender, age, country of origin, 
number of siblings, academic major, the highest achieved academic degree so far, 
and an estimate of monthly spending.

Subjects are paid based on their decisions in one treatment chosen randomly by 
a public draw of a chip from a set of chips numbered 1 to 5 at the end of the experi-
ment. If treatment 1 is chosen to be payoff-relevant, the contributions are determined 
according to the decision of each group member in that treatment. If one of the other 
four conditional treatments is chosen to be payoff-relevant, then one group member 
is randomly chosen by computer to be the Type Y participant, with the remaining 
three group members being assigned the role of Type X participants. Everyone’s 
contributions and earnings are then determined according to the rules described 
above. At the end of the experiment, experimental earnings in tokens are converted 
into cash and paid privately to subjects.

3.2  Treatments

In treatment 1, subjects simply decide how much to contribute unconditionally. 
This treatment is the first treatment presented to all subjects. This treatment is fol-
lowed by four conditional treatments. They differ in two respects. First, in treatment 
2, as in FGF, the groupmates’ contributions are equal to their unconditional contri-
butions from treatment 1. In treatment 3, the groupmates’ contributions are equal 

16 The instructions and the graphical schemes were tested during three pilot sessions in order to ensure 
understanding by subjects.
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to unconditional contributions of three randomly chosen group non-members from 
treatment 1. In treatment 4 and 5, the groupmates’ contributions are randomly and 
independently generated by computer from the uniform distribution on {0, 1, ..., 10} . 
Second, in treatments 2, 3 and 4, the conditioning variable is equal to the rounded 
average contribution of the three other group members in that treatment. In treat-
ment 5, it is equal to the rounded average of three randomly and independently 
drawn numbers from the uniform distribution on {0, 1, ..., 10} that are independent 
from the groupmates’ contributions.17,18

3.3  Identification strategy

This design allows us to disentangle the impact of reciprocity, inequality aversion, 
conformity and residual factors on the conditional contribution behavior in treat-
ment 2. Behavior in this treatment is potentially affected by all four drivers. To out-
line the argument, note that, ceteris paribus, each additional token contributed by 
members 2, 3 and 4 on average increases �1 by 2.25 tokens and �j , for j ∈ {2, 3, 4} , 
by 1.25 tokens. This has two implications. First, an additional token of ḡ234 might be 
viewed by member 1 as a kind marginal act of her groupmates toward herself, trig-
gering intention-based reciprocity.19 Alternatively, it might be seen by member 1 as 
a marginal signal of the groupmates’ generosity, triggering an increased generosity 
by member 1 herself within the context of interdependent-type reciprocity. In either 
case, the resulting reciprocity increases g1 . Second, member 1 might take a norma-
tive or an informational cue from ḡ234 . If so, an additional token of ḡ234 increases 
g1 by conformity. Third, an additional token of ḡ234 increases the payoff of member 
1 relative to her groupmates by 1 token on average. If averse to payoff inequality, 
member 1 will counteract such increase by increasing g1 . Fourth, if member 1 is 
unsure about what conditional contributions to pick, ḡ234 might serve as an anchor 
and hence g1 will be positively correlated with ḡ234.

17 We deviate from FGF in that, unlike them, we do not make subjects upfront aware that their uncondi-
tional contribution in treatment 1 might affect one’s or other group members’ payoffs in treatment 2 and 
other subjects’ payoffs in treatment 3. This might, under a very rigorous definition, constitute deception. 
We believe, however, that our design falls into the gray area of what is still an acceptable practice. When 
trying to define deception in economic experiments, there is a general agreement that explicitly mislead-
ing subjects is considered unacceptable (Cooper, 2014; Hertwig & Ortmann, 2008; Wilson, 2014). This 
is clearly not what we do. Krawczyk (2019) surveys experimental economists and experimental subjects 
in order to evaluate several potentially deceptive procedures. Our approach resembles a milder form of 
a procedure which he labels “linked questions,” and which ranks in the middle of the “deceptiveness” 
spectrum among procedures that do not explicitly mislead. Charness et al., (2020) conduct a similar sur-
vey. Our approach falls into what they label as “unexpected data use.” Among 7 potentially deceptive 
practices they ask about, this one is perceived to be the least deceptive.
18 Our approach is similar to the one used in a stream of literature which sorts subjects into groups based 
on their earlier decision without these subjects being aware of the sorting mechanism (Janssen et  al., 
2019; Gunnthorsdottir et  al., 2007; Wilson et  al., 2012; Rigdon et  al., 2007). The motivation for such 
design is likewise driven by a worry that subjects might make different earlier or later decisions if they 
knew about the influence of their early decision on what happens later in the experiment.
19 The kindness of this act seems intuitively obvious. To consider kindness of a higher groupmates’ aver-
age contribution within formal definitions introduced in the literature, see the Appendix.
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Treatments 3, 4 and 5 eliminate reciprocity as a driver since contributions of the 
groupmates are not determined by themselves. As a result, the conditioning variable 
does not carry any information about groupmates’ intentions or generosity types. 
Treatments 4 and 5 also eliminate conformity as a driver since the conditioning vari-
able is computer-generated and hence does not carry information about any human 
decisions. Treatment 5 in addition eliminates inequality aversion as a driver since 
the conditioning variable does not carry any useful information. The identifica-
tion strategy is summarized in Table 1. Assuming additive separability among the 
impacts of the four drivers, the impact of reciprocity is identified by differencing 
conditional contributions between treatments 2 and 3; that of conformity by differ-
encing between treatments 3 and 4; and that of inequality aversion by differencing 
between treatments 4 and 5. Treatment 5 identifies the impact of residual factors. 
This way, the conditional contribution behavior in treatment 2 can be decomposed 
into the four components corresponding to the four respective behavior drivers.

Some discussion is in order before proceeding. First, regarding a potential con-
found in treatment 3, although subjects cannot directly reciprocate to the subjects 
whose intentions lie behind the groupmates’ contributions, they might “generally” 
reciprocate to other subjects. If so, behavior in treatment 3 might be driven by “gen-
eralized” reciprocity to some extent.20 Distinguishing generalized reciprocity from 
conformity is difficult in lab conditions under anonymity and random assignment of 
subjects to groups or roles. Hence, to the extent it is present, we subsume general-
ized reciprocity under the “conformity” label.

Second, regarding another potential confound, to the extent that a higher ḡ234 
in treatment 2 might come hand-in-hand with a higher second-order belief of the 
conditional contributor about how much her groupmates expect their groupmates 
to contribute,21 an increasing conditional contribution schedule could (partly) be 
driven by guilt aversion (Charness & Dufwenberg, 2006; Battigalli & Dufwenberg, 
2007) instead of reciprocity. Some previous studies have tried to induce exogenous 
variation into second-order beliefs while keeping material payoffs constant and the 
results are inconclusive (Ellingsen et  al., 2010; Al-Ubaydli and Lee 2012; Engler 
et  al., 2018). Since we want to stay close to the FGF design blueprint, we do not 
elicit and manipulate beliefs and therefore have no way of distinguishing the two 
drivers. In our setting, they arguably work in the same direction, so we will subsume 
guilt aversion under the “reciprocity” label.

Third, when it comes to reciprocity, conformity and inequality aversion, the con-
ditional contributor can only condition on the rounded average contribution of the 
other group members. The conditional contributor does not get to see what three 
contributions are behind this rounded average. This is potentially limiting since the 
conditional contributor might prefer to use another reference point than the average 

20 The usage of the terms “indirect” and “general” reciprocity is somewhat confused in the literature. 
We follow the terminology used by Herne et al. (2013). According to this terminology, direct reciprocity 
refers to B reciprocating to A after having been a target of an action by A. Indirect reciprocity refers to B 
reciprocating to A after having observed A acting toward C. Generalized reciprocity refers to B recipro-
cating to C after B having been a target of an action by A.
21 We label this belief b(ḡ234) in the Appendix.
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when expressing his preferences. We therefore need to assume that the rounded 
average is a sufficient statistic for expressing one’s preferences.22

Fourth, we opt for a within-subject design as opposed to a between-subject design 
because of noise reduction. Previous studies point to a significant heterogeneity in 
conditional contribution behavior among subjects in the FGF design across many 
different populations.23 Anticipating such heterogeneity also in our subject popula-
tion, the within-subject design reduces the resulting noise in the estimates of the 
impact of the various behavior drivers. In order to mitigate impact of potential treat-
ment order effects on our inference, we evenly balance all 24 possible orderings of 
the four conditional treatments in the sample.

3.4  Logistics

We collected data for 192 subjects over 9 sessions. There are 8 participating subjects 
for each of the 24 orders in which the four conditional treatments were presented. 
Due to a technical problem, the decisions of one subject for one of the scenarios 
were not recorded. Given our emphasis on within-subject design, we decided to drop 
this subject from our data set. The dataset we utilize therefore contains 191 subjects. 
All sessions were conducted in the Laboratory of Experimental Economics (LEE) at 
the University of Economics in Prague in May and June 2018. The experiment used 
a computerized interface programmed in zTree (Fischbacher 2007). Subjects were 
recruited using the Online Recruitment System for Economic Experiments (Greiner, 
2015) from a subject database of the lab. Our subjects are students from various 
universities in Prague, mostly from the University of Economics. Almost 72% of 
the subjects report “Economics or Business” as their field of study. The gender ratio 
is almost exactly balanced.24 One experimental token was worth 10 Czech koruna 
(CZK).25 The mean and median cash payoff, including a CZK 75 show-up fee, was 
CZK 28026 for approximately 1 hour of participation.27

22 In an alternative design, the conditioning space could be expanded to include all ordered triplets of 
contributions. But since there are too many such triplets, this would be impractical. Alternatively, the 
group size could be reduced to two, making the issue go away. For comparability reasons, however, we 
follow the design of FGF with four group members.
23 See Thöni & Volk, (2018) for a list of references.
24 There are 95 men and 96 women in the sample. We recruited men and women separately in order to 
achieve an approximately gender-balanced sample, but we did not insist on the particular proportion of 
each gender when subjects arrived to the lab.
25 €1 was equal worth around CZK 25.8 and $1 was worth around CZK 22 at the time of the experiment.
26 This was approximately €10.9 or $12.7 at the time of the experiment.
27 For a comparison, the hourly wage that students could earn at the time of the experiment in research 
assistant or manual jobs typically ranged from CZK 100 to CZK 120.
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4  Methodology for data analysis

We use two different methods to examine what drives CC. The first method is 
based on the average conditional contributions given each value of the condition-
ing variable. This method estimates the slope of the average conditional contri-
butions in the value of the conditioning variable in treatment 2 and decomposes 
this slope into analogous slopes due to the four constituent drivers. The second 
method classifies subjects into types according to the pattern of their condi-
tional contributions in a given treatment. It then traces how the type distribution 
changes across different treatments and what that reveals about the four constitu-
ent drivers of CC.

4.1  Slope decomposition

Formally, let i index subjects, j ∈ {2, 3, 4, 5} index the conditional treatments and 
c ∈ {0, 1, ..., 10} index the value of the conditioning variable. Let gijc be the con-
ditional contribution of subject i in treatment j if the value of the conditioning 
variable is c. Then the extent to which average conditional contributions increase 
with c in the given treatment can be estimated by the slope coefficient in the 
regression

With �̂2 being the OLS estimate of �2 , the extent of CC can then be measured by 
�̂CC ≡ �̂2 . Using the identification strategy presented in Subsect. 3.3, the extent of 
CC attributable to the four drivers can be estimated by �̂R ≡ �̂2 − �̂3 for reciprocity, 
�̂C ≡ �̂3 − �̂4 for conformity, �̂IA ≡ �̂4 − �̂5 for inequality aversion and �̂RF ≡ �̂5 for 
residual factors. By construction, we then have that

(1)gijc = �j + �jc + uijc.

(2)𝛽CC = 𝛽R + 𝛽C + 𝛽IA + 𝛽RF.

Table 1  Presence of behavior drivers in the four treatments

Treatment 2 Treatment 3 Treatment 4 Treatment 5

Reciprocity ×
Conformity × ×
Inequality aversion × × ×
Residual factors × × × ×
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This equation describes the slope decomposition. We estimate all the coefficients in 
one regression with treatment interactions for intercept and slope. When computing 
standard errors and performing statistical tests, we use clustering at subject level.

4.2  Subject type classification

The slope decomposition at the sample level that we described in the previous 
subsection can also in principle be done at the individual level. However, each 
such coefficient estimate is then based on only 11 conditional contributions of 
one subject in question. Given the small sample size and a lack of independence, 
no statistically meaningful conclusions can be drawn about such coefficients 
using conventional statistical methods.

In order to gain at least some insight into subject heterogeneity, we turn to the 
classification method of Thöni & Volk, (2018), which is itself a slight modification 
of the method used by FGF. Given the power difficulty mentioned in the previous 
paragraph, instead of capturing the extent of CC quantitatively, this method focuses 
on qualitatively distinguishing various types of conditional contribution schedules. 
The method distinguishes five conditional contribution patterns. In particular, a sub-
ject is classified to be a: (1) conditional cooperator if gi2c is weakly monotonically 
increasing in c without being flat in c, or the estimated Pearson correlation coef-
ficient between gi2c and c is at least 0.5; (2) free-rider if gi2c = 0 for all c; (3) uncon-
ditional cooperator if gi2c = g > 0 for all c; (4) “triangle cooperator” if there is a 
value c̄ ∈ {1, .., 9} such that gi2c is weakly monotonically increasing on c ∈ {0, .., c̄} 
and weakly monotonically decreasing on c ∈ {c̄, .., 10} , without being flat in c in 
either of the two regions, or there is a value c̄ ∈ {2, .., 8} such that the Pearson cor-
relation coefficient between gi2c and c is at least 0.5 for c ∈ {0, .., c̄} and at most −0.5 
for c ∈ {c̄, .., 10} ; (5) other if subject i is not classified as any of the previous four 
types. Moreover, if it happens that subject i satisfies the conditions for being both 
a CC and a triangle cooperator, then the subject is classified as a CC if and only if 
gi2 10 >

1

11

∑10

c=0
gi2c.

We extend this methodology from treatment 2 to all four conditional treatments. 
This way we can estimate the distribution of types in each treatment and examine 
how it shifts across treatments. In doing so, we pay special attention to how the 
share of CCs shifts across the four treatments.

5  Results

5.1  Preliminary analysis

Figure 1 presents a histogram of unconditional (i.e., treatment 1) contributions. The 
mean (median) unconditional contribution is 6.13 (6) out of 10. This is at the upper 
boundary of the range typically found in the literature (Ledyard, 1995). We attribute 
this finding to a MPCR of 0.75 that is also higher than what is usually found in the 
literature. A high MPCR makes contributing to the public good cheap and hence, for 
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example, a given distribution of reciprocity or inequality aversion in the population 
leads to a higher level of unconditional contributions on average.

Figure  2 plots the average conditional contribution across all subjects by the 
value of the conditioning variable c and treatment (2 through 5). In treatment 2, we 
observe that that the pattern of conditional contributions is monotonically increas-
ing with c, suggesting presence of CC. In particular, the average conditional con-
tribution for c = 10 is by about 4.5 tokens larger than the average conditional con-
tribution for c = 0 . This suggests that the extent of CC is quantitatively sizeable on 
average at almost one-half-for-one. The pattern of the average conditional contribu-
tions in treatment 3 is almost identical, suggesting that reciprocity plays little role in 
explaining CC. The pattern of the average conditional contributions in treatment 4 is 
also monotonically increasing with c. It is almost identical to treatments 2 and 3 for 
up to c = 3 , but it diverges from the previous two treatments downwards for higher 
values of c. At c = 10 , the gap is about 0.5 tokens. This suggests that conformity 
does play a role in explaining CC, albeit not a quantitatively very large one. The 
pattern of the average conditional contributions in treatment 5 is also increasing in 
c, but the slope is smaller than in treatment 4. The difference between the average 
conditional contributions at c = 0 and c = 10 is about 3 tokens, as opposed to about 
4 tokens in treatment 4. This suggests that inequality aversion plays an important 
role in explaining CC. Finally, somewhat unexpectedly, the pattern of average condi-
tional contributions is (almost) monotonically increasing with c also in treatment 5. 
The difference between the average conditional contributions at c = 10 and c = 0 is 
almost 3 tokens, two thirds of the analogous difference in treatment 2. This suggests 
that not only are residual factors present as a driver of CC, but they actually account 
for a major part of it.

5.2  Slope decomposition

Results of the slope decomposition along the lines of Eq. (2) are presented in 
Table  2. In the left panel, columns “Intercept” and “Slope” report estimates of 
the intercept and the slope, respectively, of the average conditional contribution 
schedule by treatment (Eq. 1). The right panel presents how �̂CC decomposes into 
�̂R , �̂C , �̂IA and �̂RF , both in absolute and in proportional terms.28 In line with our 
preliminary observations in Fig.  2, we find that the average conditional contribu-
tion in treatment 2 increases with c at the rate of approximately one half (precisely 
�̂CC = 0.495 ). That is, we observe imperfect (slope less than 1) but sizeable (slope 
more than 0) CC. In treatment 3, �̂3 is 0.492, almost as high as �̂2 . As shown in 
the right panel, the resulting difference of 0.002 (after rounding) accounts for only 
0.5% of �̂CC and is not statistically significant (t-test p = 0.924 ). That is, reciprocity 

28 We define the proportional impact of reciprocity, conformity, inequality aversion and anchoring by 
�̂R∕�̂CC , �̂C∕�̂CC , �̂IA∕�̂CC and �̂RF∕�̂CC , respectively. We obtain the respective standard errors by the 
Delta method.
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plays little role in explaining CC. In treatment 4, �̂4 is 0.44, which is by 0.052 less 
than �̂3 ( p = 0.082 ). Translated into proportional terms, this means that conformity 

Fig. 1  Histogram of unconditional contributions

Fig. 2  Average conditional contribution by value of the conditioning variable and treatment
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accounts for about one tenth of �̂CC . In treatment 5, where only residual factors 
play a role, the slope estimate �̂5 drops to 0.322, which is by 0.118 less than �̂4 
( p = 0.001 ). In proportional terms, this implies that inequality aversion accounts for 
almost one quarter of �̂CC . Finally, �̂5 is equal to 0.322, statistically significantly dif-
ferent from 0 ( p < 0.001 ). In proportional terms, residual factors account for almost 
two thirds �̂CC.

To summarize the slope decomposition, the main driver of CC is the residual 
factors, accounting for approximately two thirds of CC. The second most impor-
tant driver is inequality aversion, accounting for about a quarter of CC. Conformity 
accounts for approximately a tenth of CC, with the evidence for its presence being 
mildly statistically significant. Reciprocity plays virtually no role in driving CC.

5.3  Subject type classification

Table  3 displays a  distribution of the conditional contribution type by treatment 
based on the method of Thöni & Volk, (2018) (see subsection 4.2).29 In treatment 
2, which corresponds to the setting considered in the previous literature, we classify 
57.6% of subjects as conditional cooperators, 12.6% of subjects as triangle coopera-
tors, 12.0% of subjects as free-riders, 9.4% of subjects as unconditional cooperators 
and 8.4% of subjects as having the “other” type. Regarding the incidence of CC and 
triangle cooperation, our results are consistent with the range of type distributions 
estimated in many previous studies (Thöni & Volk, 2018). Regarding the incidence 
of free-riding, our finding lies toward the bottom edge of the range identified in the 
literature. We speculate that this is primarily driven by a high MPCR of 0.75 in 
our study, which coincides with the upper boundary of the range used in the litera-
ture. Minimization of free-riding fits our objective of increasing the power of the CC 
decomposition analysis.

Table 3  Conditional contributor type classification by treatment (% of all subjects, shares of conditional 
cooperators in bolded)

Treatment 2 Treatment 3 Treatment 4 Treatment 5

Conditional cooperator 57.6 56.0 52.9 40.8
Triangle cooperator 12.6 13.6 15.7 12.6
Free-rider 12.0 10.5 15.2 19.4
Unconditional cooperator 9.4 8.9 7.3 17.3
Other type 8.4 11.0 8.9 10.0

29 We implement the classification using the STATA routine cctype supplied as a companion to Thöni 
and Volk (2018).
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Looking beyond treatment 2, we observe that the type distribution in treatment 
3 is almost identical to that in treatment 2, suggesting that reciprocity plays little 
role on average in driving conditional contribution behavior in treatment 2. This 
is confirmed by formal tests. Neither the type distribution (Stuart-Maxwell test 
p = 0.546 ), nor being classified as a CC (paired sign test p = 0.690)30 is statistically 
significantly different across the two treatments. Moving on to treatment 4, there are 
some mild differences in the type distribution vis-à-vis treatment 3, such as a drop 
in the fraction of CCs from 56% to 52.9%. The difference in the type distribution is 
marginally statistically significant (Stuart-Maxwell test p = 0.053 ), but the differ-
ence in the fraction of CCs is not (paired sign test p = 0.392 ). This suggests that 
conformity plays at most a minor role in driving conditional contribution behavior 
in treatment 2. Moving on to treatment 5, there are relatively large differences in the 
type distribution vis-à-vis treatment 4. For example, there is a drop in the fraction 
of CCs from 52.9% to 40.8%. Both this difference (paired sign test p = 0.003 ) and 
the difference in the type distribution (Stuart-Maxwell test p = 0.002 ) are now sta-
tistically significant. This suggests that inequality aversion plays an important role 
in driving conditional contribution behavior in treatment 2. Again, the most unex-
pected finding in Table 3 is that 40.8% of subjects in treatment 5 behave as CCs, 
suggesting a large role of residual factors in driving conditional contribution behav-
ior in treatment 2. Indeed, the t-test rejects the hypothesis that this fraction is zero 
( p < 0.001 ). In quantitative terms, residual factors seem to be the main driver of CC 
in treatment 2, with inequality aversion playing a secondary role, conformity playing 
a minor role and reciprocity playing virtually no role. These observations mirror our 
earlier observations drawn from Figure 2 and Table 2.

5.4  Conditioning on conditional cooperators

An inviting idea is to apply either of our two methodologies only to those subjects 
who are classified as CCs in treatment 2 according to the classification from Subsec-
tion 4.2. After all, we are interested in knowing what drives CC. We report results 
of such exercise in this subsection. However, one needs to be cautious when inter-
preting these results because they are based on an endogenously selected sample. 
We expect that such selection tends to overstate the role played by reciprocity. To 
illustrate the point, consider an example in which the true expected conditional con-
tribution schedule is completely flat in each treatment. However, due to noise, a frac-
tion p ∈ (0, 1) of subjects, chosen randomly and independently in each treatment, 
submits a conditional contribution schedule that has a slope s > 0 . These subjects 
are then classified as CCs in the given treatment. The other subjects report flat con-
ditional contribution schedules and are not classified as CCs. If using the full sam-
ple for either of the two analyses, we would in expectation correctly conclude that 
there is some CC, but that it is fully driven by residual factors, while reciprocity, 

30 In the current application with a binary outcome variable, the paired sign test is equivalent to the 
McNemar test.
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conformity and inequality aversion play no role. However, when conditioning on 
those classified as CCs in treatment 2, we would in expectation incorrectly con-
clude that CC is partly attributable to reciprocity and partly to residual factors. Even 
though this example is very stylized, it gives a flavor of the direction of the potential 
bias.

Applying the slope decomposition analysis only on the subjects classified as CCs 
in treatment 2, we find that reciprocity accounts for 8.3% of CC (t-test p = 0.012 ), 
conformity accounts for 9.7% ( p = 0.025 ), inequality aversion for 24% ( p < 0.001 ) 
and residual factors for 58% ( p < 0.001 ). The relative effects of conformity and 
inequality aversion are very similar to the ones based on the full sample. The rela-
tive effect of reciprocity is higher here, and it comes at the expense of a smaller 
relative effect due to residual factors. Hence, overall, even if ignoring the potential 
sample selection bias, the results of the slope decomposition do not become dra-
matically different compared to the full sample. The most important driver of CC 
are the residual factors, accounting for at least 58% , followed by inequality aversion 
(quarter), conformity (tenth) and reciprocity (twelfth). The increased role of reci-
procity relative to the full-sample results might be driven by the sample selection 
bias, though.

When performing the type classification analysis on the subjects classified as CCs 
in treatment 2, we find that the share of CCs drops from 100% in treatment 2 to 87.3% 
in treatment 3 (paired sign test p < 0.001 ), 78.2% in treatment 4 ( p = 0.041 relative 
to treatment 3) and 60.0% in treatment 5 ( p = 0.001 relative to treatment 4, t-test 
p < 0.001 relative to 0). Because we condition on being a CC in treatment 2, we can 
interpret the results directly as relative shares of CC driven by the respective groups 
of drivers. In particular, residual factors account for 60% of CC, residual factors 
and inequality aversion combined account for 78.2% and residual factors, inequality 
aversion and conformity combined account for 87.3% . Even if ignoring the potential 
sample selection bias, in qualitative terms, the results are broadly consistent to the 
results drawn from the full sample. Residual factors are the main driver of CC, with 
inequality aversion playing a secondary role, while conformity and reciprocity play 
only minor roles. In quantitative terms, reciprocity now plays a larger role, whereas 
the relative roles of the other three drivers are approximately unchanged. Again, this 
difference might be driven by the sample selection bias, though.

6  Robustness in a between‑subject design

One potential concern regarding the results, particularly those in treatment 5, is that 
subjects face four different conditional treatments in a short succession. Because of 
that, they might fail to properly perceive each treatment and how it differs from the 
other treatments. In particular, if treatment 5 is preceded by some or all of the other 
three conditional treatments, subjects might fail to notice how it differs from the 
previous conditional treatments. If a subject conditionally cooperates in the early 
conditional treatments, she might simply replicate this behavior in later conditional 
treatments without spending much time or effort investigating the exact nature of the 
conditioning variable.
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As the first step in addressing this hypothesis, we argue that, under the hypoth-
esis, those subjects who see treatment 5 as the first conditional treatment should not 
be affected by this type of confusion. Therefore, they should not exhibit an increas-
ing pattern of conditional contributions in treatment 5. To the contrary, we observe 
that the slope of the average conditional contribution schedule is 0.473 (with the 
standard error of 0.071) and the share of subjects classified as CCs is 47.9% (both 
statistically significantly different from 0 (t-test p < 0.001)). Moreover, these figures 
are higher than the corresponding full-sample figures in Tables 2 and 3. The strong 
effect of residual factors therefore does not appear to be an artefact of a treatment 
perception spillover from previous treatments.

However, even for subjects who face treatment 5 before the other conditional 
treatments, one could still argue that they do not perceive conditioning on a mean-
ingless contingency in treatment 5 correctly. This could be because most of the 
instructions are referring to a general conditional setup, and the information about 
the nature of the conditioning variable comes only at the very last part of the instruc-
tions. Because of this, subjects’ perception of treatment 5 might be affected by what 
they would consider as “natural”, which is, arguably, that the conditioning variable 
conveys meaningful information about contributions of the other group members. 
Such misperception could also be aided by subjects employing a home-grown CC 
heuristic under which one automates the act of conditional cooperation to such an 
extent that he fails to examine the informativeness of the conditioning variable.31 
Under such misperception, subjects might still respond by an increasing conditional 
contribution schedule.

To test robustness of the treatment 5 findings, we rerun this treatment in isolation 
from the other conditional treatments and with a modified set of instructions. This 
design rules out perception spillovers from other conditional treatments. In order to 
check whether running one conditional treatment in isolation might affect results for 
other conditional treatments too, we also rerun treatment 2. That is, we implement 
a between-subject design for treatments 2 and 5 (always preceded by treatment 1 
first).32 We collect data for 60 subjects in each treatment.33,34

31 We thank an anonymous referee for suggesting this idea.
32 We are grateful to the editor and two anonymous referees for this suggestion.
33 With this sample size, we have a power of at least 0.85 to reject the null hypothesis of a zero fraction 
of CCs in treatment 5 if the true fraction of CCs is 20% . In comparison, the estimated fraction of CCs 
using the within-subject data for treatment 5 is 40.8% (see Table 3). Moreover, based on the dispersion 
of the individual conditional contribution slopes in treatment 5 using the within-subject data, we have a 
power of at least 0.85 to reject the null hypothesis of a zero average slope in treatment 5 if the true slope 
is 0.2. In comparison, the estimated slope using the within-subject data for treatment 5 is 0.322 (see 
Table 2). We use equal sample sizes for treatments 2 and 5 for simplicity.
34 We drew subjects from the same population and used the same laboratory as for the within-subject 
data. The sessions were conducted in September 2020. Almost 77% of the subjects report “Economics or 
Business” as their field of study. The gender ratio is almost exactly balanced with 61 men and 59 women.
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6.1  Design modifications

We use a modified version of instructions compared to the within-subject design. 
The aim is to be as clear as possible in treatment 5 about the un-informativeness of 
the conditioning variable. We take several steps in order to aid understanding. First, 
we explain in the instructions that the random numbers that determine contributions 
of Type X group members are generated by “Computer X”, whereas the random 
numbers on which the conditioning variable is based are generated by “Computer 
Y”, with the two computers acting independently. We modify the graphical scheme 
accordingly. Second, we include the following statement: “The rounded average in 
the first row of the contribution table is not connected with the average contribution 
of the other three group members in any way.” just before we introduce the graphi-
cal scheme. Third, we implement a quiz about general understanding of the public 
good game before treatment 1, and another quiz about understanding of the condi-
tional contribution situation before the conditional treatment. Each quiz consists of 
three multiple-choice questions, each offering four possible answers. The quizzes 
are paper-and-pencil based. After answering all three questions, a subject raises her 
hand and has her answers checked by the experimenter. We record how many incor-
rect answers there are. In case of incorrect answers, the experimenter provides an 
explanation to the subject as to what the correct answers are and why. We make 
the instructions and quizzes comparable between treatment 2 and treatment 5. The 
instructions and the quizzes are presented in Online  appendix  C. Corresponding 
screenshots are presented in Online appendix D.

6.2  Results

The mean (median) unconditional contribution (pooling across the two treatments 
is 5.89 (6) out of 10, very similarly to the within-subject data. Figure 3 plots the 
average conditional contribution across all subjects by the value of the condition-
ing variable c and treatment (2 and 5). Data patterns are almost identical to those 
in the within-subject data. In treatment 2, we observe that that the pattern of condi-
tional contributions is monotonically increasing with c, suggesting presence of CC. 
In particular, the average conditional contribution for c = 10 is by about 4.5 tokens 
larger than the average conditional contribution for c = 0 . Importantly, the pattern of 
average conditional contributions is (almost) monotonically increasing with c also in 
treatment 5. The difference between the average conditional contributions at c = 10 
and c = 0 is almost 3 tokens, two thirds of the analogous difference in treatment 2. 
These observations almost completely mirror our earlier observations for the within-
subject data.

We can also examine how these data patterns vary with subject understanding 
of the instructions as measured by the quiz before the conditional treatment. In 
treatment 2, 80% of subjects respond correctly to all three questions, whereas 20% 
get one question wrong. In treatment 5, 68.3% of subjects respond correctly to all 
three questions, whereas 28.3% get one question wrong and 3.3% get two questions 

https://doi.org/10.1007/s10683-022-09756-9 Published online by Cambridge University Press

https://doi.org/10.1007/s10683-022-09756-9


457

1 3

What drives conditional cooperation in public good games?  

wrong.35 Fig. 4 re-plots Fig. 3 splitting the sample between those who answer the 
three questions perfectly and those who do not. We observe that, overall, whether 
one did or did not respond to all three quiz questions correctly does make a differ-
ence. In particular, those with a perfect quiz answer record are, on average, more 
responsive to the conditioning variable in treatment 2 and less responsive to the 
conditioning variable in treatment 5. This suggests that imperfect understanding of 
the instructions might bias down the extent of CC in treatment 2 and to bias up the 
extent of CC in treatment 5. However, since these comparisons are based on self-
selected sub-samples, caution is needed before over-interpreting the results.

In order to quantify these findings, Table  4 presents the estimates of the 
slopes of the average conditional contribution schedule in treatment 2 and in 
treatment 5 obtained from the between-subject dataset and compares them to the 
within-subject dataset. Apart from the full sample, we also list estimates for the 
subsample of subjects who answered the conditional treatment quiz perfectly. 
In the within-subject data, we also list estimates from a quasi-between-subject 
design based on the first conditional treatment faced by subjects. In treatment 
2, the slope of the conditional contribution schedule is estimated to be 0.475, 
almost identical to its counterpart from the within-subject data (0.495). If we 
only use data from subjects who answered the quiz perfectly, the estimate is 
somewhat higher at 0.542, but statistically indistinguishable from the full-sam-
ple results. This estimate lies roughly half-way between the full sample estimate 
and the estimate based on subjects who see treatment 2 as the first conditional 
treatment in the within-subject data. In treatment 5, the slope is estimated to be 
0.282, not far from the within-subject estimate of (0.322). If we only use data 
from subjects who answered the quiz perfectly, the estimate is somewhat lower 
at 0.243, but statistically indistinguishable from the full-sample results. Overall, 
we conclude that the within-subject slope estimate in treatment 2 is quite robust 
to using between-subject data. In treatment 5, the slope estimate is slightly lower 
than in the within-subject data, but still quite sizeable and statistically highly 
significant.

Table 5 analogously presents the shares of subjects classified as CCs in treat-
ment 2 and in treatment 5. In treatment 2, the share of CCs is estimated to be 
61.7% , not far from its counterpart from the within-subject data ( 57.6% ). If we 
only use data from subjects who answered the quiz perfectly, the estimate is 
somewhat higher at 68.8% . This share is close to the share of CCs in the within-
subject data who see treatment 2 as the first conditional treatment ( 70.8% ). In 
treatment 5, the share is estimated to be 33.3% , lower than the within-subject 
estimate of 40.8% . If we only use data from subjects who answered the quiz 
perfectly, the share is even lower at 29.3% . Overall, we conclude that the 
share of CCs in treatment 2 in the within-subject data is quite robust to using 
the between-subject data. On the other hand, the share of CCs in treatment 5 

35 For a comparison, in treatment 1, pooling the two treatment samples, 76.7% of subjects respond cor-
rectly to all three questions, whereas 11.7% get one question wrong, 9.2% get two questions wrong and 
2.5% get all three questions wrong.
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is somewhat lower than in the within-subject data, but still highly statistically 
significant (t-test p < 0.001 ) in both the full sample and the correct answer 
subsample.

To synthesize, the between-subject analysis reveals somewhat less CC behav-
ior in treatment 5 relative to the within-subject data. On the other hand, the extent 
of CC behavior in treatment 2 is similar to the one in the within-subjects data. 

Fig. 3  Average conditional contribution by value of the conditioning variable and treatment

Fig. 4  Average conditional contribution by value of the conditioning variable, treatment and quiz 
response record
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Moreover, focusing only on subjects who answer the conditional treatment quiz 
perfectly, the findings get more spread out, indicating more CC in treatment 2 and 
less CC in treatment 5, although these differences are not statistically significant. 
We draw two conclusions from these findings. First, clarity of instructions and a 
lack of spillovers from other conditional treatments might indeed mildly reduce 
the estimated size of the impact of residual factors derived from the within-sub-
ject data. Second, even under such clarification, residual factors appear to account 
for at least one half (or, for at least 42 percent, if only looking at the correct 
response subsample) of the conditionally cooperative behavior in treatment 2. 
Even though this share is lower than the one suggested by the within-subject data, 
it is still substantial.

Table 4  Estimated slope of the 
average conditional contribution 
schedule

Standard errors adjusted for clustering at subject level in parentheses

Treatment 2 Treatment 5 T5/T2 (%)

Between-subject data:
Full sample 0.475 0.282 59.4
(n2 = 60, n5 = 60) (0.063) (0.053) (13.7)
Correct only 0.542 0.243 44.8
(n2 = 48, n5 = 41) (0.070) (0.064) (13.1)
Within-subject data:
Full sample 0.495 0.322 65.2
(n = 191) (0.036) (0.035)  (6.0)
First conditional treatment 0.599 0.473 78.9
(n2 = 48, n5 = 48) (0.070) (0.070) (14.9)

Table 5  Conditional contributor type classification by treatment (% of all subjects)

Treatment 2 Treatment 5 T5/T2 (%)

Between-subject data:
Full sample ( n2 = 60, n5 = 60) 61.7 33.3 54.0
Correct only ( n2 = 48, n5 = 41) 68.8 29.3 42.6
Within-subject data:
Full sample ( n = 191) 57.6 40.8 70.8
First conditional treatment 

( n2 = 48, n5 = 48)
70.8 47.9 67.7
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7  Discussion

7.1  Relation to findings in the previous literature

Our results document that there is a lot of CC-like behavior’ in treatment 5 even 
though the conditioning variable is meaningless. As a reminder, the average con-
ditional contribution in treatment 5 has a slope of approximately one quarter to 
one third in the conditioning variable. Also, about 30% to 40% of subjects in this 
treatment are classified as CCs. As outlined in section  1, such CC-like behav-
ior can only be attributed to residual factors such as anchoring and confusion. In 
this respect, our result to some extent mirrors the findings of Ferraro and Vossler 
(2010) and Burton-Chellew et al., (2016). However, while the implicit message of 
Burton-Chellew et al., (2016) is that all of CC can be accounted for by confusion 
and is hence an artefact of the experimental design, we find that this is not the 
case. Our results suggest that between one third and one half of CC is driven by 
inequality aversion, conformity and reciprocity.

In terms of the relative impact of the four potential drivers, our results are 
qualitatively similar to those of Cappelletti et al., (2011). Since they do not con-
sider subject confusion in their classification, their “anchoring” accounts for what 
we call residual factors. Their results suggest that anchoring (residual factors) and 
inequality aversion are the only statistically significant drivers of CC. They esti-
mate their relative contribution to be about the same. Although our within-subject 
results suggest a larger proportional role of the residual factors, our between-sub-
ject results suggest that the relative role of the two drivers might be closer to 
what they find. In terms of the relative impact of reciprocity and inequality aver-
sion, our results are also in accordance with those of Ashley et al., (2010). On the 
other hand, our results are different from the findings of Bardsley and Sausgru-
ber (2005). They find reciprocity to have twice as large an effect as conformity, 
whereas we find that reciprocity has a smaller effect than conformity. As we have 
argued in Section 2, however, their estimate of conformity is likely to be down-
ward-biased. We speculate that the difference to our results is driven by this bias.

It is also interesting to contrast our results with findings from field experiments on 
fundraising. Alpizar et al., (2008) investigate to what extent donations to a national 
park are driven by conformity, reciprocity and anonymity. Similarly to us, they find 
that conformity (to a pretended modal contribution in the past) does have an effect, 
albeit not a large one, whereas reciprocity (to a small gift) has a very small effect. 
This is in contrast to Falk (2007) who finds that reciprocity (to a gift) has a large 
effect. Whatever the effect of reciprocity to a gift might be in the field, this gift-
exchange setting is different from the setting studied by us in at least three impor-
tant aspects. First, it involves reciprocity between a potential donor on one side and 
the recipient or the fundraiser on the other side. Donors do not materially benefit 
from their contributions. Second, each gift is exclusively targeted toward a specific 
potential donor who is the only one who can reciprocate it. Third, if the gift is not 
followed by a (sufficiently) generous response by the potential donor, the recipi-
ent/fundraiser is left worse off. This might trigger guilt aversion and give a strong 
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incentive to return the favor. Our setting is different. First, potential contributors are 
also beneficiaries of everyone’s contributions. Hence the roles of gift-givers and 
gift-reciprocators are not sharply defined. Second, contributions cannot be targeted 
toward specific individuals. Hence players might free-ride on expected reciprocity 
by other players. Third, there is a specific information structure. Kindness of the 
other group members is communicated through their higher average contribution. 
But, given the parameterization of the game, whenever the other group members are 
kinder, they are also better off even if the conditional contributor does not recipro-
cate. This might mitigate feelings of guilt aversion and hence reduce the incentive to 
return the favor. In general, this is the case whenever (n − 1) ×MPCR > 1 . Among 
FGF and its 19 replications considered by Thöni and Volk (2018), this condition is 
satisfied in 19 studies, including FGF.36

7.2  A potential experimenter demand effect

There is a possible concern that the strong effect of residual factors in treatment 5 
that we associate with confusion and anchoring is due to an an experimenter demand 
effect. Subjects might wonder what the experimenter expects of them since the con-
ditioning variable is meaningless and conclude that it is an increasing conditional 
contribution schedule.

Our data does not allow us to identify the strength of such experimenter demand 
effect. However, we can rely on the results of De Quidt et al., (2018), who explicitly 
identify upper bounds on the strength of experimenter demand effects in a variety of 
classic elicitation tools and games used in experimental economics. We believe that 
the strength of the experimenter demand effect in treatment 5, if present, is bounded 
from above by the demand effect in what the authors refer to as a “weak demand” 
setting.37 They find that such effect on average moves behavior in the direction of 
the demand by up to 0.15 times the standard deviation of the distribution of the 
behavior free of the demand effect.38 In our setting, the underlying behavior is the 
slope of the individual subject conditional contribution schedule in treatment 5. We 
do not know the demand-free distribution. We approximate the standard deviation 
of this distribution by the standard deviation of the distribution we actually observe 
(0.48 in the within-subject data and 0.41 in the between-subject data). The upper 
bound on the demand effect implied by the findings of De Quidt et  al., (2018) is 
therefore 0.15 × 0.48 = 0.072 in the within-subject data and 0.15 × 0.41 = 0.062 in 
the between-subject data. In either dataset, this represents only 22% of our average 
treatment 5 slope estimate. We therefore conclude that although the experimenter 

36 In the remaining study, (n − 1) ×MPCR = 1.
37 In the “weak demand” setting, subjects are given the tested hypothesis.
38 The estimates presented by De Quidt et al., (2018) in Table 3 show the effect of the “weak demand” 
to be up to 0.3 times the standard deviation of the demand-free distribution of behavior. This, however, 
represents the difference between a positive demand and a negative demand treatment. To fit our setting, 
we take one half of this measure to represent the difference between a positive demand and a no demand 
situation.
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demand effect might drive a part of the conditional cooperation in treatment 5, such 
behavior is still predominantly accounted for by anchoring and confusion.39

8  Conclusion

We use a laboratory experiment based on both within- and between-subject data 
to decompose CC, as identified by FGF and its replications, into parts driven by 
reciprocity, conformity, inequality aversion and residual factors. We associate the 
residual factors mostly with subject confusion and anchoring. This decomposition, 
including the role of the residual factors, relies on the identifying assumption of 
additive separability of the roles of the four drivers. Using the methodology pro-
posed by Thöni and Volk (2018), which is a slight modification of the methodology 
used by FGF, we find that about 30% to 40% of subjects are categorized as CCs even 
in the treatment where only residual factors play a role. This is sizeable relative to 
approximately 58% to 70% of subjects who are classified as CCs in the “baseline” 
treatment in which all four drivers potentially play a role and that has been con-
sidered by FGF and the follow-up literature. We obtain analogous results by esti-
mating the slope of the average linear conditional contribution schedule as we vary 
the presence of the potential drivers. We find that the slope is about 0.25 to 0.32 
even in the treatment where only residual factors play a role. This is sizeable rela-
tive to the slope of about 0.5 to 0.55 in the baseline treatment. That is, regardless of 
the experimental design (within-subject vs. between-subject) and the data analysis 
method (type classification vs. slope), we conclude that residual factors appear to 
play a major role (40% or more proportionately) in driving conditionally cooperative 
behavior in the lab. Regarding the role of the other three drivers, our within-subject 
results suggest that, of the part of conditional cooperation not accounted for by the 
residual factors, about 70 percent is due to inequality aversion and 30 percent due to 
conformity, with reciprocity playing little role.40

Our findings shed new light on the preference vs. noise debate following the 
work of Ferraro and Vossler (2010) and Burton-Chellew et al., (2016). Our results 
echo their findings that CC observed in the laboratory might to a large extent be 
driven by confusion (or anchoring). However, unlike Burton-Chellew et al.,, (2016), 
our results indicate that there is also a sizeable preference-based portion in the CC 
driven mostly by inequality aversion and conformity.

40 In our experiment, the potential effect of reciprocity is observationally equivalent to a potential effect 
of guilt aversion. Likewise, it is also equivalent to a potential effect of aversion to social risk taking, or 
avoiding being a “sucker” (we thank an anonymous referee for pointing this interpretation to us). These 
confounds are not, however, important in the interpretation of the results ex post since we find rela-
tively little effect of reciprocity. Also, the potential effect of conformity is observationally equivalent to 
a potential effect of generalized reciprocity. As a result, the share of CC that we attribute to conformity 
might also (partly) be driven by generalized reciprocity.

39 Moreover, in light of the standard errors of the estimated slope of the conditional contribution sched-
ule in treatment 5 presented in Tables  2 and  4, even if the slope estimates are reduced by the upper-
bound-estimates of the impact due to the demand effect, they remain highly statistically significant.
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Our results also have implications for research on CC for fundraising applica-
tions in the field. If taken at face value, our results imply that a positive correla-
tion between contributions and a historical (average) contributions might to a large 
extent be driven by anchoring, and less so by conformity. Indeed, there are field 
experiments that confirm fundraising effectiveness of suitably suggested contribu-
tions that do not represent anyone’s active decisions (Charness & Cheung, 2013; 
Edwards & List, 2014). Moreover, our results imply that if contributors are shown 
historical contribution information, aversion to an unequal split of the contribution 
burden might be more important than conformity in driving contribution decisions. 
We do acknowledge, however, that such interpretations are only indicative since our 
laboratory-based results, especially those on the role of confusion, might not directly 
extrapolate to fundraising in the field. Rather, we hope our design will inspire simi-
lar studies in the field.

Appendix

Kindness of a higher average contribution of the groupmates

Within the context of existing theories of intention-based reciprocity, intentions are 
modelled via second-order beliefs. Formally, let b be the (mean of the) second-order 
belief of member 1 about how much the groupmates (on average) expect him to con-
tribute. In general, b might (and we would speculate that is likely to) depend on ḡ234 . 
Therefore in what follows, we will refer to this second-order belief as b(ḡ234) . Under 
such belief and conditional on ḡ234 , member 1 expects his groupmates to expect 
that his payoff is 𝜋e

1
(ḡ234) ≡ 10 − 0.25b(ḡ234) + 2.25ḡ234 . We would expect that the 

slope of b(⋅) is less than 9, implying that �e
1
(⋅) is strictly increasing. Hence, member 

1 expects that the expectation of his payoff by the groupmates is increasing with 
ḡ234 , making a higher value of ḡ234 to be more kind. This reasoning is also borne 
out by using the literal definition of kindness from Rabin (1993) and Dufwenberg 
and Kirchsteiger (2004). Given whatever second-order belief b, member 1 expects 
that his groupmates expect his payoff to range from 10 − 0.25b at the low end to 
10 − 0.25b + 22.5 at the high end, depending on how much they contribute. Kind-
ness of a particular value of ḡ234 is then given by the relative location of 1’s payoff in 
the range of possible payoffs. This measure is given by

That is, a higher value of ḡ234 is perceived to be kinder. Falk and Fischbacher 
(2006), on the other hand, define kindness by difference in the payoff of member 1 
and (adjusted to the present application) the average payoff of the groupmates given 
b(⋅) and ḡ234 . This measure is given by

(10 − 0.25b + 2.25ḡ234) − (10 − 0.25b)

(32.5 − 0.25b) − (10 − 0.25b)
= 0.1ḡ234.

[10 − 0.25b(ḡ234) + 2.25ḡ234] − [10 + 0.75b(ḡ234) + 1.25ḡ234] = ḡ234 − b(ḡ234).
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According to this definition, a higher value of ḡ234 is perceived to be kinder if and 
only if the slope of b(⋅) is less than 1. We would speculate that, at least for most sub-
jects, b(⋅) is either an identity (expecting that the groupmates expect exactly match-
ing contributions), or its slope is less than 1 (expecting that the groupmates expect 
some selfish bias away from exactly matching contributions). As a result, at least in 
a weak sense, we speculate that a higher value of ḡ234 is perceived to be kinder under 
this approach as well.

Supplementary Information The online version contains supplementary material available at https:// doi. 
org/ 10. 1007/ s10683- 022- 09756-9.
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