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E R R A T U M TO M Y P A P E R :

O N T H E I N V A R I A N T D I F F E R E N T I A L M E T R I C S N E A R

P S E U D O C O N V E X B O U N D A R Y P O I N T S

W H E R E T H E LEVI F O R M H A S C O R A N K O N E

G R E G O R H E R B O R T

While the author's article [He] was printed, it turned out, that, unfortunately

the function (62k occuring in the statement of Theorem 1 in [He] was not correctly

defined. In particular, the first part of section 5 in [He] must be changed, since

part c) of Lemma 3.2 is not correct. In this short note we describe which altera-

tions need to be made in order to get a satisfactory definition of (62k and proof of

Theorem 1.

a) First of all, in the definition of the functions Aι in formula (1.5) of [He] the

holomorphic tangential field Ln has to be replaced by a holomorphic tangential

field L* without zeroes on B, with the property dr([La, L*]) = 0 for 2 < a ^

n — 1. If we assume that the submatrix (^a^)a,b=2 1S> invertible throughout B, then

such a holomorphic tangent field always exists. Furthermore, although L* is deter-

mined only up to a multiplicative smooth factor, the estimates (1.7) and (1.9) from

[He] hold independently of the choice of L*.

b) The normalization of the g"α-functions occuring in formula (2.4) of [He] can-

not be done exactly as claimed on [He], p. 30, but we can, step by step, eliminate

the antiholomorphic terms from the ga by a series of transformations of the form

^ ^ ^ " ^ 7awTa> 2 < a < n — 1

K -* <•
Then the statement of Theorem 3 remains correct. Furthermore, part c) of Lemma

3.2, together with its proof, should be ignored.
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c) Since the function ^2k has been changed, other computations for the trans-

formation from the normalized coordinates to the original ones are necessary. We

now sketch them (The notations are as in [He]): We have to show

(1) <« /..#-...•/!,..-

/=2

(Here we write / ~ g for two functions / , g, to indicate that there is a uniform

constant c > 0, satisfying — f< g < cf). Let C denote the matrix (ί?Λr)!!ft=2>

which is supposed to be invertible on B. Also we write F = F(-, q) for the trans-

formation of [He], Theorem 3 and put r = rq = r °F~\

We choose L* as follows:

Σ
ί=2

, +

where the functions sn,.. .,sΛ_1 are smooth on B and defined by

We use the notations L = F*L*, $„ = dr([Li7 Lj]), and C = ($^'1^ where

Jr, 2 < i < n.

Then

(2)
Ί 2 ^

V =
dr dr d r/dwιdwι df dr

dwidw1 dtUj dwλdwi dw^ dw1 dr/dw I2 ^

The field L* transforms under F as follows:

w h e r e C d e n o t e s t h e e n t r i e s of C . F o r l > 2 w e i n t r o d u c e t h e f u n c t i o n s

A\(w) = max{| La~ιIfb~ιλ{w) \\a, b > 1, a + b = I},

where >ί = det($y)£yβ 2. From the fact that

/9FΛ11

d e t ' — L »

and
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det

we easily see by computation

A\(F{z)) =
Aλ'(q)

dr_
dzγ

λ°F

•A(z).

Let us put

Then it is obvious that the proof of (1) will be complete once we have shown

1
(3) ?'(- t, 00 =

By the mean value theorem together with inf A2k > 0, we see that in (3) we may

replace (— t, 00 by 0. Now we only need to take into account that

da+br(0)

1 I dwa

ndwM

Rn(t) — max max
a,b>l,a+b=l

t

— max max
a,b>l,a+b=l

L't m )

in order to see that (3) will follow from

LEMMA 5.1. For any integers a, b^. 1 there exists a constant Cab > 0, indepen-

dent of q, such that for all sufficiently small t one has the estimate

(4) τra-l ffb-l C
L"~ι L"~ιλ(O) -

λ'{0) d a+b -
r

df(O) /dw, | 2 dwa

n dwn

t

For the proof of this we need to compare the iterates of L and its conjugate

with the mixed partial derivatives with respect to wn. In order to state the re-

levant formulas we introduce the following sets:

For a positive integer p we put

and
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M" —
„ dwldw,dwn durn

Let us denote Mp = Mp U Mp+ί, and call Sp the set of all functions which are

smooth on B and which are rational functions in the derivatives of f of order < p.

For two sets Tlf T2 of smooth functions on B we denote by TλT2 the set of sums

of products of a function from Tx with a function from T2.

LEMMA 5.2. For any positive integers a> b we have

( 5 ) L' L λ ~ dr 2 a " Λ - »

Proof. The case a — b = 1 follows from (2) and the Leibniz rule for the de-

terminant λ . We observe that for any positive integer p the set Mp satisfies

L'(MP) c Mp+1 and L'(MP) c: Mp+ι. The proof of the lemma now follows by

induction on a. The details will be omitted, since they are based on elementary

calculus.

Proof of Lemma 5.1. If we choose in (3.10) of [He] wn = Rn(f), we obtain for

any function f^Mp:

1 / ( 0 ) 1 ^

Applying this to p = a + b ~ l w e obtain (4).

d) If we in the definition of the functions sa (X), 2 < a < n replace the vector

field Ln by L*, also Theorem 2 becomes correct. The computations for converting

the formula of Theorem 6 into the term MΩ(z, X) are similar to those in c).
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