ANZIAM J. 61(2019), 416-430
doi:10.1017/S1446181120000012

APPROXIMATION OF AND BY COMPLETELY
MONOTONE FUNCTIONS

R.J.LOY®*! and R. S. ANDERSSEN®?
(Received 14 October, 2019; accepted 9 January, 2020; first published online 6 March 2020)

Abstract

We investigate convergence in the cone of completely monotone functions. Particular
attention is paid to the approximation of and by exponentials and stretched exponentials.
The need for such an analysis is a consequence of the fact that although stretched
exponentials can be approximated by sums of exponentials, exponentials cannot in
general be approximated by sums of stretched exponentials.
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1. Introduction

In the Boltzmann model of linear viscoelasticity [11], the stress o~ and strain rate y at
points on the line are related via the convolution equation

!
o(t) = f G(t—s)y(s)ds (t> —o0).
Here G : [0, 00) — (0, 00) is the relaxation modulus, a function characterizing the
behaviour of the material under consideration. Fading memory and conservation of
energy arguments lead to G being completely monotone (CM). Taking the case where
v(s) =0 for s < 0 gives a convolution equation on the half-line, for which one of the
standard approaches is the use of the Laplace transform [12, Ch. 2], which leads
inexorably to consideration of the Laplace transform of G. Even though many CM
functions, such as the Kohlrausch, have simple formulae, their Laplace transform may
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not be known in amenable form. It is therefore expedient to consider how they may
be approximated by other CM functions whose transforms are easy to calculate. It
is a common practice to use sums of negative exponentials in this role, with direct
justification coming from the Maxwell spring and dashpot model [11, Ch. 1 Section D].

The popularity and importance of the Kohlrausch (Williams—Watts, stretched
exponential) functions [2, 3] for parameters @ > Oand 0 < 8 < 1,

texp(—af) (t>0),

relates not only to it being a two-parameter family of functions that yields excellent fits
to decay data, not possible on occasions by even a large sum of negative exponentials
when £ is not near 1 [28], but also to it representing a practical example of the
challenges that arise in the approximation of and by CM functions. In fact, for a
wide range of applications, including polymer dynamics, bone and muscle rheology,
and modelling of glassy states [8—10, 18, 23, 24], a Kohlrausch function is often the
choice to fit and interpret the associated experimental decay data. On the other hand,
there are of course some restrictions to their applicability (see the discussion in [7]).

In addition, as shown in Section 4, when considering the approximation of
the exponential exp(—f) by Kohlrausch functions, it cannot be assumed that good
approximations of a given CM function can be generated by a sum from some other
family of CM functions.

In outline, Section 2 defines and gives some basic results about CM functions,
and Section 3 discusses pointwise convergence of CM functions, in particular, which
implies much stronger convergence results. Section 4 shows that convex combinations
of Kohlrausch functions fail to approximate negative exponentials except in a trivial
manner; Section 5 discusses approximation by polynomials in (1 + x)~'. Section 6
gives a further brief discussion and concludes. Finally, Appendix A shows that
pointwise convergence in suitable spaces of monotonic functions is in fact given by
a metric, leading to simplifications of convergence arguments.

2. Background
We begin with the basic definition.

DeriniTionN 2.1. A function f : (0, 00) — [0, o0) is completely monotone if it is C* and
satisfies
D "0 =0 (¢>0,n=0,1,...). 2.1

In addition, following Widder [27, Chapter IV], we will say that a function
f:10,00) — [0, 0) is CM if it is continuous at 0 and satisfies (2.1). We will also have
occasions to refer to functions being absolutely monotone, where the (—1)" factor in
(2.1) is omitted.

The class of CM functions on (0, co) will be denoted by CM. This is the class CM
of Schilling et al. [26]. When dealing with functions on [0, o0), the notation CM(R*)
will be used. As is implicit here, we will use the notation R* for the closed half-line
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[0, c0). It will be seen that the inclusion, or otherwise, of the origin plays an important
role. For a general discussion of properties of CM we refer to Schilling et al. [26],
although the focus of matters considered here is rather different to theirs [26].

The fundamental fact concerning the class CM is the following consequence of
Bernstein [4] (see, for example, [27, Theorem IV.12b], [12, Theorem 5.2.5] or
[26, Theorem 1.4]). The original is from Bernstein’s work [4, page 56], where it is
couched in terms of absolutely monotone functions.

Tueorem 2.2 (Bernstein [4]). A function f : (0, c0) — R* is CM if and only if there is

a positive locally finite Borel measure y on RY such that

J@® :fo e du(s) (>0). (2.2)

The measure u is finite if and only if f extends continuously to a function in CM(R™).

Note that y is necessarily unique, and is such that the integrals (2.2) are finite for
each t > 0. We will refer to u as the Bernstein measure for f.

RemMark 2.3. The measure y in Theorem 2.2 need not be finite, but its local finiteness
is automatic. For taking M > 0, for ¢ > 0 we have

M M 00
f du < e’Mf e du(s) < e’Mf e du(s) = e™ f(t) < co.
0 0 0

The Bernstein measure of a simple CM function may be quite complicated: for the
Kohlrausch function exp(—#) with 0 < 8 < 1, (2.2) becomes [21]

exp(—) = f " p(B.Dexp(-phdp (0<B<1.120),
0

where {
(B, 1) = — f exp(—tu) exp(—uﬁ cos(Sm)) sin(i/® sin( Bn)) du.
T Jo
Further discussion on this is given in Section 4; from an application perspective,
see [16, 28].

We will need the following elementary fact.

PropositioN 2.4, Take 0 < B < 1, and p a positive measure on R* such that

f= f exp(—s??) du(s) < oo (t > 0). (2.3)
0
Then for t > 0, we may differentiate through the integral sign in (2.3) to get

‘;—’;(t) = B! f ) sexp(=s??)du(s) (t>0). (2.4)
0
Further, in the case B=1, forn=1,2,...,
a'f
dr"

®= foo(—S)”e“ du(s) (0 <t<oo).
0
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3. Pointwise approximations by completely monotone functions

It is convenient to set up some notation. For a set S of nonnegative functions or
measures on [0, ), define

sp+(S)={Zakfk,akzo,fkeS,n: 1,2,...}.
k=0

This is just the cone of nonnegative linear combinations of elements of S .

Since equation (2.2) can be viewed as a limiting sum of negative exponentials,
it follows from Theorem 2.2 that {exp(—A1s), A > 0} ‘generates’ CM(R*). In fact,
CM(R™") is the uniform closure of sp*{exp(—A1s), A > 0} [15, Theorem 4]. This result
was essentially known much earlier — the analogous result for absolutely monotone
functions is the work of Bernstein [4, Théoreme E]. As noted by Schilling et al.
[26, Remark 1.9], Theorem 2.2 can also be viewed as a Choquet representation of
elements of the convex cone CM(R*) in terms of extremal elements, reinforcing that
the natural ‘basic’ elements are the negative exponentials, together with ¢, the point
mass at 0. Finally, we remark that Liu [15, Theorem 5] and Loy and Anderssen [17]
together show that for 1 < p < oo,

P exp( A, A2 0] = CM(R*) N LP(RY).

We present another consequence of (2.2). A different proof was given by Schlling
etal. [26, Corollary 1.6] and Berg and Frost [6, Proposition 9.5] of essentially the same
result. The argument here is based on classical convergence results from complex
analysis, using the fact that any ¢ € CM extends to a function holomorphic on Rz > 0
by setting

#(2) = f e du(s) (Rz>0),
0

where u is the Bernstein measure for ¢. Here R denotes the real part. Further, for any
n>0,
lp()| < Ip(R2)| <l (Rz=n), 3.1

since ¢ is decreasing on (0, c0).

Recall that a function f being in the pointwise closure of a set X of functions on
(0, 00), or, equivalently, being the pointwise limit of functions from X, means that,
given £ > 0 and finitely many points xp, ..., x; in (0, o), there is g € X such that
lg(x;) — f(xpl <&, j=1,...,k (see the formal discussion in Appendix A).

TueOREM 3.1. CM is closed under pointwise limits on (0, 0o).

Proor. Suppose that f is the pointwise limit of CM functions on (0, c0). Fix 1 > 7 > 0.
Then as in Theorem A.1, there is a sequence (f;,) C CM with f, — f locally uniformly
on (0, c0). Furthermore, the sequence is bounded on [77, ) by f(17) + 1, thanks to
monotonicity.
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But then from (3.1), (ﬁ) is a bounded sequence of functions analytic on Rz > n
and pointwise convergent on the set {I + 1/j| j € N}. The Vitali-Porter theorem
[25, § 2.4] now applies to (f,) to give locally uniform convergence on Rz > 1 to an

analytic function F. It follows that for each k € N, f;,(k) — F® Jocally uniformly on
(n,0). But f, = f, on (0, ), so that F = f on (17, ), and £¥ — f® locally uniformly
on (n, o) for each k € N.

This can be done for p = 271,371, ..., giving a doubly indexed sequence (f¥), such
that for each k, f¥ — f locally uniformly on (k™!, ). Then the diagonal sequence
(fi) converges to f locally uniformly on (0, c0). The derivatives of (f;) being locally
uniformly convergent means that f is C*°, and consequently CM. O

CoroLLARY 3.2 [26, Corollary 1.7]. Suppose that (f,) C CM converges pointwise to f.
Then f € CM, and f,gk) — f® locally uniformly on (0, o).

CoroLLARY 3.3. Suppose that f lies in the pointwise closure of CM(R"). Then f € CM,
and f € CM(R") if and only if, in addition, f is continuous at 0.

Proor. Theorem 3.1 gives f € CM and the result is immediate. O

Note that an immediate consequence of Corollary 3.3 is that the stress function
derived from the Prandtl-Eyring model [9, equation (24)] for positive constants A, B, C
and T,

o(f) = A tanh™! [ tanh(B) exp (—5)] el

lies in CM \ CM(R*). Just recall the power series expansion of tanh™'. Of course the
same expansion gives the (discrete) Bernstein measure of ¢ directly.

Remark 3.4. In the topology of pointwise convergence on (0, o), CM(R*) is dense in
CM. For given f € CM with Bernstein measure y, set p, = uljo. Set f, to be the
Laplace transform of yu,. Then f, € CM(R*), and f, — f pointwise on (0, c0).

By its very formulation, Theorem 3.1 gives no information about convergence or
otherwise at 0. The role of behaviour at O has arisen in Corollary 3.3. Adding a
condition at 0 also gives the following convergence result for CM(R™).

THEOREM 3.5. Suppose that f lies in the pointwise closure of CM(R*) and is continuous
at 0. Then there is a sequence (f,) in CM(R*) which converges locally uniformly to f
on R*.

Proor. As in Remark A.2, we have a sequence (f,) with f, — f pointwise on R*,
locally uniformly on (0, o). Let the Bernstein measures for (f,;) and f be (u,) and g,
respectively.

Since ||u,|| = f,(0) — f(0) = ||ull, by going to a subsequence, and scaling as
necessary, we may suppose without loss of generality that these are equal for all n.
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It suffices to show uniform convergence on [0, 1]. Take € > 0. Choose 1 > 1 > 0 such
that for0 <z <n,

il = f e dus) > |l -
0

and, using continuity of f at 0, a crucial condition,

£ = f(O) - &.

Then for such ¢,

[fa(®) = f(O] <

f e dn(s) = lluall| + &
0
= f (1 =™ du(s) + &

0

< fm(l —e"Ndu,(s) + €
0

= fO0) = fuln) + &
<1f0) = L@+ 1/2(0) = fum)| + &
<3e (3.2)

for sufficiently large n. But we know that f,, — f uniformly on [, 1] from Theorem 3.1,
so for sufficiently large n,

/(- fOl<e (<t (3.3)
Equations (3.2) and (3.3) together show uniform convergence on [0, 1]. O

Remark 3.6. Clearly local uniform convergence on R* necessitates continuity at 0. As
noted in Remark A.2, this does not follow from the other hypothesis on f.

As noted in Remark A.3, convergence will generally not be uniform on R*.
However, the condition for uniform convergence is easily given.

TueoreM 3.7. Suppose that f, — f pointwise in CM(R"). Then the convergence is
uniform on R* if and only if lim, lim,_, | f,(¥) — f(#)] = 0.

Proor. Let the Bernstein measures for (f;,) and f be (u,) and u, respectively. Then

lim; e fu(f) = 1, ({0}), lim;eo f(£) = u({0}). Set u;, =, — p,({0}), ' = p — u({0}).
Take € > 0, and choose M > 0 such that

f e Mdu'(s) < e.
0

Since f(M) = [~ e=*M dy/(s) + u({0}) and f,(M) = [~ e™*M dyu;,(5) + 1 ({0}), we have

fort> M,
f e di(s) - f e il (s)
0 0

0 - F0)l <
< fo M d () + fo M dp (5) + lua({0) — p({OD)

< 2e + [up(10) — (10D

+ |un({0}) — u({0})]
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provided r is sufficiently large, because of pointwise convergence at M. But we already
have uniform convergence on [0, M], and so on R* provided |u,({0}) — u({0})] — 0.

Conversely, if convergence is uniform, take £ > 0 and then N such that ||f,, — fll« < &
for n > N. Then, for such n,

[ ((0]) = (D) = lim £, = (0] < &.

Thus |, ({0}) — p({0O)] — 0. mi
For f,(t) = exp(—t/n), we have u, = 61, and u = &y, so that p,,({0}) — u({0}) = -1
for each n.

Finally, we have a weak™ version of part of [6, Proposition 9.5].

TueoreM 3.8. Suppose that f, — f pointwise in CM(R*). Tuke the (finite) Bernstein
measures [, for f,, and u for f. Then u, ey u. However, in general, ||, — pl| 4 0.

Proor. Since f,(0) = |||l = f(0) = |jul] < oo, (f,(0)) is bounded, and so (u,) is
bounded, and so has a weak™ limit point 0. By Theorem A.4, take a subsequence

A
(ny) such that p,,, oo
Fixing s > 0, we have

00

f " e dutr) = f(5) = lim £y (5) = lim f e () = f e do(1).
o k Kk Jo 0

foo e du(t) = foo e do(1),
0 0

and this holding for each s > 0 shows that u = 0. Thus (u,) has a weak™ unique limit
point, namely p.

For example, demonstrating the final statement, let u be the Lebesgue measure on
[0, 1], and set

It follows that

2"—1

MHn = 27" Z 62’”1"
i=0

Then y, Wﬂ( U, since for any f € Co(R™), ff(s) du,(s) is just a Riemann sum for
i\ f(s)du(s), and gz, #> 1 in norm. O

4. Approximations by Kohlrausch functions

The popularity of the parametric Kohlrausch (stretched exponential) functions is
based on the ansatz that, in terms of the two parameters, they will always yield a good
approximation to any smooth relaxation curve. The justification is based on graphical
comparisons [20]. However, what is required is a mathematical examination of the
validity of the ansatz. Since the Kohlrausch function is both a CM function and a
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relaxation function, and the latter are often assumed to be CM [1], an examination of
the validity of the ansatz can be viewed as a special case of the approximation of and
by CM functions. To test the validity of the ansatz in this context, we here assume that
the relaxation function is exp(—¢), and examine the question of approximating it by a
sum of Kohlrausch functions.

The Bernstein measures of the Kohlrausch functions exp(—a#’) are f-stable
densities. They are unimodal, and for 0 < 8 < 1 they have “heavy tails” and decay
like x ! for large x. In particular, they have infinite means (see [13, §4.3.2] for
details). On the other hand, ¢(#) = exp(—f) has Bernstein measure the point mass 0.
Suppose that ¢ could be approximated pointwise by positive linear combinations {¢,}
of Kohlrausch functions with index 8 < 1, with corresponding Bernstein measures {u,, }.
Then, by Theorem 3.8,

weak”

i " 51, that is, f W) ditn — (1)
0

for each ¢ € Cy[0, c0). In particular, foreachO <h <1 <R,
([0, 1 —hlU[1 +h,R]) >0 and w,([1-~h,1+h])— 1. 4.1)

This would seem to be very unlikely because of the “heavy tails”.

Indeed, taking 8 = 1/2 (the only value in (0, 1) where the Bernstein measure is
known in terms of elementary functions), we have [13, § 4.3.2],

o0 2\ a? \12
exp(—ar'?) = f exp (——)(—) exp(—pdp (@>0,620).  (4.2)
0 4p Nanp3

The densities in (4.2) peak at p = /6, with the maximum value Aa~2, where
A =3exp(=3/2) V6/m < 0.9251. So the total mass from 0 to the maxima is bounded
by A/6 < 0.1542. It follows that if ¢, (1) = Zi”:l ax, exp(—ay, t'/?), values of k, with
ag, # V6 will not contribute to the “peaking” at 1 required by (4.1). Clustering of a,
near 1 will result in a broad peak there, again inconsistent with (4.1).

In fact, we give a more direct and precise argument as follows. For 0 < < 1,
suppose that u is a positive measure on R*, and that for all 7 > 0,

exp(—1) = fom exp(—st”) du(s). (4.3)
Taking the derivative, (2.4) gives
exp(~1) = ! fo ) sexp(—s?) du(s) (t>0).
As t | 0, we have the left-hand side converging to 1 and #*~! 1 oo, but

fw sexp(—st'g) du(s) — foo sexp(—s)du(s) > 0,
0 0
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which is a contradiction. (Note that the right-hand-side integral here may be co.) Thus
(4.3) fails to hold.

Indeed, since sp*{d, | x > 0} is weak* dense in the positive finite measures on R*,
it would follow from (4.3) that, with (---) ) denoting closure in the topology of
pointwise convergence on R,

exp(—t) € spt{exp(—a®) | @ > 0}pw. (4.4)
Taking (4.4) itself as an assumption, and putting s = ## and y = 87! > 1,

g(s) = exp(—s”) € sp*{exp(—as) | @ > O}pW
So by Theorem 3.1, the function g is CM. But
g'(5) = {=y(y = 1) +y*s"}s" 7 exp(=s"),
which is negative for s > O sufficiently small, a contradiction.

So positive linear combinations of Kohlrausch functions with a fixed 8,0 <8 < 1,
cannot be used to approximate negative exponentials. Clearly, if varying £ is allowed,
then approximation is possible, since exp(—1) = limg_,;_ exp(—#*) uniformly on R*.

The same argument shows that

exp(—1") ¢ sp*{exp(—aP) |a = 0}

for any (fixed) 8 < v.
However, what about the possibility that for some 0 <7 < 1,

exp(—t) € spH{exp(—af) | 20,0<B<n< l}pw‘7
Suppose that for ¢ > 0,

exp(—1) = lim Z a?") exp(—ag")tﬂf-">),
n n

@) (") >0,0< ,8(") <n < 1, each sum being finite. Theorem 3.7 shows that

convergence is uniform on R*. Evaluation at 7 = 0 shows that lim, Z, l. =1, so
m _

where a;

without loss of generality we may suppose that }};a;~ = 1 for each n.
Theorem 3.1 shows that for # > 0 we can dlfferentmte to get

exp(—1) = lim Z aﬁ")ﬁgn)agn) exp(—a?")zﬂﬁ'"))tﬁf")‘l. 4.5)

Now for ¢ > 0, texp(~f) < e”', and by assumption, 0 < 8" <7 < 1. Putting r = 1 in
(4.5), we thus have

1 1

_ 1 ) pn) (1) my 1 (n)

Z—hzn E a; B a;”’ exp(—q; )SE E a; <
1 1

a contradiction.
Thus exp(—f) cannot be approximated pointwise by positive linear combinations of
Kohlrausch functions with exponent 8 bounded away from 1.
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5. Approximation by polynomials
By Corollary 3.3,

pH{(1+x)"|n=0,1,...}  CCMR").

Suppose that f; : [0, 1] — (0, oo) is absolutely monotone. Then f; is the uniform limit
of a sequence (P,) of polynomials with nonnegative coefficients [27, Theorem 9b].
Set 5 : x (1 +x)7' : [0,00) — (0, 1]. Then f, € CM(R*), whence f; o f» € CM(R*)
[27, Theorem 2b]. (Widder [27] gives no explicit argument, but the result is immediate
from the formula of Faa di Bruno [14].) It follows that P,((1 + x)~!) is a sequence of
CM(R™*) functions converging to fi o f>, which thus lies in CM(R™).

Conversely, if f € CM(R*) were approximable by a sequence (P,) of polynomials
in (1 + x)~! with nonnegative coefficients, then, since the inverse of x + (1 + x)~! is
t+— ¢t~ =1, we would have f(+"' — 1) so approximable by P,(#) on (0,1]. That is,
f(#' = 1) would be absolutely monotone on (0, 1]. This is false for f(x) = exp(—x),
since then f(r™' — 1) = e - exp(—t"!), and for 0.5 <t < 1,

2
%(exp(—t‘l)) = exp(— Hr*(1 -21) < 0.

pw

Looking at Kohlrausch functions for 0 < < 1,

d’ O g Bexp(=(' = DA = DPIBI( 1—1)'3—1}+2t—1]
@(GXP(—(t -17) = TN

The final factor in the numerator on the right-hand side vanishes at ¢ = 1/2. It follows
that exp(—(t~' — 1)#)® is not absolutely monotone [27, Corollary IV.3a], and hence
neither is exp(—(¢~' — 1)#). But then exp(—#°) is not approximable by the polynomials
in (1 + x)~! with nonnegative coefficients.

We can also show this, and much more, using Bernstein measures. Recall
that (1 + x)™ has Bernstein measure exp(—1)¢"~!/(n — 1)!, so for any polynomial
p(x) =Y, a;x* with nonnegative coefficients, p((1 + x)~!) has Bernstein measure

k—1

eXp(_’)(zn: (kt 1)v)

Suppose that p,((1 + x)~ ) i f(x), where f has Bernstein measure y of compact
support S. Set p,(x) = Xy, a,"x* with a” > 0. Then by Theorem 3.8 we would
have

exp(-1) " o ) u 5.1)
= U (k-1 ’ )

Take s > sup S and ¢ € Cp(R") wh1ch is O on the support of y, and ¢(f) =1 on a
neighbourhood of s. Then

kn k-

fexp( t)(Za")( 1)y)go(t)dt—>0.
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The integrand being nonnegative, this gives, for some r < s with [0,7] D S,

kn k—1
fr exp(— t)( g”(k’ 1)')dt—>0 (5.2)
But on [7, 5],
Ky k-1 Ky k-1
t r
exp(-0)| > a’ ———|>exp(-9) > al’ ——),
(k:l k (k—l)!) ( Y k= 1)!)

whence, from (5.2),

k,
n rk—]
m_
Zak (k— DI — 0.

=1

k

n tk_
m_*

Zak (k—l)' —0

uniformly on [0, r] O §. But then by (5.1), u = 0. Thus a nonzero CM(R") function
f which is pointwise approximable by nonnegative polynomials in (1 + x)~' has
Bernstein measure of noncompact support; a fortiori, f is not a finite nonnegative
linear combination of negative exponentials.

In fact, this works provided the support S does not contain a neighbourhood of oco.
For suppose that s, — oo, and for all n, s, ¢ S. Apply the argument above to some sy,
to see that u[0, s,,] = 0. Hence u = 0, as before.

This means that

6. Discussion and conclusion

The two most widely used families of functions in CM(R*) are the negative
exponentials exp(—at) and the Kohlrausch functions exp(—a#’) for 0 < g < 1, a > 0.
It is well known that positive linear combinations of the former can be used
to approximate the latter (or, indeed, any function in CM(R*)) in a variety of
ways — pointwise, locally uniformly and in || - ||, for 1 < p < co. This is another
reason, in a sense complementary to that mentioned in Section I, for the use of
finite positive linear combinations of negative exponentials to be commonly used
when modelling relaxation processes. In this paper, we have considered various
notions of convergence in CM(R*), showing in particular that pointwise convergence
necessitates both local uniform convergence of the functions and weak* convergence
of the associated Bernstein measures. These results have then been used to show
that Kohlrausch functions with indices constrained away from 1 cannot be used to
approximate negative exponentials, and neither can polynomials in (1 + x)~! with
nonnegative coefficients. An indirect consequence is that care must be taken when
using Kohlrausch functions to model relaxation phenomena; an accurate value of the
index is very important.
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Appendix A

Many of our results concern the topology of pointwise convergence on spaces X of
real-valued functions on (0, o) or R*. Here, we explain this topology and show that it
simplifies in the situation we are considering.

We denote this topology by pw; it is given by the (uncountably many) seminorms

pr(f) =max{|f(x)| | x; € F} (f€X),

where F runs over all finite subsets {x;, xp, ..., x;} of (0, c0) or R*. This topology
is not given by a metric, and to speak of convergence one needs to use nets, rather
than just sequences. Here, we have arranged matters so as to avoid explicit use of this
terminology. We have also made no use of the vague topology, in distinction to [5, 26].
It turns out, however, that in many of the circumstances under consideration in this
paper, sequences do in fact suffice to describe convergence. One might possibly expect
this to be due to Theorem A.4. However, the following elementary result gets closer
to the reason — the functions of interest are monotonic, decreasing and continuous.

This result was given by Berg and Forst [6, 9.7] as “easily seen”. In view of the
subtleties involved and its importance in reducing to sequential arguments, we think it
is appropriate to give a proof. The following argument was prompted in part by Pélya
and Szegd [22, Part 2, Problem 127].

TueoreM A.l. Let X be the set of monotonic and decreasing convex functions on
(0, 00). The topology pw on X is the same as the topology p of local uniform
convergence, which makes X into a complete metric space.

Proor. First note that being monotonic, decreasing and convex is a property
determined by triplets of points in X, so that X is a closed subset of the set of all real-
valued functions on (0, co) under the topology pw. Furthermore, convexity ensures
that the functions in X are continuous.

Suppose then that f lies in the pointwise closure of § ¢ X. Fix [a, b] C (0, o) and
e>0. For n e N so large that f(a) — f(b) < ne, partition [f(D), f(a)] into n equal
intervals f(a) =yo > y; > -+ >y, = f(b). Take points a = xyp < --- < x,, = b such that

f(x)=y;,1=0,1,...,n. This is possible, since f is continuous and so has connected
range.

Since f lies in the pointwise closure of S, there is g € S such that |g(x;) — f(x)| < &
fori=0,1,...n.

Given x € [a, b], take j such that f(x) € [ y;+1,y;], so that x € [x}, xj+1]. Then
fxp) +e>g(x)) > gx) > gxjr1) > f(xjr1) — &,
so that for any x € [a, D],

lg(x) = fOOI < |g(x) — g(xpl +18(x)) = f(xpl + |f(x)) = f(x)

< Se.
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It follows that for each n € N, we can find g, € S such that
max{lg,(x) - f()] 27" < x< 2" <n”.

In particular, g, — f locally uniformly on (0, co).
Define semi-metrics p,, on X by

pu(f,8) = max{lg(x) = f(OI 27" <x<2"} (f,geX,neN),

and then a metric by

(e8]

p(fr)= )2

n=1

on(f58)
L+ pa(f.8)

Then convergence under p is exactly local uniform convergence.

The above shows that if f € ™ then fe S”. The converse is obvious, and so the
topology pw and the metric topology given by p are the same on X. Completeness is
immediate from the first line of the proof. O

Remark A.2. Taking R* in place of (0, o), the same argument, amended to require that
the g € § also satisfies |g(0) — f(0)| < &, shows that there is (g,) C S such that g, — f
pointwise on R*, and locally uniformly on (0, o). Local uniform convergence on R*
will not hold in general. Take f,(¢) = exp(—nt), n > 1,¢ > 0. Then f,(t) — 0, t > 0, but
f2(0) = 1 for all n. Thus, convergence cannot be uniform on any interval [0, 6] § > 0.

Remark A.3. Given a sequence (f,) in X with f, — f onR*, it does not follow that the
convergence is uniform. Take f; () = exp(—t/n). Clearly f, — 1 on R*, but certainly
not uniformly (see Theorem 3.7).

Recall that the Riesz representation theorem identifies the space of finite Borel
measures M(R"), under the total variation norm, as the dual space of Cyo(R*), the
space of continuous functions vanishing at oo, under the supremum norm. The proof

of Theorem 3.8 uses the following standard metrizability result (see [19, Theorem
2.6.23] for a proof).

THEOREM A.4. The weak® topology in M(R*) is metrizable on bounded sets.
The weak™ topology on M(R™") itself is not metrizable [19, Proposition 2.6.12].
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