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In Part 2 of our guide to collisionless fluid models, we concentrate on Landau fluid
closures. These closures were pioneered by Hammett and Perkins and allow for the
rigorous incorporation of collisionless Landau damping into a fluid framework. It
is Landau damping that sharply separates traditional fluid models and collisionless
kinetic theory, and is the main reason why the usual fluid models do not converge
to the kinetic description, even in the long-wavelength low-frequency limit. We
start with a brief introduction to kinetic theory, where we discuss in detail the
plasma dispersion function Z(¢), and the associated plasma response function
R()=1+4+¢Z(¢)=—-7Z'(¢)/2. We then consider a one-dimensional (1-D) (electrostatic)
geometry and make a significant effort to map all possible Landau fluid closures that
can be constructed at the fourth-order moment level. These closures for parallel
moments have general validity from the largest astrophysical scales down to the
Debye length, and we verify their validity by considering examples of the (proton and
electron) Landau damping of the ion-acoustic mode, and the electron Landau damping
of the Langmuir mode. We proceed by considering 1-D closures at higher-order
moments than the fourth order, and as was concluded in Part 1, this is not possible
without Landau fluid closures. We show that it is possible to reproduce linear
Landau damping in the fluid framework to any desired precision, thus showing the
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2 P. Hunana and others

convergence of the fluid and collisionless kinetic descriptions. We then consider a
3-D (electromagnetic) geometry in the gyrotropic (long-wavelength low-frequency)
limit and map all closures that are available at the fourth-order moment level. In
appendix A, we provide comprehensive tables with Padé approximants of R(¢) up to
the eighth-pole order, with many given in an analytic form.

Key words: astrophysical plasmas, space plasma physics, plasma waves
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1. Introduction

The incorporation of kinetic effects, such as Landau damping, into a fluid
description naturally requires some knowledge of kinetic theory. There are many
excellent plasma physics books available, for example Akhiezer et al. (1975), Swanson
(1989), Stix (1992), Gary (1993), Gurnett & Bhattacharjee (2005), Fitzpatrick (2015)
and many others. These books cover numerous topics in kinetic theory that need to
be addressed, if a plasma physics book wants to be considered complete. However,
the topics that are required for the construction of advanced fluid models are often
covered only briefly, or not covered at all. For example, the Padé approximation of
the Maxwellian plasma dispersion function Z(¢) or the plasma response function
R(¢) =14 ¢Z(¢), which is a crucial technique for the construction of collisionless
fluid closures valid for all ¢, is not addressed by any of the cited plasma books.

A researcher interested in collisionless fluid models that incorporate kinetic effects
has to follow for example Hammett & Perkins (1990), Hammett, Dorland & Perkins
(1992), Snyder, Hammett & Dorland (1997), Passot & Sulem (2003), Goswami, Passot
& Sulem (2005), Passot & Sulem (2006, 2007), Passot, Sulem & Hunana (2012),
Sulem & Passot (2015) and references therein. The first three cited references are
written in the guiding-centre reference frame (gyrofluid), which is a very powerful
approach that enables the derivation of many results in an elegant way. However, the
calculations in guiding-centre coordinates can be very difficult to follow. The other
cited references are written in the usual laboratory reference frame (Landau fluid),
but, the kinetic effects considered are of an even higher degree of complexity and
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the papers can be very difficult to follow as well. There are other subtle differences
between gyrofluids and Landau fluids and the vocabulary is not strictly enforced.

Additionally, the cited papers assume that the reader is already fully familiar with
the nuances of the kinetic description, such as the definition of the plasma dispersion
function Z(¢) and the very confusing sign of the parallel wavenumber sign(k;), that
almost every plasma book appears to treat slightly differently. This guide, which
is a companion paper to ‘An introductory guide to fluid models with anisotropic
temperatures. Part 1. CGL description and collisionless fluid hierarchy’, attempts to
be a simple introductory paper to the collisionless fluid models, and we focus on the
Landau fluid approach. The text is designed to be read as ‘lecture notes’, and may be
regarded as a detailed exposition of Hunana et al. (2018). We focus on collisionless
closures and use a technique pioneered by Hammett & Perkins (1990). Alternative
approaches, including incorporation of collisional effects, were presented for example
by Joseph & Dimits (2016), Ji & Joseph (2018), Jorge et al. (2019), Chen, Xu &
Lei (2019), Wang et al. (2019) and references therein.

In §2, we introduce kinetic theory briefly, and we consider only aspects that are
necessary for the construction of advanced fluid models that contain Landau damping.
We focus on the integral f e /(x — xp) dx that we call the Landau integral, see
figure 1. We discuss how this integral is expressed through the plasma dispersion
function Z(¢) and we discuss in detail the perhaps only technical (but very important)
difference between defining ¢ = w/(kjvs) and ¢ = w/(|k)|ve). Only the latter choice
allows one to use the original plasma dispersion function of Fried & Conte (1961),
and the former choice requires that the Z(¢) is redefined.

In §3, we consider a one-dimensional (1-D) electrostatic geometry. We discuss
the concept of the Padé approximation to the plasma dispersion function Z(¢) and
the plasma response function R({). We introduce a new classification scheme for
approximants R, ,,(¢) that we believe is slightly more natural than the classification
scheme introduced by Martin, Donoso & Zamudio-Cristi (1980) or the scheme of
Hedrick & Leboeuf (1992). Nevertheless, we provide conversion relations that allow
to convert one notation into the other. We verify the numerical values in table 1 of
Hedrick & Leboeuf (1992) analytically and find a typo in one coefficient of the quite
important Z;1(¢) approximant previously used to construct closures. In figures 2
and 3 we compare precision of various approximants R, ,(¢) with the exact R(¢).
We proceed by mapping all plausible Landau fluid closures that can be constructed
at the level of fourth-order moment. For a brief summary of possible closures, see
(3.241)—(3.242). For the sake of clarity, all closures are provided in Fourier space as
well as in real space. Writing the closures in real space emphasizes the non-locality
of collisionless closures, since all closures contain the Hilbert transform, which in real
space should be calculated correctly by integration along the magnetic field lines. As
discussed in detail by Passot et al. (2014), neglecting the distortion of magnetic field
lines and calculating the Hilbert transform with respect to mean magnetic field By
can lead to spurious instabilities. We compare the precision of the obtained closures
by calculating the dispersion relation of the ion-acoustic mode at wavelengths that
are much longer than the Debye length. For some closures, an interesting property
is observed in that the resulting fluid dispersion relation is analytically equivalent
to the kinetic dispersion relation, once R(¢) is replaced by the R, (¢) approximant,
and such closures are viewed as ‘reliable’, or physically meaningful. Subsequently,
all unreliable closures were eliminated; see the discussion below (3.242). The closure
with the highest power series precision is the Rs3(¢) closure.
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We note that electron Landau damping of the ion-acoustic mode can be correctly
captured, even if the electron inertia in the electron momentum equation is neglected
(the ratio m,/my,, still enters the electron heat flux and the fourth-order moment 7). The
dispersion relation of such a fluid model is of course not analytically equivalent to
the kinetic dispersion relation (after R(¢) is replaced by the R, ,(¢)), however, such a
fluid model provides great benefit for direct numerical simulations, since the electron
motion does not have to be resolved. In figure 5 we plot solutions for selected fluid
models without the electron inertia. In figure 6, the electron inertia is retained, and
we replot the fluid model with the Rs3(¢) closure to show that the differences are
negligible. We also plot additional closures and discuss a regime where the electron
temperature is much larger than the proton temperature, and where closures with
higher asymptotic precision yield better accuracy. We then investigate the precision
of the obtained closures by using the example of the Langmuir mode, see figures 7
and 8. These calculations were only noted but not presented in Hunana et al. (2018).

The case of 1-D geometry is then pursued further, and selected closures with fifth-
order and sixth-order moments are constructed. For an impatient reader, the entire
text can be perhaps summarized with figure 9, where the Landau damping of the ion-
acoustic mode is plotted for dynamic closures with the highest power-series precision
that can be constructed at a given fluid moment level. For the third-order moment (the
heat flux) it is R4,(¢), for the fourth-order moment it is Rs3(¢), for the fifth-order
moment it is Rg4(¢) and for the sixth-order moment it is R;s5({) (we also briefly
checked that for the seventh-order moment it will be Rg¢(¢)). In figure 10, we also
plot solutions for the Langmuir mode with the R;s(¢) closure. Additionally, it was
verified that all these closures are ‘reliable’.

The remarkable result that the reliable 1-D closures reproduce the exact kinetic
dispersion relation once R(¢) is replaced by R, (¢) leads us to the conjecture
that there exist reliable fluid closures that can be constructed for even higher-order
moments, i.e. satisfying the kinetic dispersion relation exactly, once R(¢) is replaced
by the R, ,(¢) approximant. Furthermore, for a given nth-order fluid moment, the
reliable closure with the highest power-series precision is the dynamic closure
constructed with R,;;,-1(¢). Indeed, for higher-order fluid moments one should
be able to construct closures with higher-order R, ,_1({) approximants that will
converge to R({) with increasing precision. Thus, one can reproduce the linear
Landau damping in the fluid framework to any desired precision, which establishes
the convergence of fluid and kinetic descriptions.

In §4, we consider a 3-D electromagnetic geometry in the gyrotropic limit, and
map all plausible Landau fluid closures at the fourth-order moment level. In a 3-D
electromagnetic geometry, the most difficult part of the calculations actually consists
in obtaining the perturbed distribution function £, since in the laboratory reference
frame that we use here, one needs to first calculate the fully kinetic integration around
the unperturbed orbit. Only then can the correct gyrotropic limit (where the gyroradius
and the frequency w are small) be obtained. The integration around the unperturbed
orbit can be found in many plasma books, and can be found in appendix C. An
alternative and very illuminating derivation of f" is obtained by using the guiding-
centre reference frame. By writing the collisionless Vlasov equation in the guiding-
centre limit and by prescribing from the beginning that the magnetic moment has
to be conserved at the leading order, the same f is obtained in a perhaps more
intuitive way. The various terms in f' can be identified with the conservation of
the magnetic moment, the electrostatic Coulomb force (which yields Landau damping)
and the magnetic mirror force (which yields transit-time damping). Usually Landau
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damping and its magnetic analogue, transit-time damping, are summarily described as
Landau damping, and we note that 3-D Landau fluid models contain both of these
collisionless damping mechanisms.

We show that the closures for the g, and 7; moments are the same as for the
g and 7 moments in a 1-D geometry. The closure for 7,, in the gyrotropic limit
is simply 7., = 0. One therefore needs to consider only closures for the ¢, and
7). moments. For a summary of the g, and 7, closures, see (4.145)—(4.146). We
did not compare the dispersion relation of the resulting fluid models with the fully
kinetic dispersion relation in the gyrotropic limit and therefore we cannot conclude
which closures are ‘reliable’. Nevertheless, by briefly considering parallel propagation
along By, one closure was eliminated since it produced a growing higher-order mode.
There is only one static closure available for the perpendicular heat flux ¢,, which is
constructed with the R,(¢) approximant. As discussed later in the appendix A, the
simple R;(¢) = 1/(1 — iy/m¢) is a quite imprecise approximant of R(¢). This has
the important implication that 3-D Landau fluid simulations should not be performed
with static heat fluxes, and time-dependent heat flux equations have to be considered.
The closure with the highest power-series precision for 7, in the gyrotropic limit
is constructed with R;((¢). In appendix A, we provide tables of Padé approximants
of R(¢) up to the eight-pole approximation, and many solutions are provided in an
analytic form.

2. A brief introduction to kinetic theory

In this section we introduce some building blocks of kinetic theory starting from the
simple case of wave propagation along a mean magnetic field By in a homogeneous
plasma. Such an approach allows us to introduce the plasma dispersion function and
the hierarchy of linearized kinetic moments, preparing the ground for the next section
where various hierarchy closures will be described in detail. The collisionless Vlasov
equation in CGS units reads

ofy qr 1
—4v-V,i+— |E+-vxB|-V,f,=0. 2.1
ot m, c
It is often illuminating to work in the cylindrical coordinate system, where the particle

velocity v = (v,, vy, v;) is expressed as

v, COS @
v=|[ v, sing |, 2.2)
Y

and the gyrating (azimuthal) angle ¢ = arctan(v,/v,). The reason is that it very nicely
clarifies the meaning of gyrotropy, where the distribution function and the expressions
that follow are independent of the angle ¢. The velocity gradient in the cylindrical
coordinate system reads

v . 0 +<IA5 1 0 p 0 (2.3)
=0 —— —— 4 —, .
LaUJ_ V] 8(]5 I 8vH
where the unit vectors
cos ¢ . —sing 0
v,=|sing |; ¢=|cosod |; p=|0], 2.4)
0 0 1
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so the velocity gradient is

9 _ sing 9

COS¢3UL v, 0¢

_ KN cos¢i
V,= s1n<;$avl o dg | - (2.5)

0
3UH

A straightforward calculation with By = (0, 0, By) yields
v, sin ¢
vXBy=By | —v,cos¢ |, (2.6)
0

which further implies

. a sing 0
(vxBy) -V, = v, singBy | cos ¢

8Ul_ V) %
B " +cos¢ ]
— U, COS sin ¢ —— —
+ 0 aUJ_ V| 8(1)

ad
= _BO Sln ¢7¢ - BQ COS ¢% BO@ (27)

Now we need to expand the Vlasov equation (2.1) around some equilibrium
distribution function f;, i.e. the entire distribution function is separated to two parts
as f =fy + fU. For the distribution function, we drop the species index r. The
magnetic field is separated as B =B, + B, where By =Bz, and the electric field as
E=E,+E", but since there is no large-scale electric field in the system, E,=0.

The most important principle that is usually not emphasized enough, is that the
kinetic velocity v is an independent quantity, and is not linearized. The entire Vlasov
equation reads

3(fo f‘”)

+v-V(fy +f<“)+ [E“)+1vX(Bo+B<”>]'Vv<fo+f<“)=0, (2.8)

or equivalently by using the r-species cyclotron frequency £2, = q,By/(m,c)

(1)
78%;;][ ) V(fo+f(“)+ E“) Vo (fo+1)

B(l)
v X Z‘|‘Bio

The Vlasov equation is now expanded (i.e. linearized) by assuming that the °(1)
components are small, and that terms containing 2 small ‘(1)’ quantities can be
neglected. At the leading order, the situation is similar as many times before, i.e. at
very low frequencies (w < £2,) and very long spatial scales, the term proportional to
£2, dominates and must be by itself equal to zero

+ £, Vo (fo+fP) =0. (2.9)

’

, 3
& (wxBy)-V,fp=0 = Q—f=0, (2.10)
m,c a¢
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where in the last step we used already calculated identity (2.7). The obtained result
implies that at the longest spatial scales, the distribution function cannot depend on
the azimuthal angle ¢, or in another words, the distribution function must be isotropic
in the perpendicular velocity components and can depend only on v; + v} = v7, ie.
the distribution function must be gyrotropic. The second most important principle for
doing the linear kinetic hierarchy is to realize that the hierarchy is linear, and all
the quantities will have to be linearized. Additionally, we are interested only in a
simplified case where the plasma is perturbed around a homogeneous equilibrium state,
and we can assume that the equilibrium f; does not depend on time and position, so
that dfy/dt=0 and Vf, =0. Therefore, the distribution f; contains only density n, that
is not (¢, x) dependent, or in another words f(x, v, 1) = fo(v) + fV(x, v, 1). Perhaps
a different way of looking at it is that the f; must satisfy the leading-order Vlasov
equation

af()—kv-Vfo—i—qr{Eo—l—lvaO}-V,}fO:O, @.11)
dt m, c
which at long spatial scales and low frequencies further implies gyrotropy (2.10) and
E, =0, together with dfy/dt+ v - Vfy=0.

Terms that contain 2 small (1) quantities in (2.8) can be neglected, and putting the
f9 contributions to the left-hand side and the f; contributions to the right-hand side

yields
" qr | .
+v.- VO + (v xBy) -V, fV=—" [E( )+ —v x B ﬂ “Vofo. (2.12)
ot m,c m, c

This is the starting equation that expresses f" with respect to f, and that is used
in plasma physics books to derive the kinetic dispersion relation for waves in hot
magnetized plasmas. The second term on the left-hand side v - V", introduces the
simplest forms of Landau damping. The most complicated term, by far, is the third
term £2,(v x By/By) - V, f, since it introduces non-gyrotropic fV effects. This term
introduces the complicated integration around the unperturbed orbit with associated
sums over expressions containing Bessel functions, that are found in the full kinetic
dispersion relations. It is this third term that makes the collisionless damping (and the
kinetic theory) a very complicated process, even at the linear level. Without this third
term, life would much easier, and Landau fluid models would be an excellent match
for a full kinetic description, at least at the linear level.

The third term is obviously equal to zero if the f distribution function is assumed
to be strictly gyrotropic (see (2.7)). Or, we can just neglect the term by hand,
assuming that we are at low frequencies and that w < §2, meaning, if we apply an
‘overly strict’ and slightly ad hoc performed low-frequency limit. However, as we will
see later in the 3-D geometry section, it turns out that even if a strictly gyrotropic
£ is assumed, the third term cannot be just eliminated from the onset. To obtain the
correct £ in the gyrotropic limit the third term has to be retained and the integration
around the unperturbed orbit performed. Only then can the term be eliminated in a
limit. It is emphasized that the sophisticated Landau fluid models of Passot & Sulem
(2007), that we do not address here, do not neglect this third term and these models
do not assume the f to be gyrotropic. It is exactly the deviations from gyrotropy
that introduce the Bessel functions found in kinetic theory and sophisticated Landau
fluid models.
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Now, for a moment we do not perform any calculations, and just reformulate the
important equation (2.12). The first-order fields are typically transformed to Fourier
space (~e**~" but we will postpone that for now. By defining the operator

D_3J tv.v4 L
- R V-
Dr ot m,c

(v xBy) - V,, (2.13)

that represents a rate of change along an unperturbed orbit (zero-order trajectory), the
equation is rewritten as

Dt m, c

DF® . 1
S [E“) +ovx B(”} Vo fo. (2.14)

To obtain the fV, one therefore has to calculate the integral of the above equation,
where also the integration of the right-hand side must be naturally done along the
zero-order trajectory (along the unperturbed orbit) in order to cancel the d/d¢ on
the left-hand side. The integration is denoted with prime quantities, and the integral
is performed along df. If the integral is performed from time ¢ =, to ¢ =1¢, the
integration of the left-hand side yields fV(x, v, 1) — fV(x, v, t,), i.e. the result
depends on the initial condition at time #,. To remove this dependence, the integral
is performed from 7y = —oo and it is typically stated that, in this case, the initial
condition f(x, v, —o0) can be neglected. (This is however not that obvious and,
for example, Stix have a rather long discussion in this regard on page 249). The
distribution function f(x, v, #) is therefore obtained by performing the integral

t
. 1
O v, =2 / {E“)(x/, )+ v x BV, )| -V fo(v)dr. (2.15)
m _ C

r oo

The calculation of this integral is cumbersome because of the required change of
coordinates. We want to get the final ! expression and we will repeat the algebra
concerning how to obtain it, but before doing that, let us consider the simplest
possible case.

2.1. The simplest case: 1-D geometry, Maxwellian f;,

Let us consider a particular situation, when (for whatever reason) the third term on
the left-hand side of equation (2.12) disappears, i.e. let us briefly consider

(v x By) - V, " =0, (2.16)

which according to (2.10) implies that £ is gyrotropic (it does not depend on the
angle ¢). Let us also consider the even more special case in which f, is isotropic. In
such a case, that is a specific case of (2.16), the direction of B" does not matter at
all for fy and naturally

(vxBY).V,fy=0. (2.17)
To quickly double check the correctness of the above expression, for isotropic f;(v)
the velocity gradient is given by dfy/dv; = (9fy/9v)(dv/dv;) =fjv;/v and the velocity
gradient V, fo =f;d is in the direction of velocity v. The result (2.17) then immediately
follows since e,»jkva,((Dv,- =0. The equation (2.12) therefore reduces to

aFM )
f +v-Vf“)=—q—

EV .V, f. (2.18)
at m,
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Fourier transforming the first-order quantities and 9/0t — —iw, V — ik yields

(—iw+iv- k)" =—TFO . v 7 (2.19)
m

r

which allows us to obtain an expression for ! in the form

. EVY.v
o4 ET-Vofo (2.20)
m, w—1v-k

Even though it is not necessary, it is useful to express the (electrostatic) electric field
through the scalar potential E" = —V &, which in Fourier space reads E"" = —ik®,
yielding

@ k-Vifo

m, w—v-k

fO=— (2.21)

Now, we want to integrate f, and obtain the linear ‘kinetic’ moments for density,

velocity (current), pressure (temperature), heat flux and the fourth-order moment r (or

the correction 7). To continue, we have to prescribe some distribution function f;.
The 3-D (isotropic) Maxwellian distribution is

N2
for = 1oy (7) e, (2.22)
T

where the isotropic v> = v} + v} +v? and «, =m,/2T") = 1/v§,. For simplicity, let
us drop the species index r, except for the charge g,. The velocity gradient

d 3/2 2
8J1:0, = ng (%) (—a)2vie™™ = 2avfy = 70 vfo,
Vifo = T<0> vfo.- (2.23)
Therefore, for a Maxwellian
k-
o= _— (2.24)

T (0> w—v-k
Before continuing, let us slightly rearrange the above expression for f and add

0 = w — w to the numerator, otherwise we will have to do this each time, when
calculating the higher-order moments. The rearrangement yields

r k'v_ + r
PO S el N (S (S I (2.25)
v-k—w

7O w—v-k 7O

For clarity, let us simplify even further and discuss the simplest possible 1-D case,
for a 1-D Maxwellian distribution

|
fo=noy/ —e™";  where g = —— = —. (2.26)
1

2

Here we consider fluctuations along the magnetic field By and the wavenumber is
therefore denoted as k;. Note that the case is strictly one-dimensional, and the velocity
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fluctuations are along the By as well. For example from the MHD perspective, we
are therefore considering the parallel propagating ion-acoustic mode. The f for a
Maxwellian f; is expressed as (dropping all the species indices ‘r’ except for the

charge ¢,)
W _; I gy Y 297
)
ay_ 49 ki
fU =25 1+v_8 fo. (2.28)
ky

Now, we are ready to calculate the velocity integrals. Let us start with the density n‘",
by integrating

“k

—Jo

o0 - o0 o0 k

n(l):/_oof(l)dvz—Tq(O)<D /_oofodv+/_oov_wdv . (2.29)
— ki

=ng

By using the prescribed Maxwellian f;, the second integral is rewritten as
o w o0 e—auz
no / ) dv
Vrkp )y 2
k

I
ﬁv:x] \/Ea) /00 . {a) }
_ =n i ——dx= | —JVa =x
|:\/&dU:d.x 0 'Ilfk“ ,oox_kgﬁ kH\/_ ’
I

2

|\
3 3
(a4

| =
RS
o,
e
I

oo —X

no e
—F=X0
ST ) e x— X

The notation [- - -] just indicates change of a variable. We purposely wrote the integral
with

dx. (2.30)

=2 Ja=-2, (2.31)

instead of the usual ¢, since we want to define ¢ slightly differently. The integral
is related to the famous plasma dispersion function Z(¢), that is responsible for
the famous Landau damping. Each plasma physics book devotes many pages to the
discussion of Landau damping, that was first correctly described by Landau (1946),
by considering an initial value problem and using Laplace transforms. It was later
shown by van Kampen (1955), that the Landau damping can be indeed obtained by
using Fourier analysis. We refer the reader for example to books by Swanson, Stix,
Akhiezer, Gary, Gurnett and Bhattacharjee, Fitzpatrick, etc. Let us call the integral
(2.30) the ‘Landau integral’. Nevertheless, the very-well-known secret is that, even
if one is armed with all these excellent books, the Landau damping effect can still
be very confusing (even at the linear level). We did not find any secret recipe that
explains the Landau damping in a simplified and different way, and the reader is
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referred to the thick plasma physics books. Here, we want to concentrate only how
to express the integral (2.30) through the plasma dispersion function.

Since the Landau integral can be very confusing and boring to explain, to increase
the ‘pedagogical’ value of this text, let us talk a bit more freely on the next few pages.
The plasma dispersion function can be defined with a short definition

Z() = \/IE /_Oo xe_)‘g dx, for Im(¢) > 0. (2.32)

In the definition of x,, the thermal speed vy, is always a positive real number, and
we do not have to worry about it. Now, considering the specific case k; > 0 and
Im(w) > 0, where we indeed have Im(xy) > 0, we can directly use the plasma
dispersion function and the result of the Landau integral (2.30) is ngxoZ(xo). For this
case, we are done. Really? Yes, there is nothing else we can do for this case, we
calculated the Landau integral. Reeeaallyy?? Yes, because the Landau integral cannot
be analytically ‘calculated’, the integral cannot be expressed through elementary
functions, unless the Z(¢) function is somehow simplified, for example by expansion
for cases |¢| < 1 or |£|> 1, or by considering the weak damping limit when Im(x,)
is small (see plasma physics books). We are not interested in these limits and the
Z(¢) function has to be calculated numerically or looked up in the table. We are
really done here!' So why is the Landau integral so confusing for the other cases? It
is exactly because of that — basically nothing gets ‘really calculated’.

2.2. The dreadful Landau integral [ e~ /(x — xo) dx

There are many reasons why the ‘Landau integral’ (2.30) can be so confusing. The
first reason is, (i) that the integral (2.30) cannot be expressed by using only elementary
functions. If we did not arrive at this integral in the middle of a thick plasma physics
book, but instead encountered it during our undergraduate studies of complex analysis,
we would perhaps not have such a respect to this integral, and immediately attempt to
calculate it by using the residue theorem. The integral appears to be so simple. Instead
of calculating ffooo we would calculate a different integral over a closed contour in
the complex plane fc. That integral can be calculated by using the residue theorem,
that states that fc =2mi Y Res, if the big path that encircles all the poles is counter-
clockwise.? An equivalent statement is that the integral is equal to j;c =—27i ) Res,
if the big path that encircles all the poles is clockwise. In our case, there is always
just one pole, at x =x,, and the residue of e”‘z/ (x —xp) evaluated at x=ux, is actually
very simple, it is always
2

e 2

=e, (2.33)

Res
x=x0 X — Xo

regardless of the value of x;, since for a general function f(x), the residue
Res f()/(x = xo) =f (x0).
=X0

However, to make the result fc useful for the calculation of our integral on the real
axis ffzo we need to separate the closed contour integral to §.= ffooo + J...» where the

In old times, a good barber would loudly shout: the next in line for shaving!

2As noted in the footnote of Appendix A of the book by Swanson, page 363, the rumour has it that the
famous Cauchy’s residue theorem, is actually due to Cauchy’s dog, that usually went around leaving residues
at every existing pole.
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farc represents the big half-circle at infinitely large radius. To preserve the direction of
integration along the real axis ffooo if the pole is in the upper complex plane, i.e. if
Im(xp) > 0, we need to close the big arc contour in the upper half of the complex
plane counter-clockwise. Similarly, if the pole is in the lower complex plane, i.e. if
Im(xp) <0, we need to close the big arc contour clockwise. Importantly, in contrast
to typical examples presented in basic complex analysis classes, the arc integral |

does not disappear. The problem is, that the function f(x) = e is a very strongly
decaying function on the real axis (for z=x— £00), however, this is not true at all
in the complex plane. Considering the purely Imaginary axis z = +iy, the function
eZ=e" isa very strongly diverging function as y increases, and the arc integral
/... cannot be neglected! This is a very sad news, since now we clearly see, that with
fm # 0, we will not be able to use the complex analysis to actually ‘calculate’ the
Landau integral (2.30).

We note that the well-known Gaussian integral I = ffooo e dx =/, is typically
calculated in the real plane by means of a trick which consists in evaluating I*> in
polar coordinates, I = [ e dxdy =27 e ¢ rdr. The Gaussian integral can
still be calculated in the complex plane by using the residue theorem, even though
quite sophisticated tricks are required.’

The second reason why Landau damping is confusing is, (ii) the necessity of
analytic continuation. The third reason is very closely related to the second and it is
(iii) The analytic continuation has to be done differently for k; > 0 and for &k < 0.
The big result of Landau (1946) can be summarized as follows: if k; > 0, the path
of integration always has to pass below the pole x = xy. Therefore, starting with the
basic case in the upper complex plane Im(x;) > 0, nothing has to be done and the
integration is just along the real axis. Now, if the pole is moved to the real axis,
so Im(xy) =0, one needs to go around that pole with a tiny half-circle from below.
This creates a contribution of 1/2 times 27i times the residue at that pole, so the
contribution is wie™. If the pole x, is moved further down to the lower complex
plane, a full circle around the pole is required to enclose it from below, which yields
a contribution of 2mie™0. The situation is demonstrated in figure 1(a). The integral
(2.30) for k; > 0 is therefore ‘calculated’ as

/ ¢ dx, Im(w) > 0; Im(xy) > 0;
—00 X — Xo
2

—x? 0 —x
e k>0
/ dx = { V.P. / ¢ dx+ nie™, Im(w) =0; Im(x) =0;  (2.34)
cX—Xo —o0 X — X

o 2
/  dx+2mie S, Im(w) < 0: Tm(xp) < O.

oo X — Xo

For the Cauchy principal value, we prefer the original French pronunciation ‘Valeur
Principale’, abbreviated as V.P.

The above result is completely consistent with the definition of the plasma
dispersion function, since the plasma dispersion function was developed exactly
to describe this integral. One starts with the definition in the upper complex plane

2
3For example, by considering § €™ /sin(nz) dz, calculated along lines with a 45° angle with the real

axis, that encircle the pole at z=0 and where the residue Res=1/m.

7=l
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FIGURE 1. (a) Landau contours for k; > 0. (b) Landau contours for
k” < 0.

(2.32), and analytically continues this function to a lower complex plane, according to

o0 *Xz
/ ¢ : dx, Im(¢) > 0;
oo X —
1 e 1 o o
20=—= [ L= e / dx+ mie ™, Im(g)=0: (2.35)
C - —00 -
o0 e—xz e
dx+2mie ", Im(¢) <O.
oo X —

To save space in scientific papers and plasma physics books, the definition of Z(¢)
is often abbreviated as (2.32), i.e. only as a first line of (2.35), with a powerful
statement that for Im(¢) < O the function is analytically continued. That statement
indeed completely defines Z(¢), since the powerful complex analysis tells us that
an analytic continuation of a function, if it exists, is unique. Another abbreviated
definition is by essentially writing down only the second (middle) line of (2.35). This
is the most useful 1-line abbreviation because one can immediately recognize how the
sign(k;) was treated (as we will see soon). However, such a definition of Z(¢), only
specifying it for Im(¢) =0, would not be a complete definition of that function, and
no powerful statement regarding how the function is extended above and below from
the x-axis is available. So plasma physicists found a very smart workaround, how not
to write the Im(¢) =0 restriction in the second line of (2.35) and how to completely
define the Z(¢) with this 1-line statement. Let us still consider the case k; >0, where
our xo and ¢ are equivalent. It is often stated (e.g. Stix, bottom of page 190), that ‘the
principal value of an integral through an isolated singular point may be considered
the average of the two integrals that pass just above and just below the point’. For
example, for a specific situation when x, lies on the real x-axis, integrating along a
horizontal line below the x-axis yields the first line of (2.35), and integration along
a horizontal line above the x-axis yields the third line of (2.35) since when the pole
is encountered we have to pass it from below. An average of the first line and third
line of (2.35) yields the second line. The idea can now be generalized to an entire
complex plane, for all values of Im(xy), where two integrals are done; one integral
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along a horizontal line that passes below the x, point (where nothing has to be done)
and one integral along a horizontal line that passes above the x, point (and where a
deformation that passes below the point has to be performed, accounting for the full
residuum). The average of these two integrals yields an abbreviated Z(¢) definition
for all values of ¢ in the form

o0

2
 dx+ivme™’, for VIm(¢), (2.36)

1
Z() = ﬁV.P. P

where the integration is said to go through the pole. Of course, no integration can
be really done ‘through’ a singular point, and what the wording means is that the
integration is done along the horizontal axis that goes through x,, i.e. the integration
is along horizontal axis Im(x).

It is possible to look at it from another (perhaps more illuminating) perspective.
Consider the situation in which xy is somewhere in the upper half of the complex
plane. One can perform the integral along the real axis, so that the first line of (2.35)
applies. Let us call this result c¢;. Alternatively, one can perform the integral along the
horizontal line that passes through Im(x,) (with the required tiny half-circle passing
below xj), and (2.36) applies. Let us call this result ¢,. These two different integrals
must be equal. Why? Because one can plot two vertical lines (passing through
Re(xy) = £o00) that, together with the two horizontal integration lines, enclose an area
that does not contain any pole, and integration around all four lines (in a circular
direction, let us say counter-clockwise) must yield zero. The two integrals along the
vertical lines cancel each other, yielding that ¢; — ¢, = 0, the minus sign in front
of ¢, appears since the integration along ¢, was now done in the opposite direction.
Even though it is perhaps a bit confusing when seen at first, the definition (2.36) is
very useful, and when encountered, it should be just interpreted as an abbreviated
definition of (2.35).

Unfortunately, the plasma dispersion function was obviously developed only with
the case k; > 0 in mind. The Landau result requires that for k; < 0, the path of
integration always encircles the pole from above, see figure 1(b). For k; < 0, the
Landau integral is defined as

00 —x2
/ ¢ dx Im() > 0: Im(xo) < O:
—c0 X — Xo
2

2
e k<0 © e 2
/ dx = {v.p. / C  dx—mie®, Im(w)=0; Im(x) =0; (237
cX—Xo —o0 X — Xo

/ ¢ dx—2mie ™, Im() < 0: Im(x) > 0.
—00 X — Xo

The two different cases for k; >0 and k; <0 can be easily combined together by using
the sign of the wavenumber k; function, that is equal to +1 for k; > 0, and equal
to —1 for k; < 0. However, one needs to forget the sign of Im(xy), and arrange the
results only with respect to the sign of Im(w). The Landau integral with xo = w/ (k;vm)
therefore reads
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2

/ ¢ dx, Im(w) > 0:
—0o X — Xo
e Yk 0 p=x N
/ ——dx ={vV.P / dx + sign(k))mie ™, Im(w)=0; (2.38)
C x— —00 X — Xp
kHUlh o0 e—xz 2
/ dx + sign(k))2mie ™, Im(w) < O.
—c0 X — X0

Obviously, it is the sign of Im(w), and not the sign of Im(xy), that is the ‘natural
language’ of the Landau integral. However, the connection to the plasma dispersion
function Z(¢) is unnecessarily difficult. Sometimes, the definition of the plasma
dispersion function is then altered so that the above expression is satisfied. Stix, for
example, uses, in addition to the usual Z(¢), also a different function Zy(¢) that can
be defined with respect to the sign of Im(w) instead of the sign of Im(¢), where as
noted on page 202, Zy(¢) =Z(¢) for ky > 0, and, Zy(¢) = —Z(—¢) for ky < 0. With
¢ =w/(kjva), the function Z;(¢) is defined according to

/ ¢ dx, Im(w) > 0;
o X—C
1 o g
Zy(&) = 7= V.P. /_OO xe_ ; dx + sign(k)mie *",  Im(w) =0; (2.39)
o0 7)(2
/ ¢ Fde sign(k)2mie ", Im(w) <0.
oo X —

Again, the function Z;(¢) can be defined in an abbreviated form as the first line of
(2.39), with analytic continuation for Im(w) < 0 (Stix, page 206, equation (91)). The
second possible abbreviated definition of Zy(¢), valid for all values of Im(w), is the
trick with the principal value (Stix, page 206, equation (92))

Zy(¢) = —V P. / dx + sign(k“)iﬁe_fz, for VIm(w), (2.40)

where the integration path goes ‘through’ the pole, i.e. the integration is done along
the horizontal line Im(¢). With the use of this new function Z,(¢) of Stix, we can
therefore express the dreadful Landau integral for all values of k; as

1 e~
ﬁ C x— @

kv

dx 2 7,(¢);  where ¢ = (2.41)

kjve

However, we do not like this formulation with Z,. Here, we insist on using the
original plasma dispersion function Z. In our opinion, the most elegant solution is the
one that is used for example in the book by Peter Gary and in some Landau fluid
papers, and that is to use |k;| in the definition of ¢, by defining

w
|ku |vth'

= (2.42)

This amazingly convenient definition simplifies the expressions and represents the
‘natural language’ of the plasma dispersion function. We note that |k;| = sign(k)kj,
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and also k; =sign(ky)|k;|. With the new definition of ¢, for k; > 0 obviously nothing
is changed since |k;| = k;. However, for k; <0,

2

e} —X [ele] —xz
e kj<0 e | x=—y
/_oox— s A = /_oox+;dx_[dx=—dy]

kv

—00 7.\'2 [e9] 7)(2

_ / e (—dy) = rename| _ / e dx

00 —y+¢ y—x 0 X—¢C
sign(ky) /

where in the last step we used —1 = sign(k;). By examining the first and the last
expressions, the result is also obviously valid for k; > 0, and therefore for all k. Or
alternatively, (perhaps more confusingly, but keeping an exact track of the sign(k;)),
for all values of k

(2.43)

00 —X 00 —x2
——dx = / —dx
/_oo P oo X — sign(k))¢

2

~ ity [ O g [ y=sieta
= sign(ky) / signkpy—¢ [dy—“g“(k)dx]

“+oosign(k|) 7y2 dy
= 51gn(k”)/ < - )
oosign(ky) y—= é‘ Slgn(kll)

2 2

+oosign (k) e +oo oy
- / : dy= s1gn(k)/ dy

—oosign(k)) y—-

+o0 €_
= sign(k”)/ - dx, (2.44)

which is the same result as the one obtained above. The definition of ¢ (2.42)
therefore yields

2

oo e—X
/ dx, Im(¢) > 0;

oox_§

e—x2 ' oo —x*

/ — dx 2 sign(ky) { V.P. / ¢ dx+mie, Im()=0; (2.45)
Cx— —o X —¢

2

kv % =¥
/—oo X = é—

This result allows us to use the original plasma dispersion function definition (2.35),
and express the dreadful Landau integral for all k; simply as

dx + 2mie Im(¢) < 0.

1 e

ﬁCx—w

kyvm

dx\iH sign(kH)Z(§)§ where ¢ = (2.46)

|ku |Um‘
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Now we have calculated the Landau integral to our satisfaction, and we can continue
with the calculation of the linear kinetic hierarchy. Wait. We had basically the same
result several pages back! For the case k; > 0 and Im(w) > 0. The Landau integral
was just expressed through the plasma dispersion function, basically the same result
as is done now, there is just one sign(k;) in front of the integral and one in the
definition of {. Are we suggesting that all these calculations, contour drawings and
discussions, were done just to get a sign right? Affirmative. The Landau integral is
all about chasing minus signs, but to get the correct signs is very important. This is
exactly the reason why the Landau damping is so confusing, and why it needed the
genius of Landau to correctly figure it out. Nevertheless, that the Landau damping
(Landau 1946) is indeed very confusing can be understood from the fact that the effect
was questioned for almost 20 years before it was experimentally verified by Malmberg
& Wharton (1966).

To conclude, and to summarize the differences between the plasma physics books of
Stix and Peter Gary, we have two equivalent recipes to ‘calculate’ the Landau integral,
that can be written as

w

Zy(8), = ;

L e L g e ‘= v
e Vi ey 2 sign(k)Z(¢), ¢ =—r,
kv kyvm &y |ven

(2.47)
where the A.C. stands for analytic continuation. It is important to emphasize that some
plasma books, such as for example that by Gurnett and Bhattacharjee, take a different
approach and call the function Zy(¢) simply Z(¢), as is obvious from their expressions
for Z(¢) (pages 347-348) that contain the sign(k;). Of course, this approach is fully
kosher, however, one needs to be extra careful when adopting a numerical routine
for the plasma dispersion function. The second choice in (2.47) appears inconvenient,
however, it is not, since the expression (2.30) contains

U e e (Zo(2), C=
—= dx= ) (2.48)
VT kv /Cx— - “ sign(k)Z(§) =¢Z(), ¢= ©_
kyjvm | Vih |y v

The book by Peter Gary, and many Landau fluid papers prefer the second choice, since
this small trick with redefining ¢ allows the use of the original plasma dispersion
function Z(¢), that was tabulated by Fried & Conte (1961).* We prefer it too, and
therefore, the integral that we will use frequently in the kinetic hierarchy is

2
xo [ e

ﬁ —o00 X = X0
and obviously x, =sign(k;)¢. Now we are able to finish the calculation of the density
n®, equation (2.29), that yields

a1 _ qr _ qMo
n = —Wd§ (no +notZ(¢)) = — 70

4Peter Gary’s book indeed appears to be the only ‘recent’ plasma book, where |k|| is used for the definition

] w
kHUth, |k|||vth’

dx=1¢Z(), where xo= (2.49)

@ (1+22(0)). (2.50)

of ¢. The only caveat of the book, which could be confusing, is the exclusion of the /2 in the definition of
the thermal speed vy. However, some Landau fluid papers (Hammett & Perkins 1990; Snyder et al. 1997)
use the same definition without the +/2.
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The result can also be expressed by using the derivative Z'(¢) = —2(1 + ¢Z(¢)). The
quantity 1 4 ¢Z(¢) appears very frequently in kinetic calculations with Maxwellian
distribution and it is called the plasma response function

[R(0)=1+¢Z().| 2.51)

For a different (general) distribution function fy, the plasma response function
R(Z) can be defined according to what is obtained after calculating the density
nV = —(g,ny/T?)®R(¢). The name is very appropriate, since the R(¢) describes,
how a plasma with some distribution function ‘responds’ to an applied electric field
(or a scalar potential).

2.3. Short afterthoughts, after the Landau integral

Why does some ‘analytic continuation’ have to be done? Even though we did
not manage to express the Landau integral (2.30) through elementary functions,
the integral appears to be well defined in both upper and lower halves of the
complex plane, regardless of where the x, is. And it indeed is. So why the analytic
continuation? The very-deep reason why the analytic continuation is necessary, is that
the integral is not continuous when crossing the real axis Im(xp) =0 in the complex
plane.® If a function is not continuous, it is not analytic (a fancy well-defined language
that says that the function is not infinitely differentiable, basically meaning that it
matters from what direction that point is approached in the complex plane, very
similarly to a derivative of function |x| on the real axis). And if a function is analytic
in some area, and not analytic outside of that area, we can sometimes push/extend
the area of where the function is analytic, to/through the area where the function is
not analytic, therefore the term ‘analytic continuation’.

Why is the analytic continuation so important? Why is it a big problem that the
integral is not continuous when crossing the real axis? Because it directly relates to
the causality principle, that is, if something happens, then the response to this incident
must come after, and not before, the time in which that incident happened. This can
be perhaps more intuitively addressed by performing the Laplace transforms in time
(instead of the Fourier transforms), and considering an initial value problem, as was
done by Landau (1946). For more information, see plasma physics books, for example
Stix (1992), chapter 3 on causality etc.

The necessity of analytic continuation and the definition of the plasma dispersion
function can be nicely clarified by a formula from a higher complex analysis, known
as the Plemelj formula (Plemelj 1908), which can be written in the following
convenient form

1
Iim —— =V.P.
e~>0T X — xo ki€ X — Xo

Find(x — xp). (2.52)

The formula (2.52) is meant to be applied on a function f(x) and integrated ‘through’
the pole, i.e. along the horizontal line Im(xp). The easiest is to consider xo = 0 (or
Im(xy) = 0) with integration along the real axis. The Dirac delta function §(x — xp)
in (2.52) represents contributions of the Landau residue. If the Landau residue is
neglected, i.e. if only the V.P. part in (2.52) is considered, as done by Vlasov (1945),

SWhat actually matters is not the xp, but the frequency w, and the crossing of the real axis Im(w)=0.
This unfortunately yields that two separate cases for k| >0 and for kj <O have to be considered.
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yields that there is no damping present. In § 3.3, we will construct Padé approximants
of Z(¢) and R(¢). One can easily check that, by neglecting the Landau residue in
the power-series expansions (the residue will be neglected in the asymptotic-series
expansions), yields no collisionless damping. Therefore, as shown by van Kampen
(1955), it is indeed possible to derive Landau damping by using Fourier analysis (an
approach adopted here), provided the Landau residue in (2.52) is retained. The formula
(2.52) is often attributed only to Plemelj (1908), for his rigorous proof. Sometimes it
is called the Sokhotski—Plemelj formula, because it is argued the formula was derived
in the doctoral thesis of Y. V. Sokhotski in 1873, with a proof that can be viewed
as sufficiently rigorous for mathematical standards that existed at those times, i.e. 35
years before the rigorous proof of Plemelj. The Sokhotski—Plemelj formula is used in
many areas of physics, from the theory of elasticity to quantum field theory.

24. Easy Landau integrals [ x”e_"2/ (x —xp) dx

We want to calculate moments in velocity space all the way up to the fourth-order
moment r, and (including the 3-D geometry) we will need integrals only up to n=>5.
To this aim, we will use frequently (2.49), where we find it convenient to use x, and
¢ instead of chasing the sign(k;), and in the end we will just use the definition xy =
sign(k;)¢. We already saw that the zeroth-order moment was

7= xe_ o dx=sign(k)Z(0). (2.53)

Let us now calculate the higher-order moments. Since we talked so much in the last
pages, we will remain silent for a moment and we will just enjoy the calculation,

1 /°° xe dy — 1 /°°x—x0+x0 2 g
ﬁ —o0 X — X0 e \/_ - ¢ *

[e.e] —X

e
L
f/ +f N
=1 ={Z(¢)
= 14+¢Z&)=R(). (2.54)

L /oo xze_xz dx _ / —XO +x0 —x d
VT ) s x— X X — X

= ﬁ/_oo(x+x0)e dx+/ T dx

X08Z(¢)

1 o 2 R
= ﬁ/ xe " dx—i—j(%/ e dx+x0¢Z(¢) =x0(1 4+ ¢Z())

2

—dx

=0 =X0
= sign(k¢R(E). (2.55)
1 [™xPe™ X —x X[ e 1
— — e dx4 —L dx= =+ ¢*R(?).
ﬁ/ x— xox \/_/oox W' U Lamn T2 TR
=(1/2)+3 =§§(§)

(2.56)
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o7
e / e dx = sign(k)) (;; +c3R(<;)) : (2.57)
x5 —x2 3 {2 A
f/ = S ORE). (2.58)
That was easy! If we ever need a higher order, we will just blindly calculate
e e E [0
=xisign(k|)Z(¢)

/ @ a3 2+ c4xxg 2 x’é‘l)e—’“2 dx

+ sign(k))"'¢"Z(¢), (2.59)

and we do not worry right now if this general case can be expressed in some smarter
way. Now we know how to calculate the kinetic Landau integrals, so let us use this
knowledge to calculate the first few integrals of the linear ‘kinetic hierarchy’.

3. One-dimensional geometry (electrostatic)
3.1. Kinetic moments for Maxwellian f

With the previous integrals already calculated, the calculation of the linear kinetic
hierarchy is an easy process. However, it is important to emphasize that the hierarchy
is linear, and must be calculated as such. Again, as emphasized before, the kinetic
velocity v is an independent quantity, and is not linearized. The total density n =
[ fdv, and at the first order of course ny = [ fy dv. The expansion ny+n" = [(fy +
f®)ydv implies n'V = [ f®dv. The density n", already calculated in (2.50), was
therefore calculated correctly, and using the plasma response function

n qr
e TO

DR(?). (3.1)

The velocity moment is nu= [ vfdv and at the first order noug = [ vfydv. In our
specific case, because we do not consider any drifts in the distribution function, uy =0.
Expanding (ng+n") (uo+u") = [v(fo+f") dv and neglecting the nonlinear quantity

nWu® yields nou'™ = [ vf" dv. The velocity moment calculates as
w
M _ W g, 4 ko
nou’ = /vf dv——T(())QD/v 1—|—U_8 fodv
ki
a)
"k
_ 4 I
= T(O)qb /vfodv+/v_f0dv
=nouy= 0 I

ve —av? dv B \/—U = x
T(0> kH Jadv= dx
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q . ny Jaw xe™
O rJak ) - ]
Il
w q- . no xo [° xe‘"2
[xo ky ﬁ} TO " Ja it J o x—x0 !
= NER(E), (3.2)

T(O) f
and cancelling ny and using 1//a = vy = /279 /m yields

©)

r 2TO
uh=_1 = sign(ly)¢R(). (3.3)

TO

The definition of the scalar pressure is p=m [(v — u)*fdv and at the first order
po=m [ vy dv because again uy = 0. The quantity (v — u)? = v? — 2vu + u? is
linearized as v? — 2vu”, and expanding py + p" =m [(v* — 2vu)(fo + f) dv,
further linearizing by neglecting u"f" and using uy =0 yields p’ =m [ v?f© dv.
The pressure calculates as

»2
I 2 2(1) __Qr 2 k|| . oV =X
P _m/vf W="7¢% m/”ﬁ’d”+m/v_wf°d” _[\/Edv:dx}
ky

=Po

q, ny Ja o x2e™ >
= — 0] pot+tm——— de = X():f\/a
Ve k) x2 2y

2 —x?
- -Ie <p0+m"°x° T dx) =@ (P +m2CRO) ) G
p T TO
and dividing by po and using py = noT” to calculate mny/(poar) = 2, the pressure
moment reads
" g
P TO

D (14+20°R(©)) - (3.5)

We will also need the temperature 7V, The general temperature is defined as T =
p/n, i.e. the definition is nonlinear. The process of linearization is essentially like
doing a derivative

. M
r=0Bro_L__Pyo (3.6)
n ny ng
and dividing by T© = p,/n, yields
7O M 0
T 3.7)

TO py  n

If one does not like the ‘derivative’, the same result is obtained by writing p = Tn
instead, and linearizing (py + p") = (TO + TW)(ny + n'V). Which after subtracting
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po = TOny, neglecting TVnY, yields p" = TWny + TOnD, which after dividing by
po yields (3.7). The temperature is therefore easily calculated as

@ (14+2°R(E) —R(D)) . (3.8)

The scalar heat flux is defined as ¢ =m [(v — u)’fdv and at the first order gy =
m [ v¥fydv, and for our case go = 0. The quantity (v — u)’ = v’ — 3v?u + 3vu* —
u® is linearized as v — 3v?uV. Expanding g0 + ¢ =m [ (v} = 3v?uD)(fo + ) dv,
neglecting uVf, yields one contribution that is very easy to overlook, and that is of
the same order as the expected m [ v3f" dv, and that is proportional to m [ v3fydv=
po. Therefore, the linearized heat flux ¢/ must be correctly calculated according to

The first term calculates as
v3k8 Ja
3.401) _ q- 3 1 _ oav =X
cforvan= g (s forin | ) [ 73)
—_————

=q0=0 I

. ny Jo o Be 1)
A dx:[xoz J&}
o

= — m
TO " ma k) 2 ki
ki
ny X e
S (S dx
TO a3 /7 | x—x
20 .
= —qmo®\[ ——sign(ky) (¢ +20°R(©)) (3.10)

where we used a=3/> = (2T /m)\/2T©® /m. And the entire heat flux (3.9) then reads

0
W _ 2T

—q,ny® sign(k) (¢ +20°R(¢) — 3LR()) . (3.11)

q

m

The scalar fourth-order moment is defined as r =m f (v —w)*fdv and at the first

order of course ro=m [ v*fy dv, since again uy=0. Also, ro=23pg/py, where py=mny.

The quantity (v — u)* is linearized as v* — 4v’u". Expanding ry + r'’ =m [(v* —

403u)(fy + fV) dv, the quantity m [ v’fy = go = 0, which yields a simple r =
m [ v dv. The fourth-order moment calculates as

1))
4
i
 _ apy g0 4 4 ky | Jav=x
r _m/vf dv = T(o>q> m/vfodv+m/v_wfodv _L/Edv=dx]
' ki

=ry

ny Ja o xte™ a)

S Ly r0+m0/wdx = |xo=—+o
TO Vi k) x— 2

k
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4 ,—x2
__ 4, <,,0+m”0x0 re dx) = _4P0g (3+2¢>4+4¢°R(0)) ,
o m
(3.12)

where we have used 1/a? =4T©%/m?, and mny/a* = 4p}/ po.

The entire nonlinear r is decomposed as r = 3p?/p + 7. The first term can be
linearized in a number of ways, and of course, all techniques must yield the same
result, since linearization must be unique. For example, by using the derivative

2\’ 2 2 / ’
p Ly ., p,_p (20 p
() =—2pp ——5p =— ( - > : (3.13)
o o o p\p P
the term is easily linearized as
202 /2 M) 2 /oph M
P;Po(ﬁ_p>=1’o<l’_n>, (3.14)
o P\ Po Po Po \ Po noy

and by further using (3.7), also alternatively as

2 p2 /0T
Poh +2). (3.15)
p po \TO no

Using ry = 3p% /po therefore yields useful relations (valid for a Maxwellian)

FD o p O FO P D

— = =2 4 4 3.16
) Po no * o TO * no * o ( )

Another possibility (to double check the linearization), is to rewrite p*/p = (1/m)pT,
so that r = (3/m)pT + 7, and to linearize that one instead. Expanding that expression
into ry + r'Y = 3/m)((po + pM)(T® + TV)) + 7V (where by definition/construction
70 = 0), after subtracting r, = (3/m)poT”, and neglecting pV'T?V, yields r' =
3/m)(pVTO + poT™) +7Y. Dividing this expression by r, yields

ORI KU ()
U S 3.17
To po TO G179

which when used with (3.7), is equivalent to (3.16). Now we can easily calculate the
71 component as

() — () _ 3&2) (219(1) _ ”(1)> ; (3.18)
Po \ Po no
that directly yields
7O = I g (202 4 4r4R(2) 4 3R(2) — 3 — 120°R(D)) . (3.19)
m

Now we are ready to explore the possible closures.
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3.2. Exploring possibilities of a closure

Let us summarize the obtained linear hierarchy so that we can directly see the
similarities. Let us also for a moment introduce back the species index r, so that we
are completely clear

2

= T«)) ): (3.20)
r 2TO

Wb = _T‘i(o)cb S kER(E); (3.21)

p" 2

po T<o> PRED); (3:22)

T 2

7 = ~10 2R — R(@E); (3.23)

(1) o . 3

q," = _anOr(p m SIgn(kII)(§r+2§rR(§r)_3§rR(§r)); (324)

r0 = TP g3 4002 1 actR(@,)):; (3.25)

7= 9P 002 L4 R(G) +3R(@) -3 - 120°R@)), (3.26)

r

with an emphasis that the charge ¢, should not be confused with the heat flux ¢'".
The ¢ = w/(lkj|lvn,) and the thermal speed vy, = /2T /m,. Note the presence
of sign(k;) in the expressions for u" and ¢'". The presence of sign(k;) can be
verified a posteriori, for example by considering the simplest situation when the
Landau damping is neglected, and the R(¢,) function yields only real numbers for
real valued ¢, (i.e. the R(¢,) function can be approximated with Padé approximants
that contain only powers of ¢?). Simultaneously changing the signs of k; and ® in
a Fourier mode should give its complex conjugate, i.e. the real part of expressions
(3.20)—(3.26) cannot change its sign in that transformation. This is indeed true because
the expressions for u” and ¢!V contain sign(k))¢, = @/ (kjvg,)-

To better understand what is meant by ‘a closure’, let us first examine what is not
a closure. Let us examine the density n'" equation. Since in this specific example
we used the electrostatic electric field EY = —V¢, the only Maxwell equation left is
V.EY =4x >, q-n., where g, is the charge and n, is the total density. Linearization
of this equation, and using the natural charge neutrality that must be satisfied at the
zeroth order 3, g,ng, =0, yields V - EV =47 Y ¢.n, or written with the scalar

r o
potential —V?® =4x Y g,n", and transformed to Fourier space, K*® =4n Y ¢,n'".
We consider 1-D propagation parallel to B, with wavenumber kj, and to be consistent,
we therefore continue with k; and

)
2 M _ no_
k@ =dm Z qm,” =4n Z qrhor—— 1oy 4n Z Mor T(o)

which can be rewritten as

( Y ms

(3.27)

) =0. (3.28)
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Even though the system is now ‘closed’, the equation (3.28) does not represent a
fluid closure, and should be viewed only as a kinetic ‘dispersion relation’. To have
a non-trivial solution for the potential @, the expression inside of the bracket must
be equal to zero. By declaring that k; # 0 (the case k; =0 is trivial since we need
some wavenumber), we can divide by kﬁ. By using the definition of the Debye length

of r-species Ap, = 1/kp,, where k3 =d4mnyq*/T?, one obtains a dispersion relation®

ro

1+Zk - R(,) =0. (3.29)

If one replaces here k; — k, the expression is actually equivalent to a multi-species
dispersion relation, usually found in plasma physics books under the electrostatic
waves in hot unmagnetized plasmas, with Maxwellian fy,. See for example Gurnett
& Bhattachrjee, page 353, equation (9.4.18). We are not interested here in studying
unmagnetized plasmas, and instead, we will just remember (3.29) as the dispersion
relation of the parallel propagating (to By) electrostatic mode in a magnetized plasma,
since this mode indeed does not contain any magnetic field fluctuations.

Let us consider only the proton and electron species, r =p, e, so that

TO

1+ —5— =0, (3.30)
a1, lT“))

R(p) +R(Z)

where the proton Debye length was rewritten with the electron Debye length
Ape = Appy/TV/TV. For a general case, the dispersion relation has to be solved

numerically, and again, cannot be much simplified, unless one wants to consider the
long-wavelength limit kyAp, < 1, where only the expression inside of the big brackets
can be used. The solution contains the usual Langmuir waves, that are obtained by
neglecting the ion term (by making the ions immobile) and by expanding the R({,) in
the limit || >> 1, i.e. in the limit when the wave phase speed w/k is much larger than
the electron thermal speed vy,.. Langmuir waves propagate with speeds that are higher
than the electron plasma frequency w,, = +/4mnn,e?/m,, which for us are extremely
high frequencies. The solution also contains the ‘ion-acoustic mode’, which in plasma
books is obtained in the limit [{,| 3> 1 and |{,| <1, i.e. in the limit where the wave
phase speed is much larger than the proton thermal speed, w/k>> vy, but also where
the phase speed is much smaller than the electron thermal speed, w/k < vy, for the
result see for example Gurnett and Bhattacharjee, page 356, equation (9.4.28-29).

So what about the limit |¢,| <« 1, when the phase speed is much smaller than the
proton thermal speed w/k < vy,? Does the ion-acoustic mode not exist in this limit?
Unfortunately, in the classical long-wavelength limit, the phase speeds do not become
smaller and smaller, the phase speeds w/k just become non-dispersive and constant.
In the CGL description (with cold electrons), the parallel propagating ion- acoustic
mode has a phase speed w/k; ==+C), where the parallel sound speed C 3p” /Po=

3T”0) /my,. The limit |¢,| <1 is never satisfied, because C; < vy, means 4/ 3Tﬁg) /m, K

\/ZT‘Tg) /m,, which is never true. One can estimate the lowest possible value of |,| to
be roughly in the neighbourhood of [Z,|min & Cﬁ:GL [V = +/3/2, or in another words

5An interesting observation (that is perhaps obvious if one considers how the Debye length is derived), is
that the Debye length of r-species Ap, does not depend on the mass my.
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|Zp|min =~ 1. There is no expansion of the Z(¢) for |[¢| ~ 1 and the result has to be
found numerically.

So what constitutes a Landau fluid closure? We will use the following definition:
express the last retained moment through lower-order moments in such a way, that
the kinetic R(¢) function is eliminated (for example by using Padé approximation),
so that the closure is expressed only through fluid variables and it is prescribed for
all ¢ values.

3.2.1. Preliminary closures for || < 1

As explained above, the limit |{| <« 1 is actually a bit unphysical for the proton
species in the electrostatic limit, and is physically plausible only for the electron
species. Nevertheless, briefly exploring the linear kinetic hierarchy in this limit allows
us to explore what kind of closures might be possible. In this limit, the plasma
dispersion function can be expanded as

Z(@) = ivme ™™ -2 {1 - %42 + %z“ LTI

105
(_2)n§2n '
(2n+1)!!+“']’ l¢] <1, (3.31)
2 4 8 16
— 3 —* SF3 eSSy sT
Z(¢) =iy/me 2§+3§ 15; +105§ +e (3.32)

and the plasma response function as

2 4 8 16
_ . — _ 2 4 F 46 T .8
R() = 14i¢ /e +[ 2r +3; 15; +105§ +
(_2)n+1§2n+2

and where for small ¢, ¢ is naturally expanded as

4 6 1" 2n
S PRI SR SO Gl S TR ) (3.34)
2! 3l n!

yielding

4
o] < 1: Z(g)zi\/‘—zc—iﬁ¢2+3¢3+if;4

8 16
_ E§5 _ iﬁ§6+ -

g l0557+---; (3.35)

4 T
R@) = 1+iVme =20 —iymg’ + 3;4+i{§5
8 ¢ AT, 16 4
- —i— — e 3.36
3¢ e S Tt T (3-56)
For our purposes it is sufficient to keep the series only up to &3, i.e. to work with the
precision 0(¢?). The expressions entering the kinetic hierarchy in (3.20)—(3.26) are
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R(@) = 1+iyme =202 —iymnel + -+ (3.37)

CR(E) = ¢ +iyme? —2¢% (3.38)

1+22%R(2) = 14202+ 2i/ne; (3.39)

1 —R(Z)+20°R(C) = —i/ng +40% +3ivng; (3.40)

£ +20°R(C) —3¢RQ) = —2¢ —3iv/me* + 8¢ (3.41)
34202 +40°R(E) = 34202 + 4% (3.42)

202 +42*R(C) +3R() — 3 — 122°R(¢) = 3i/me — 16¢% — 15i/we3. (3.43)

An interesting observation is that for small ¢, moments n'", p and rV are finite, and
moments uY, T, g and 7 are proportional to ¢ and therefore small. We want
to make a simple closure for the heat flux ¢!V or the fourth-order correction 7V, and
thus, let us concentrate on the moments that are small. To clarify how the closure is
performed, let us write them down only up to the precision 0(¢?), so

M ar 20 NE 198
u = =G @1 | = sign(k) &+ iv/E; (3.44)

TV = —q,@ (—iv/7g, +4¢7) ; (3.45)
(D 2Tr<0) : . 2
gV = —q,ny,® . sign(k)(—=2¢, — 3iv/7E?); (3.46)
70 = TP g 3i/re, — 1622). (3.47)
m

r

If we further restrict ourselves to only precision o(¢,) and neglect the ¢ terms, we
can find an amazing result that we can express the heat flux ¢! with respect to
temperature TV according to

. a1y _ . Nor 8T,£0) . 1 _ .2n0r . (1)
ot): gq,’ = _lﬁ . sign(kT,"”’ = —zﬁ viesign(k)T, . (3.48)

The above result is of upmost importance, because it emphasizes the major difference
between collisionless and collisional systems. At this point, the result is derived only
with the assumption |¢| < 1, even though we will see later that the result is not
restricted to this limit, and the result has a much wider applicability. The result is the
famous expression for collisionless heat flux, that here reads g ~ —isign(k)T, which
is in strong contrast to the usual collisional heat flux g ~ —V T that in Fourier space
reads g ~ —ikyT. We will come to this expression later.

With the precision o(¢,), other obvious possibilities are to express ¢'" with respect
to velocity u'”, or to express 7" through u'", TV, ¢V according to

ro

o¢): ¢V = —ZnO,Tr(O)ugl) = —2pou'’; (3.49)
7V = i3/ Tvgporsignhyu’; (3.50)
= —%vfhrnOrTfl); (3.51)
T = —i2 /g, sign(k))q". (3.52)
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However, if we did so much work that we consider the fourth-order moment, it
would be a shame not to increase the precision to 0(¢?). Obviously, we need to use
a combination of at least 2 different lower-order moments. For example, by trying

o¢?): TV =0,4" +arT". (3.53)

The proportionality constants «,, ar are easily obtained by separation to two equations
for ¢, and ¢? that must be satisfied

p()r

3 i/ = 420,10, v,5ign(ky) + ior/T; (3.54)
1622 = 4,0, v sign(ky)3iv/7 — darr. (3.55)
m,

Playing with the algebra little bit (for example po,/m, = TVny,/m, = v} ny,/2), the
two equations can be solved easily for the unknown quantities «,, o7, and the final

result is
NE 32 -9x

2y A= 2 ysign(h)g + ——— ,T”) 3.56

o(¢r) T, 3 _glh gn(ky)q, 2(31‘5—8) lhr N ( )

There are naturally other possibilities and with the precision o(¢?), one can search for
closures

o : ¢V = ayTV 4+ au®; (3.57)

7V = a,q" +o,ulV; (3.58)

7V = a; TV + aul®, (3.59)

where the first choice yields a closure

. A/T . 3t —8
ogh): ¢\ = 4{nnorvws1gn<k)T£”+4_nn0rT<°> o, (3.60)

and the other two choices yield
16 —3n 32 -97
lﬁvth, Slgn(k”)q(l) ﬁ

» 16 —3m

7 = vahrnw TV +i
For completeness, one can easily find a closure for 7" with precision 0({,3) (after
updating (3.44)—(3.47) to precision o(gf)) by searching for a solution

2N . ~(1 1
o) TV = - o,

vlhrnOrT Slgn(k )M

3.61)

2
*/ivm,no,T Dsign(k)u'’. (3.62)

og)): TV =0,4"+arT" +a,u®, (3.63)
and the solution reads
10— 37 217 — 64
o(g)) 7= iﬁﬁvthrmgn(ku)q(l) mvﬁlr”mﬂ(]) + f UthrP0r51gn(kH)H

(3.64)

We purposely kept the species index r in the calculations, to clearly show that the
closures are performed for each species separately, and no Maxwell equations or other
physical principles are used. The equations would be perhaps easier to read without
the index r.
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3.2.2. Exploring the case |{|> 1
For large value of |{|, we need to use an asymptotic expansion of the plasma
dispersion function that reads

2@ = ioyme -t 14 L4 S B 105
¢ 202 4ct 86 1648

2n— 1! ]
—_— s >1, 3.65
ooy <] (3.65)
where
0, Im(¢)>0;
o=4¢1, Im(¢)=0; (3.66)
2, Im(¢) <O.

The term with o comes directly from the definition of Z(¢) and there is not much one
can do further about it, since there is no further asymptotic expansion for exp(—¢?)
when ¢ is large. The term is zero in the upper half of complex plane (o = 0).
When very close to the real axis, i.e. when o = 1, the term mainly contributes to
the imaginary part of Z(¢) (even though only very weakly) and for the real part of
Z(¢), its contribution can be neglected. However, when deeply down in the lower
half of complex plane, the term can become very large (for example if ¢ = —iy,
exp(—¢?) = exp(y?) and if y is large the term obviously explodes). Deeply down in
the lower complex plane the term is a real trouble, and even some kinetic solvers
such as WHAMP (Rénnmark 1982) have trouble with calculations when the damping
is too large.

We will see shortly, that for our purposes the term can be completely neglected,
but let us keep it for a moment. The expansion of the Maxwellian plasma response
function therefore reads

. 13 15 105 945
R — —5_7_7_7_7_7...;
@) =loVmte — 5~ 3 TR Tect 30

lZI>1. (3.67)
Let us calculate the kinetic hierarchy, at least up to 1/¢*. After a short inspection,
one immediately sees that the hierarchy calculates a bit differently than in the previous
case, and to get the fourth-order moments with the precision o(1/¢*), it is important to
keep all the terms up to ~1/¢® in the R(¢) expression, since the fourth-order moments
contain ¢*R(¢) terms. The expressions entering the kinetic hierarchy dully calculate
as

nV ~R(¢) =io/mled — 214_2 — 4; +0 (;) : (3.68)

uV ~tR(E) =io/nee ™ — 21§ - 4:;3 - ;5; (3.69)

PV~ 14 20°R(¢) = 2io /7wt et — 2‘22 - 41;4; (3.70)

TV ~1—R(&)+20°R(&) =io/me ™ (20° —¢) — ;2 - ;’4; (3.71)
g ~ ¢ +28°R(5) — 3¢R() = iov/me ™ (264 — 3¢ — 223 - 21;5; (3.72)
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15 105
rD ~3 4202+ 42°R(C) =4i0ﬁ§5€_§2 - — =

Tl (3.73)

FU~ 207 +42°R(C) +3R(E) — 3 — 120°R(2) = io /e < (40° — 1283 +3¢7) — {64,

(3.74)
where for brevity we suppressed the proportionality constants, including the sign(k;).
Interestingly, the velocity u'" decreases the slowest, only as 1/¢. The n'V, p®», ¥
and also the temperature 7'V, decrease as 1/¢2. The heat flux ¢V decreases as 1/¢3
and the cumulant 7V decreases the fastest, as 1/¢%. This is not good news, since it is
obvious that the direct closures that were easily obtained for the small { case, cannot
be easily done here.

To understand how the terms contribute to the real frequency and damping, it is
useful to separate ¢ =x+ iy and calculate expressions with y being small, i.e. the weak
growth-rate (actually weak damping) approximation. The exponential term entering
(3.67) can be approximated as

{2 = (x+ iy)2 =@ — yz) + 2ixy ~ x4 2ixy;
—¢2
e

&

e—xze—2ixy;
ice™ = i(x+iy)e " & (—y +ix)e " e 2, (3.75)

and the fractions of ¢ are approximately

1 1 1 1 RAVEE S
o o (1-2) == =i (3.76)
¢ x+iy x<1+if) x X/ x X
X

1 1 1 1
- (1 _2,~X) = -2, (3.77)
e x2(1+iX> X X X X

X

1N1 Y

o 53 (3.78)

lwl Ly

N 4, (3.79)

etc. For large x, the exponential term (3.75) is strongly suppressed as e™ (with
oscillations e¢>¥). Additionally, the real part of (3.75) is proportional to y, which is
also small, and its contribution to the real part of R(¢) can be therefore completely
neglected. The imaginary part of the exponential term (3.75) has to be kept, if
one wants to match the approximate kinetic dispersion relations from plasma books
(usually calculated in the weak growth rate/damping approximation), for example for
the damping of the Langmuir mode or the ion-acoustic mode. However, even smart
plasma physics books have trouble analytically reproducing the full kinetic dispersion
relations that have to be solved numerically, see for example figures in Gurnett and
Bhattacharjee on pages 341 and 355, that compare the analytic and full solutions
for the Langmuir mode and the ion-acoustic mode. The trouble is that the damping
can become large, and the entire approach with the weak damping invalid. If kinetic
plasma books have trouble analytically reproducing the damping with full accuracy
under these conditions, we would be naive to think that we can do better with a fluid
model and we know we cannot be analytically exact for |¢| > 1 if the damping is
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too large. If the damping is far too large, and the imaginary frequency starts to be
comparable to real frequency, the mode will be damped away very quickly.

In fact, even the well-known kinetic solver WHAMP, neglects this term in
calculation of Z(¢) for large ¢ values, as can be verified in the WHAMP full
manual (Ronnmark 1982) from the asymptotic expansion of Z(¢), equation (III-6) on
page 10, and the discussion of numerical errors on page 13. The WHAMP solver uses
an eight-pole Padé approximant of Z(¢), which is a very precise approximant, and
imprecision starts to show up only if the damping become too large. For example, in
the very damped regime when the Im(¢) = —Re(¢)/2, the error in real and imaginary
values of Z(¢) is still less than 2 %-3 %, where the calculation should be stopped (in
a less damped regime, the precision is much higher).

If a full kinetic solver can neglect the exponential term for large ¢ values, we can
surely neglect it as well. It should be emphasized that the term is neglected only for
large ¢ values (i.e. in the asymptotic expansion), the exponential term is otherwise
fully retained and enters the Padé approximation through the power series expansion
for small ¢. To summarize, the ‘ideal’ large ¢ asymptotic behaviour that we would
like to obtain reads

ml_ gl L3 ; (3.80)
no, T 20 4t ’ '
qr . 1 3
u? = —chvth,mgn(ku) {_24“ RPT=Iale } ; (3.81)
)
D, q, 3 15 )
=t | (3.82)
Por Tr 2§ 4{
T qr 1 3
T = _T,<°>(p [-{2— i ] ; (3.83)
. 3 15
Q,(-l) = —q,no, P vy, sign(ky) [—24_3 - ZT_S — ] ; (3.84)
a1 _ qrPor 15 105 .
r o= |- | (3.85)
m, 2¢ 4¢
s o _APer g | 6 3.86
"y m [ §4 . (3.86)

3.3. A brief introduction to Padé approximants

Padé approximants, i.e. Padé series approximation/expansion, is a very powerful
mathematical technique, comparable to the usual Taylor series and the Laurent series.
Nevertheless, for some unknown reason, Padé series seems to somehow disappear
from the modern educational system that a typical physicist encounters. The lack of
Padé series in classes is even more surprising, if one realizes that the technique is
in fact very simple, and anybody can fully grasp it in very short time. We therefore
make a quick introduction to the technique here.

Padé series consist of approximating a function as a ratio of two polynomials. If a
power series (e.g. Taylor series) of a function f(x) is known around some point with
coefficients c,, the goal is to express it as a ratio of two polynomials

ao+ arx + ax* + - - -

cotcxtexl+exd et 0=
orTm R T T 14+ bix+ b +- -

(3.87)
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The choice of by =1 is an ad hoc choice and the entire decomposition can be done
without it, leading to the same results at the end. Multiplying the left-hand side by
the denominator 1+ b,x+ b,x*>+ - - -, and grouping the x" contributions together, that
must be satisfied independently, leads to the system of equations

ay = Co,

a; = ¢ +coby;

a, = ¢, +c1by + coby;

as = c¢3+ by + c1by + cobs;

ay = ¢4+ c3by + c2by + c1b3 + coby;

as = ¢s+ c4by + c3by + by + ¢1by + cobs;

ag = Co+ csby + c4by + c3b3 4 caby + c1bs + cobg, (3.88)

etc. The necessary condition for the system being solvable, is that the number
of variables is equivalent to the number of equations. Therefore, if we want to
approximate function f(x) with a ratio of two polynomials P, /Q,, of degrees m and
n, we will need the Taylor series on the left-hand side of (3.87) up to the order
m+n. The Padé approximation is sometimes denoted as R,,,, or using a function f(x)
that is being approximated as f(x),., or [f(x)],.. If the Padé approximation exists,
it is unique.
For example, the function ¢* has a Taylor series around the point x =0

N X

e=1+x+2—!+§+--- (3.89)
Let us say we want to approximate ¢* as a ratio of two polynomials of zeroth and first
order e*~ay/(1 4+ byx), i.e. we want to find the Padé approximant [e*]y ;. Respecting
the n + m rule, the approximation therefore consists of equating

Ao
+ = , 3.90
ST T T bx (3.90)
=1 =1
that leads to the system of equations
ag = cp=1;
(11=0 = C1+b1 = b1=—C1=—1, (391)
yielding the Padé approximation
. 1
[e']or = . (3.92)
1—x

To feel confident with the Padé approximations, let us find another approximant of e*,
for example [e];,. The system is written as

1 1 ap + a;x
o+ SRy - g STar 3.93
NN eI Sl By Ay et (3-93)
=c =c ~— ~—
=C2 =C3

and yields a system of equations
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ap = 1;
a; = 1+ by;
a=0 = %+b1+b2;
a3=0 = L+ 1b +b,+0, (3.94)

which have a solution by =—2/3, b, =1/6, a; =1/3 and the Padé approximant

I+3x 642
1—2x+ 12 6—dx+ x>

[e']ir=

(3.95)

It is just a straightforward algebraic exercise to find other Padé approximations, for

example
1+4ix 24x
e = = ;
1—5)6 2_.x
(] 1+%x+éx2 6 + 4x +x°
€11 = 1 = ;
1 —3x 6 —2x
. T+ 3x+ %+ 50 24+ 18x+ 622+
[e']s1 = 1~ 1x = 24— 6x , (3.96)

1

etc. Similarly, it is easy to find Padé approximations to a function e, and for
example (obviously)

6 —2x 2—x'

. 6 —4x +x2
= i e h=5—: =5
6+4x+x 24x

e i [e ] = 6+ 2x

(3.97)

The approximations were derived from Taylor expansion of ¢ around x =0, and all
3 choices naturally have the correct limit lim, .,y e = 1. However, we can see that,
by choosing the degree of the Padé approximation, we can also control what the
function is doing for large values of x. For example, for large values of x the Padé
approximations (3.97) go to 0, —1 and +oo. Obviously, the smart choice is [e™];
which approximately reproduces the behaviour of e~ also for large x. The usefulness
of Padé approximation becomes especially apparent when considering analytically
difficult functions, for example the ¢, where the ‘smart’ lowest Padé approximants
are

1 [ _xz] 6 —2x2 (3.98)
— [e = .
1+x2—|—%x4 >4 6+ 4x% + x*

1

m; [e_xz]0,4 =

[e_xz]o,z =

Therefore, depending on the required precision of a physical problem, instead of
working with e (which for example does not have an indefinite integral that can be
expressed in elementary functions), one can approximate the function e for all x,
as 1/(1+x?), that is much easier to work with. Curiously, the reader might recognize
that the 1/(1 + x?) is the Cauchy distribution function, often used in plasma physics
books to get a better understanding of the complicated Landau damping. The Cauchy
distribution therefore can be thought of as the simplest Padé approximation of the
Maxwellian distribution.
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Now we are ready to use the Padé approximation for the plasma dispersion
function Z(¢) or the plasma response function R(¢). We do not have to explore
all the possibilities, and we can immediately pick up only the smart choices. For
large ¢ (by neglecting the exponential term as discussed in the previous section),
at the first order Z(¢) ~ 1/¢ and R(¢) ~ 1/¢%, and both functions approach zero
as ¢ increases. Obviously, a smart choice worth exploring will always be a Padé
approximant [ ], , where n> m. In fact, we can be even more specific. We know the
asymptotic behaviour for large ¢, and obviously, even smarter choice is to concentrate
only on approximants [Z({)],—1, and [R({)].—2.., since such a choice will naturally
lead to the correct asymptotic behaviour

; > 1: [Z(g)]nfl,n ~ él_; [R(g)]nfln ~ ;2 (399)
Any other choice is not really interesting and therefore, the usual 2-digit notation of
the Padé approximation becomes redundant. We can just use 1-digit notation with ‘n’,
that represents the degree of a chosen polynomial in the denominator, and we can
omit writing the (n — 1) and (n — 2), since this will always be the case (except for
the R;(¢)). The ‘n’ represents the number of poles, and we therefore talk about an
‘n-pole Padé approximation’ of Z(¢) or R(¢), and

a0+alé‘+...+an_lgn—l‘ a0+a1§+~'+an_2§"—2

;R0 = . (3.100
14+big+- -+ byg" © (3100

7,(¢) =
({) 1+blC++b11Cn

Note that one can directly work with Padé approximants for both Z,(¢) and R,(¢), and
that in general, according to definitions (3.100), the approximants are not automatically
equivalent. The difference is as if one does approximations to a function f(x) or its
derivative f’(x). Usually in papers, the approximant Z,(¢) is calculated, and R,(Z)
is just defined according to R,(¢) = 1 + ¢Z,(¢). One can choose another (and
better approach in our opinion) and to calculate directly approximants R,({), and
if really required (which should not be the case), obtain Z,({) approximants as
Z,() = R,(§) — D/¢.

Moreover, we can do even better than (3.100). We shall not be satisfied just by
approximating the asymptotic trend ~1/¢ for ¢ > 1, and hope for the best. For large
¢, the correct asymptotic expansions are Z({) — —1/¢ and R(¢) — —1/(2¢%). By
prescribing a,_,/b, = —1 for Z(¢), and a,_,/b, = —1/2 for R(¢), we will obtain
correct asymptotic behaviour of these functions, at least at the first order. By doing
this, we are not ‘destroying’ the Padé approximation, since it is easy to argue that
if an n-pole approximation is determined to be sufficient for small ¢ values, we can
just add one more pole and use that one to control the asymptotic behaviour for large
¢ values. Of course, we will always use at least the first term in the expansion for
¢ « 1, that yields ay = i/7 for Z,(¢) and ay =1 for R,(¢), otherwise the functions
will have incorrect values at { = 0. The ‘smart’ choices worth considering therefore
can be summarized as

iVT+al+ - +a, "
L+big 4 A by —ay g™
I tail+- - +a,20"
L+b18 4+ by 18" = 2a, 58"

Zn({) =

R,(¢) = (3.101)
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and have a property to correctly match the Z and R functions at £ =0 and, have the
correct first-order asymptotic expansion at ¢ >> 1. The one-pole approximant R(({) is
an exception, and can be defined only as R;(¢) =1/(1 4 b;¢). This function obviously
cannot have correct asymptotic expansion ~1/¢% and the only possibility is to use
¢ < 1 expansion R (¢)=1/(1 4+ b,¢) =1+ iy/m¢, which yields by = —i/m and

Ri(0) = (3.102)

1
1 —iyme’
The one-pole approximant Z;({) can be obtained directly from the definition (3.101),
that yields
N

1 —iymg’
and that has correct asymptotic behaviour Z;(¢) — —1/¢ for large ¢ values, even
though it has only precision 0(¢°) for small ¢ values. Perhaps curiously, in this case
Ri(¢)=14¢Z,(¢) exactly. Alternatively, if the precision for small ¢ is more important
than the exact asymptotic expansion for large ¢, it is possible to increase the Z,
precision to o(¢') and write Z;(¢) = i/7/(1 — 2i¢/+/7). In this case R (¢) # 1 +
£Z,(¢) exactly, and the functions are equal only for small ¢ and only with precision
o(¢h).

Right now, in the definition (3.101), we just used 1 pole for the asymptotic
series of Z(¢) and R(¢), but one can naturally use more poles. By opening the
possibility of increasing the number of matching asymptotic points in the n-pole Padé
approximation (3.101), the number of possible approximants for a given n naturally
increases. To keep track of all the possibilities, we obviously need some kind of
classification scheme. It is useful to modify the usual 1-index Padé series notation
for Z,(¢) and R,(¢) functions (that only specify the number of poles), to a two index
notation Z, ,(¢), R,.»(¢). Now we have a wide range of possibilities how to define
n, n’ and there is no clear ‘natural’ winner.

There are two different existing notations (likely more), introduced by Martin et al.
(1980) and by Hedrick & Leboeuf (1992), that consider Z,, (¢) Padé approximants.
The first reference defines n = number of points (equations) used in the power-series
expansion, and n' = number of points (equations) used in the asymptotic series
expansion. Even though perhaps clear, for example three-pole approximants in this
notation are expressed as Zs i, Z4 2, Z3 3 etc., to get the number of poles (which is the
most important information), one has to calculate (n 4+ n’)/2. When using a lot of
different approximants, this notation is a bit confusing and is rarely used.

The notation of Hedrick & Leboeuf (1992) can be interpreted as defining Z,,, with
n = number of poles (which we like), and n' = number of additional poles in the
asymptotic expansion that is used, compared to some ‘minimally interesting’ or ‘basic’
definition Z,, that can be denoted as Z,, (which we like too). The problem with the
notation of Hedrick & Leboeuf (1992) is with the definition of the ‘basic’ Z,, since
the number of asymptotic points used in the definition of Z,, keeps changing with n
(and is actually equal to n). The notation is physically motivated, but the motivation is
difficult to follow. The Z,, is defined with 2 asymptotic points, Z; , with 3 asymptotic
points and so on. This can be easily deduced from their definitions of Z, — Zs, as we
will discuss later. We find this notation confusing.

Importantly, both mentioned notations consider the Padé approximants to Z({). We
do not really care about Z(¢), since all the kinetic moments are formulated with R(¢)

Z,(¢) = (3.103)
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at this stage. We want to calculate direct Padé approximants to R(¢), which is actually
slightly less analytically complicated for a given n. Here we define the 2-index Padé
approximation to the plasma response function R(¢) simply as

I+ ail +at?+- - +a, 0"
L+ D18+ b8+ by 17 = 2a, 58"

R,0(8) = (3.104)

i.e. as having asymptote —1/(2¢?) for large ¢, and notation R, ,(f) means that n’
additional asymptotic points are used compared to the basic definition R, ((¢). The
notation feels natural, and the »' =0 index helps us to orient in the hierarchy of many
possible R(¢) approximants. It is easy to remember that this asymptotic profile is the
minimum ‘desired’ profile that correctly captures the zeroth-order (density) moment,
and any profile with less asymptotic points should be avoided if possible. The R, ((¢)
has power-series precision 0(¢?"~%) and asymptotic-series precision o(Z %), so R, (¢)
has precision o(¢?"37") and o(¢>").

Of course, we want to make the R, ,,(¢) and Z, ,,(¢) definitions fully consistent, and
Z, v(¢) is defined so that

Rn,n’(g‘) =1 + é‘Zn,n’(g)v (3105)

is satisfied. This dictates that in comparison to Z,(¢) definition (3.101), two additional
asymptotic points must be used to define the Z,((¢). We have no other choice and
when calculating the Z,,,(¢), we have to start counting from »n' = —2, and we define

iVTtail+- o +a, ¢!
1 +b1§ 4 ... +b’171§il—l _ anilgn'

When calculating the hierarchy of plasma dispersion functions Z(¢), the —2 index
is actually a nice reminder that we are two asymptotic points short of the ‘desired’
profile (3.104) for the plasma response function R(¢). We want to feel fully confident
that we understand both Padé approximants R(¢) and Z(¢), and we will calculate
two-pole and three-pole approximants for both functions. For four-pole approximants
and above, we will only work with R(¢).

Padé approximants were also used for other interesting physical problems, such
as developing analytic models for the Rayleigh-Taylor and Richtmyer—Meshkov
instabilities (Zhou 2017a,b).

Z,2(8) = (3.106)

3.3.1. Two-pole approximants of R(¢) and Z(¢)
Let us be patient and go slowly. A general two-pole Padé approximant to R({) is

Ao

R = 3.107
O = e (3.107)
where ay = 1. The asymptotic expansion for large ¢ values calculates as
ap . o
14+bis+by? 1 b
bt? | —+—+1
b T
. ap 1 <b1+ 1>+(b1+ 1)2+
C byt? byt byg? byt by?
do b1 b% — bz
= — cee 1, 3.108
bt B T T 8 (109
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and must be matched with the asymptotic expansion (3.67)

RO =—— 03 1 (3.109)
D= T g T f2 '

Matching the first point implies b, = —2ay, and this is how R, ((¢) is defined. Then,

matching with 2 equations for the small ¢ expansion, equation (3.36), the classical
Padé approach yields

Ry0(¢)= (3.110)

ap .
151 — 2a0C? \_/+Q/:T£§ = 2.0(¢)

=cq =c|

1
1 —iyme —2¢%

To match additional asymptotic point (and to potentially find R, (¢)), dictates
that b; = 0. However, the resulting function R, (¢) = 1/(1 — 2¢?) does not have
any imaginary part for real valued ¢, since it uses too many asymptotic points and
the Landau residue is not accounted for. Therefore, the R, ;(¢) does not represent a
valuable approximation of R(¢), and this approximant is eliminated.

Let us now explore possible two-pole approximations of Z(¢). A general two-pole
approximant is defined as

ag+a&
Z = 3.111
O =t b (3.111)
and has the following asymptotic expansion for large ¢ values
a0+a1§' . <Cll> 1 + (Clo Cl]b]) 1
L+bic+b8>  \b) &t \by b3 )¢
apb, al(b% —by) 1
— — 4+ 1. (3.112
+( b%+ 5 §3+ c>1. ( )
The Z(¢) has asymptotic expansion
Z(¢) = b0 ! + ; > 1 (3.113)
; - { g,2 24.3 ’ { ’ .
so by matching with 1/¢ implies b, = —a, (as already used previously) that defines
Z, _, (remember, we are starting to count with n' = —2). By further matching with

1/¢* implies b; = —ay, that defines Z, _;, and by further matching with 1/¢3 implies
a, =2, that defines Z,.

The calculation is continued by matching with the power series for small ¢ values,
i.e. by using the classical Padé approach, that is described as

ap+a¢

Zy ()= ———2— =iy =2 —i 2, 3.114
e iV =2 ¢ —ivng (3.114)
=cop =CI1 =C
and the solution is
4—7
i/T + = 2{
Zr _ = — . 3.115
2,-2(8) NG . ( )
1= ¢
=2 =2
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Continuing with Z, _;(¢), i.e. by using one more additional asymptotic term that

dictates by = —ay, the matching with the power series yields
ao+aig . iV +(m—2)¢
7, _ = = -2 = Z_ = .
2,-1(¢) 1 —aol —aie? ivm—2¢ 2-1(8) I iJxt — (m =20
(3.116)
Similarly, considering Z,((¢) yields
ap+2¢ , i/ +2¢
7 — = : Z = 3.117
20(8) 1~ ant — 202 iV = Z0(0) | iJmt — 20 ( )
Obviously, R, ¢(¢) =1+ ¢Z,0(¢) exactly.
3.3.2. Three-pole approximants of R(¢) and Z({)
A general three-pole approximant of R({) is
ap+ai&
R = . 3.118
3(¢) 1S bz + b2+ bagd ( )
The asymptotic expansion calculates as
1 . 1
L+ bi0 + b2+ b33 ( 1 b b, )
b33 + +-—+1
¢ b3g?  b3g* bsg
1 { < by n by n 1 )
bs¢? bg  big* o byg?
+(b2+ by ] >2+
big  byg* o byg?
1 1b, 1 by, b}
— 1l =24 — =42 .
b3§3[ cb3+§2< b 5"
1 b, b3 — bybs
- — R 3.119
bo R B G
so that
ap+a¢ o —i—i <a()_a1b2>
L+ b8 +b82+ 0383 big? 3 \bs b3
1 aobz b% - b1b3
— | - ‘e 3.120

For R;(¢) this implies b3 = —2a;, for R;;(¢) additionally b, = —2a, and for R;,(¢)
also b, = 3a;. The asymptotic expansions (3.120) can become very long for higher
orders of ¢, especially when more poles are considered. It is beneficial to write down
the following scheme, where in each line, we advance the matching with one more
asymptotic point,

ap+a¢ a1

= 1 4 by = —2ay: 3.121
1+ b0+ 502+ b3 by §2+ = 7 @ ( )
~—

=—1/2
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ap+a¢
R =
20(8) 1+ b8+ b2 —2a,83
b,
1 a0+5
24_2 2a1 §3+ = 2 N
=0
ap+a¢
R =
(6 1 +b¢ —2a0s* —2a,83
S T I
T2 4a gt L=
N
—3/4
ag+a
Rin(0) = ot

1+ 3(11{ —2(10{2 - 2(11{3
1 3 1 —3a, 1

= ————— — 4 ... = a — 00.

(3.122)

(3.123)

(3.124)

In the last expression the a; — 0o since ayg = 1, implying the R;3(¢) does not make
sense and it is not defined. The scheme can be very quickly verified by using Maple
(or Mathematica) software, by using command asympt(expression(¢), ¢, n), where ¢
is the variable, and n prescribes the precision of the expansion that is calculated up
to the 0(¢™") order. Now by matching with the power series for small { values

_ ap+a,§ _ . a2 3.
R30(¢) = 15 bie + ba? — 20100 =1+4iyn¢ —2¢* —iyne?;
_ a0+a1§ _ . _ 2.

Ry (0) = b1 — 2000 —2a.0 =1+4iyn¢ — 2%
_ ap+a§ _ . )
Ra2®) = T3 e — 200 =1 +iV/ng;
and the solutions are
l—iﬁz_Sg
R30(¢) = —
' AT 3n—-8 . ,—m—3
1—l4_n§'— 4_n§ +21ﬁ4_n§
1 ,4—75(
—i
R3.l(§) - 4l ﬁ 4_]_[ )
P ¥ BIPY 3
1 NG 202421 ﬁg
iJT
't
R3»(¢) = - .
Y 1

2
A general three-pole approximant of Z(¢) is
ap + arl + a¢?
L+ b8 +b? + byt

Z3(¢8) =
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(3.130)
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and has the following asymptotic expansion

awtaltat® @ (al_azbz) 1
1 +b1& +b25? + b3’ by¢ by b3 ) ¢?
ap (llbz Clz(b% - b1b3) 1
— = — +--- (3.132
" <b3 b3 " b3 ¢? * ( )
Matching the first asymptotic term implies b; = —a,, which defines Z; ,(¢). For
Z5 _1(¢) the second term is matched as well and b, = —a;. For Z;((¢) the third term
is also matched and b, = —ay + a,/2. To go higher requires higher-order expansion
(3.132). It is again easier to write down the asymptotic expansion scheme step
by step
ap+ a1 + ax? a 1
= — -+ = by=—ay 3.133
1+b18 +b52+b3g® by ¢ ’ ? ( )
=~
ap +a\ & + ax? 1 a+b, 1
Y/ = = —— — — 4 = b:—a,
s.-2(£) 1+Dbi¢ +b28? — arg? ¢ a &2 ’ !
=0
(3.134)
ap+ a1l + a?
Z31(8) = L 5 : 3
l+b1¢ —ait?—ax
1 0 Cl0+b| 1 ay
= - - —— — 4+ b = — — ay; 3.135
o o O + = =5 ao ( )
=172
ay+ a1 ¢ + a¢?
Z30(¢) = AR
1+ (?—ao> ¢ —aif? —ax?
L1 2zzal 0 2 (3.136)
¢20 2a C* 1
=0
ap+2¢ + a¢?
Z;1(8) = @ : 2
1+ (5 —a) ¢ -2 —a?
1 1 ay; — 2610 1 i . (3 137)
= --""—-—— — — a:—a; .
¢ 288 Aay O .
=3/4
2 _ 2
Zyp(g) = 0 P20 dof (3.138)

1= 3aol =207 +apg

Matching these results with an expansion for small ¢ values is done according to

_ ao + ar¢ + axg? . Y 2, 4, AT 4.
ZH“)—1+b1;+b2;2_a243—’*/_ 2 — im0 i
(3.139)
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[ZN) +01§' +02§'2
1+bi¢ —a8?— a3
ap+ a4+ a?

a
1+(—a0+§)§—a1§2—a2§3
ao +2¢ +axt’
ﬂ_ _ 2 _ 3
1+ (5 —a) ¢ 20—t
ap+2¢ —apg?
= 3ant =202 +aot®

Z5_1(8) =

=iJT =20 — T+ 253; (3.140)

Z30(0) = =iJm—2¢ —iJ/me?  (3.141)

Z3,(¢) = =iJ/7 —2¢; (3.142)

Z3,(0) = iv/=, (3.143)

and the solutions are

3n2 —30m+ 64 iyT(OT—28) ,

20 )= it 2(57 — 16) 6(5m — 16) G144
2 | i/mGn—10) 20 —64 , iymOn-28) 7
2(5m —16) 6(5t —16) 6(5mt —16)
iy 03 i5T—16)
Zi () = =%  S/nx—3 L (3.145)
TG =) 10-3x , i5n—16) '
3/m(n—3)" 3(m-3)" 3Ju(n—3)

WA i m

Zio®) = — = 4_3::_8 4_2_3 . (3.146)
_ _ 2495 3
: 4—:IT§ 4—n§ +21ﬁ4—n§
iJT+2¢ — 21{?5 ¢2
Z;1(8) = 7 yp— (3.147)
RS Y5 ST 3
1 lﬁ§ 282420 NG e
_ iJT+ 20 —iy7E?
220 =5 i (3.148)
Of course, the following relations now hold exactly

R30(0) =1+8Z50(5); (3.149)
Ry 1(5) =1+4825,(8); (3.150)
R32(¢) =1+ 873,(0). (3.151)

3.3.3. Four-pole approximants of R(¢) and Z({)
As before, the procedure of matching with asymptotic expansion yields (for
simplicity already assuming ay=1)

1 2 1
+aif +ad =2 L S b=—2a (3.152)
L+ b1C + byl + b33+ byl* by 2
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14+a ¢ +ax?
R =
08 = e F bt 4 bat® — 2art?
bs
1 @ty
_ 1 2o by = —2a,: 3.153
2 2o §3+ = b a ( )
=0
1+a1§+a2§2
R =
W) = A bt — 2410 — 2art?
b
R R
2w 2 T - Tom G159
——
=3/4
1+a1§+a2§2
R =
w0 = T Ga — 28 — 210 — 24t
1 3 b —3a 1
__ 2 bhmear 1 b, =3a: 3.155
50 g ™ §S—+ = b =3q ( )
e
Ris(@) = Ll et
43 T 143a12 + Bay —2)¢2 —2a,3 — 2a,*
L3 Ge-2l 2 (I56)
202 4t day L° T3
~——
=15/8
1+ai; — 32
Rya(2) = : :

14 3aig =482 = 2a,8° + 5

1 315 9a 1
S o N (3.157)

where the last relation implies a possible approximant R, s(¢) = (1 — %{2) /(1 —47%+

%{4). However, such an approximant is not well behaved (it has zero imaginary part
for real valued ¢) and the R,5(¢) is eliminated. Matching with the power series is
performed according to

14+ ai; +ax¢?
L+ b8 4+ b8+ b3g3 —2a84

= 1+iﬁ§—2§2—iﬁ§3+g§4+i

R40(¢) =

v

5.
5 (3.158)

_ 1+a¢ +a¢? _ . I 3, 4.
R4’1(§)_1+b1§+b2§2—2a1§3—2a2;4_H—lﬁ{ 207 —iv/ne’ £ 305 (3.159)
2
Ryo(8) = Lt ad +a =14iyme —20% —iyme?; (3.160)

1+ b, + Bar — )02 — 2a,0° — 2a,0*
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_ 1+al + a8’ i = o
Ry3(8) = 13307 1 Gas — 2007 — 20,07 —2art? =14iJ/m¢ —2¢% (3.161)
1 _ 22
Ri4(0) = Tl ~ 50 =14iJ/me, (3.162)

14 3ayg —4¢% —2a,83 + 2¢
and the results are

/T (127 — 677+ 92) (97 — 697 + 128)
2

Ro(t) = T o — 29732 © 66w — 297 1 32) .
40 i 02 (677 — 1957 1256) , . J/A(33m—104) (On’ —69m +128)
Y 6 =297 +32)° " 667 — 29w +32) 86 =297 +32)° " 3(6m? — 297 +32)
(3.163)
| YEOT=28)  (6n=29m+32) ,
R — T3 6—5m° 36— 5m) ,
41 T _2/AE00-3n _Qln—6h) ,  2/FOx-28) | 26w 297132
T 6—5m°  3(16—5m)° '3 (16—57) 3(16 — 57)
(3.164)
10-3 16 —5
l—iﬁ( M, T
Run(¢) = Bnr—18) Bm—798)
’ - 2 32—-9 2(10-3 2(16 — 5
| —iyx ¢ = 0279y g 2075 20675,
Bmr—798) Bn-298) Bm—39) Bm—798)
(3.165)
3t —8
R = ; 3.166
+3(&) 3/n. On-16) (3m —8) (3.106)
I —i - 2 +iyngd + ————=¢¢
2 4 2
2
Ry 4(0) = 3 . (3.167)
1=i=) ¢ =42+ iymed + 2

Of the four-pole approximants, perhaps the most well-known one is R;3(¢) used for
example by Hammett & Perkins (1990), Passot & Sulem (2007) etc., and which can
be written in a convenient form

4 —2i/mc — (3n —8)¢?
4—6i/mr — 9 —16)¢2 +4iy/ne3 + 23w — 8)¢t
Here we do not double check the derivation of the Z,({) approximants ‘from

scratch’, and for a given R, coefficients, the Z, coefficients are of course easily
obtained by

R43(¢) = (3.168)

L +al +axt? (a1 — b)) + (@2 — b))t — b3g? — byt?

T b tb 1 b 1ot AO= : (3.169)

R =
4 U D18 + byl + byt + bag*

For completeness, the corresponding results are

/A (157% — 887 + 128) YT —104) (9n® — 697 + 128) _,
Zoot) = 2(672 — 297 + 32) 6(672 — 297 + 32) 3(6m2 — 297 + 32) :
’ D) (6n° — 195 +256) ,  J/A(3n—104) . On’ —69n+128) ,
2 (62 — 297 + 32) 6(672 — 297 + 32) 6(62 — 297 + 32) 3(6n2 — 297 + 32)

(3.170)
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23m? —25m+48) 27 On—28) , 2(6m*—297+32) ,
_ 2B =448, _ 3

2= i 3(16 — 5m) T3 (16-5W) 3(16 — 5m) )
41(6)= 2T (10-3m)  Qln—64) , 2T On—28) 260’ —291+32)
T3 (16-5m)°  3(16—57) "3 6-5m) 3(16 — 5m)
(3.171)
, 44-m) . 2(10-3m) , 2(16—57)
Zuse) e s L ) (Gn—38)
42357 2 (32 — 9m) 2(10 — 37) 2(16 — 57)
1—1 — 249 3 4
lﬁ(3n—8) Gr_8 " +ivT Gr-8 > T Gn_g °
(3.172)
3t —4 3t —8
iy/m+ n2 ;—iﬁgz—i( nz e
L= e o 1e) Gr_g G
l—i—t = O iyme + ———¢
; _|_Q i 2 4.3
Zoa() = — YT FE I 75 (3.174)

3/

1=i= ¢ =42+ iymed + g

3.4. Conversion of our 2-index R, , ({) notation to other notations

For clarity, we provide conversion tables of Padé approximants in the notation of
Martin et al. (1980) and Hedrick & Leboeuf (1992) to our notation. Comparing our
analytic results to those of Martin et al. (1980) (introducing superscript M), can be
done easily according to

Zév,ll :ZZ,—Z; Zg:lz :ZZ,—I; ZIIV,[3 :ZZ,O; (3175)
Z8\ =7y 0 ZV=Zy i Y =70 (3.176)
ZY =27y, (3.177)

and the general conversion can be written as

Z%nfz n+n' /2,0’ =3+ (3178)
The table 1 of Martin et al. (1980) can be now easily verified, which reveals a small
obvious typo in their Z%z’ where the coefficient p, is missing the imaginary i number.

To compare our results to those of Hedrick & Leboeuf (1992), it is useful to
calculate asymptotic expansions of their Z, definitions (that is defined as Z, ), that
calculate as

g __w-¢ _ 1 0 <1> : 3,179
? wrai-c ¢ o \@ R
=t —a+; 1_1 !
HL __ _ 2 - — |;
4= G —al*—ait—ay ¢ 2§3+0(§3), (150

HL __
Z; =

Peal’—@—3)—(@+a/2) 1 10 <1>
¢t — a3 —at? —a ¢ —ag ¢ 283 ¢t '
(3.181)
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=’ — (a3 — D — (@ +as/2)¢ — (@ +a3/2 — 3

zZi = —
03— a8t — a383 — ax§? — ay ¢ —ag
_ ot 3 (1> 3.182)
T 2w aw e ) e

where ‘HL’ stands for Hedrick & Leboeuf (1992). As one can see, the number of
asymptotic points used in their basic definition of Z,, increases with the number of
poles n. Compared to our definition, their Z,, is defined as having another asymptotic
point (for a total of 2), Z;, has another asymptotic point (for a total of 3), Z, , another
one (for a total of 4), and so on. Essentially, in their notation the basic Z,, is defined
as having ‘n’ asymptotic points, and asymptotic precision o(1/¢"). The conversion
between their and our notation is easy, and

Z =D =20 (3.183)
" =27y =27y (3.184)
Z = Zyy ZM =7,y ZM=Zuy; (3.185)
Zg% = Zs3; Z?g =Zs4; Z?% =7ss; Zéfi =Zs6, (3.186)

or the general conversion can be written as
Z = Zy o inms- (3.187)

We checked the table 1 of Hedrick & Leboeuf (1992) that provides coefficients for
the Padé approximants (3.183)—(3.186) and we can confirm that the table is essentially
correct, except for one coefficient.” The coefficient where a simple typo is suspected
is the coefficient a; in Z;,. Rewriting our three-pole approximant R;(¢) to the form
used by Passot & Sulem (2007) and Hedrick & Leboeuf (1992) (that corresponds to
the Z# as written in (3.180)) yields

1
_ —38
Ry (¢) = SR —— (3.188)
which further yields
L iE

. 27 2(4—m) .
R;1(¢) = . N i (3.189)

£ (4—11); (4—n)§ 2(4 — )

L

R32(¢) = 2 Ve . (3.190)

and our approximants are

' 2
T _ 1.03241i;  a; = —— =12.32990:

Rs31(¢): GOZM 1=

7Compared to our exact analytic expressions, there are also some rounding errors in the last 1-2 digits in
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a = —;ﬁ = —2.06482i; (3.191)
i . 3
R (8): ap = ﬁ =0.56419;; a, = 5
”;
@ = ——= =—1.12838i. (3.192)

J

For the a; coefficient in R;,, both Hedrick & Leboeuf (1992) and Passot & Sulem
(2007) use a; = 2.23990 instead of the correct a; = 2.32990. The differences are of
course small. Nevertheless, the new correct value explains the observation made by
Passot & Sulem (2007), in the paragraph below their figure 1, where they write: ‘It
is conspicuous that R;, provides a fit that is slightly better for small ¢, but turns out
to be globally less accurate than R;;’. The authors obviously noticed that something
is not right, since for small ¢, the R;; has precision 0(¢?) and R;, only o(¢), so the
R; 1 should be more precise. And it indeed is, the authors were just misguided by the
wrong value of a; introduced by Hedrick & Leboeuf (1992).

3.5. Precision of R({) approximants

It is useful to compare the Padé approximants to the exact R(¢) =1+ {Z(¢), where
the plasma dispersion function can be conveniently calculated (for example in Maple)
according to

Z(¢) =ivme ¥ (1 +erf(ic)), (3.193)

where erf(z) = (2/4/T) foz e~ dr is the well-known error function, defined for any
complex z. We plot only approximants for which we were able to obtain closures.
The exact R(¢) is plotted as a black solid line in all the figures. Figure 2 top
shows one-pole and two-pole approximants R;(¢) (red dashed line) and R, (¢) (blue
dot-dashed line). Figure 2 bottom shows three-pole approximants R;((¢) (red dashed
line), R;(¢) (green dotted line) and R;,(¢) (blue dot-dashed line). Figures in the left
column show the imaginary part and figures in the right column show the real part.
The input variable ¢ plotted on the x-axis is prescribed to be real, i.e. states in the
weak growth-rate/damping approximation are explored (one might as well prescribe
Im(¢) ==£0.01Re(¢) and plot essentially the same graphs, with only small differences
in solutions).

As expected, the very simple approximant R,(¢) is unprecise for larger values of ¢,
and above ¢ > 1, the ReR|(¢) even has a wrong sign. Nevertheless, the approximant
is still a good approximant for small ¢ « 1 values, and it is also very valuable from
a theoretical perspective, since it is the only approximant that provides a quasi-static
closure for the perpendicular heat flux g, (see the 3-D geometry §4, closure (4.108)).
This has one important implication:

If one renders the approximant R; as not satisfactory (which is true unless { <1 or
at least ¢{ < 1), 3-D simulations with fluid models that contain Landau damping can
be only performed with time-dependent heat flux equations. All other approximants in
figure 2 perform reasonably well, and the most precise is R;((¢), followed by R;;(¢).

Figure 3 shows selected four-pole and five-pole approximants for which we were
able to obtain closures. Unfortunately, approximants R4 4(¢) and Rs¢({) show a bit
unpleasant behaviour, and the associated closures obtained with these approximants
are therefore difficult to recommend, unless the considered domain is ¢ <« 1 or
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FIGURE 2. One-pole, two-pole (a,b) and three-pole (c,d) Padé approximants of R({).
(a,c) ImR(¢), (b,d) ReR(¢), for ¢ being real.

¢ > 1, or more specifically, at least ¢ < 0.5 or ¢ > 2. The behaviour is not surprising,
since approximants R;4(¢) and Rs¢(¢) have the maximum available number of
poles devoted to the asymptotic expansion ¢ >> 1, without being ill posed. The
closures are therefore specifically suitable for ¢ > 1 regime, for example in the
low-temperature limit, or, in the high-frequency (actually high phase speed) limit
(since ¢ = w/(lkjlvm))). For Ry4(¢), the corresponding closures are the quasi-static
closure (3.268) and time-dependent closures (3.295), (3.297), (3.299). For Rs¢(¢),
the corresponding closure is time dependent (3.325) and naturally, this is the most
precise closure in the ¢ > 1 regime, with precision o(¢~®). Noticeably, the asymptotic
precision is even better than the Rg3(¢) approximant used in the WHAMP code,
which has a precision o(¢ 7).

All other approximants in figure 3 are very precise in the entire considered range
of ¢. To clearly see the precision, it is useful to calculate the maximum relative errors

im (8O KO 100, ge (PO KDY i, aaow
R(?) R(¢)

which we define this way instead of for example Re(R, , (¢) — R(¢))/ReR(¢), since
the real part of R(¢) is going through zero. The maximum relative errors typically
appear for ¢ € (0, 4), even though some reported values are outside of this range. The
R, (¢) approximant is excluded from the table since its relative error of the imaginary
part increases with ¢. We omit if errors are positive or negative and the results are:
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(a) 0.87

(b) Y

55 0.6

0.4

Re R(Z)

0.2

—0.24

—0.4~ r

FIGURE 3. Four-pole (a,b) and five-pole (c,d) Padé approximants of R(¢).

Two-pole and three-pole approximants
Ryo | R3o | R31 | Rao
error Im % 35 164 | 13.3 | 44
error Re % 44 14.7 | 16.6 53
Four-pole approximants
Ryo | Ryl | Rap | Ry3 | Ry
errorim% | 6.2 | 4.66 | 457 | 11.6 49
errorRe % | 5.3 4.3 5.7 | 123 51
Five-pole approximants
Rso | Rs,1 | Rsp | Rs3 | Rsa | Rs5 | Rse
error Im % 1.9 142 | 1.34 | 146 | 3.4 10.3 40
errorRe% | 2.0 | 1.26 | 1.26 | 1.81 3.4 10.0 31
Six-pole approximants
Re,0 | Re,1 | Re2 | Re3 | Rea | Res | Res | Re7 | Res
errorIm% | 0.58 | 0.37 | 0.35 | 0.38 | 0.45 1.0 2.5 7.6 30
errorRe % | 0.64 | 0.40 | 031 | 0.36 | 0.54 | 0.9 2.5 7.7 39
Seven-pole approximants
R0 | R71 | R72 | R73 | R74 | R75 | R76 | R7;7 | Ris | R79 | R710
errorIm% | 0.18 | 0.10 | 0.080 | 0.087 | 0.10 | 0.13 | 0.29 | 0.65 1.8 6.2 35
errorRe% | 0.2 | 0.11 | 0.089 | 0.080 | 0.10 | 0.16 | 0.26 | 0.65 1.9 6.6 33
Eight-pole approximants
Rgo | Re1 | Rgo | Rg3 | Rga | Rgs | Rge | Rg7 | Rgg | Rgo
errorIm% | 0.06 | 0.03 | 0.021 | 0.018 | 0.022 | 0.028 | 0.04 | 0.08 | 0.17 | 0.43
errorRe % | 0.06 | 0.03 | 0.022 | 0.020 | 0.020 | 0.027 | 0.04 | 0.07 | 0.17 | 0.46

https://doi.org/10.1017/50022377819000850 Published online by Cambridge University Press


https://doi.org/10.1017/S0022377819000850

50 P. Hunana and others

The numbers of course do not reveal the entire story, since the maximum error can
occur for different ¢ values. For example, from the plots of ImR(¢) in figure 2, the
approximant R;((¢) captures the maximum (the peak around ¢ ~ 1) with much better
accuracy than the approximant R;;(¢). However, according to the above table, the
R;1(¢) appears to be more precise globally. The discrepancy is easily understood from
figure 4, where % errors of both approximants are plotted with respect to ¢. A similar
table and figures can be created for the heavily damped regime, for example for ¢ with
the imaginary part Im(¢) = —Re(¢)/2, where the Padé approximants are less precise.

3.6. Landau fluid closures — fascinating closures for all ¢

Now, let us use various Padé approximations of the plasma response function R(¢),
and calculate the kinetic moments. Let us start with the simplest choice of replacing
the exact R(¢) with approximant R,(¢) =1/(1 —ix/7¢). Let us drop the index r. The
linear kinetic moments (3.20)—(3.26) calculate as

M g 1
Ri(¢): 70 = _T(O)(pﬁ[l], (3.195)
1
uV = T(o>q§”‘h51gn(k”)1 e [¢] (3.196)
P’ 1
am _ _
TV = —q,® T \/_é' [2{ zf{] (3.198)
q" = —gmoPuasignly) ;——= f; (267 —iv/me? - 2¢] (3.199)
o _ ”0 2 # 4~ 3 2 a .
= g S e [4¢* = 2i/me® +2¢% = 3iy/mg +3]
(3.200)
7 = q,”o 2¢>% [4¢% = 2iy/mE? — 100 4 3iy/ng] . (3.201)

2 1 —iy/me

We are looking for a closure, and we want to express either g/ or 7V, as a linear
combination of lower-order moments. To immediately see possible closures, it is
always useful to pull the denominator of the Padé approximant out (as done above),
and concentrate only on the expressions inside the big brackets. Also, similarly to the
closures explored for small ¢, it is useful to forget the n, p® and 'V moments, and
just concentrate at the uV, T, ¢V and 7" moments. Nevertheless, we will keep
the n'Y moment, since it helps us to understand the expressions and to somehow
‘maintain touch with reality’.

By exploring the expressions inside of the brackets, it is obvious that it is
impossible to express ¢ or 7" as a linear combination of lower-order moments
that eliminate the ¢ dependence. Moreover, for large ¢, the moments g ~ ¢2 and
71 ~ ¢3, which does not make physical sense, since these quantities should converge
to zero with increasing ¢, as explored in the ¢ > 1 limit, see equations (3.80)—(3.86).
The R,({) approximant therefore does not yield a closure. The same conclusion
is obtained by using the R,((¢) approximant, where no closure for gV or 7V is
possible. We note that the approximant R, ;(¢), that was eliminated because it is not

https://doi.org/10.1017/50022377819000850 Published online by Cambridge University Press


https://doi.org/10.1017/S0022377819000850

Collisionless fluid models. Part 2 51

151
Ryo
104 Ry

0 1 2 3 4
¢

FIGURE 4. The % error of the imaginary parts of R;(({) (red line), and R;;(¢) (green
line).

a good approximant of R(¢) yields a closure g = —2pou'", which is equivalent to
the closure (3.49), that was obtained for small ¢ with the precision o(¢). This closure
is therefore disregarded.

Let us try the three-pole Padé approximants. The moments with R;;(¢) approximant
are proportional to

1 i
Ri(@): nh ~ : — [1 +—=(n —4)5] ; (3.202)
1—i§—2§2+2i—4 n;3 v
Jr VS
utth ~ 47 1 g [i(n -9+ ;] ; (3.203)
LI P S AV
N N
T ~ 4 1 —— [~ivnL]; (3.204)
- — 2 / 3
1 ﬁ§ 202+ 2i NG e
¢~ — [—i(sn —8)¢? —2;} L (3.205)
1 ——=¢ =202 +2i pLVm
NE NE]

7~ !
1 — i{ _24-24_21‘4_771:;3
Jr Jr

2i

N

Brn—8)¢’ —4* + 31\@“] :

(3.206)

where we have suppressed writing all the multiplicative factors including the minus
signs (it does not mean that these were neglected, full expressions are considered, we
are just not writing down the full expressions, which helps in spotting the possible
closures). There is a possibility of expressing ¢V through the combination of the
lower moments 7" and uV. The full expressions of these moments are

R:1(©): D= (1—4i —a 42t T 3)- (3.207)
3,1(8) : = ﬁg z lﬁg“ : .
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u’ = @v[hs1gn(ku)

T«» (- 4He* + c] ; (3.208)

ke

TO — _qr(pB [—iﬁ{] : (3.209)
| .

gV = —qrnofpvthsign(k”)g [—\/15(311 —8)¢* — 2§] , (3.210)

where we have used a convenient notation D for the denominator of the plasma
response function, and the closure is

3t —8 . AT .
Ry (0): ¢V= 1 jTnOT(O)u“)—z4{ﬂn0vth51gn(k”)T“), (3.211)

which is equivalent to the (3.60) closure (which was obtained for small ¢ with the
precision 0(¢?)). Continuing with the next approximant R3,(¢), the moments calculate
as

Ri2(0): D = (1—3"/_; 202 +zf§> (3.212)

nh o~ ; [l_fg} (3.213)

1
uD o~ - [_“/_g +€} (3.214)
7O ~ % iyt (3.215)
M l[_z : 3.216
SONY % (4> + 3iv/me] . (3.217)

It is possible to express (1) ¢ through TW; (2) 7V through the combination of u"
and ¢V; (3) 7V through the combination of u"” and TV. The first choice yields a
closure

2
Ri,(0): ¢V = —iﬁnov[hsign(k“)T“), (3.218)

that is equivalent to the (3.48) closure obtained for small ¢ with the precision o(¢).
This is indeed the famous simplest possible Landau fluid closure that expresses the
collisionless heat flux with respect to temperature, and it equivalent to equation (7)
of Hammett & Perkins (1990).% The closure is written here in Fourier space. The
important part is the isign(k;) that typically written as ik;/|k;|, and that in real space
rewrites as a Hilbert transform, which we will address later. The R;,(¢) was obtained
with 0(¢) power-series expansion, and o(1/¢*) asymptotic-series expansion. How good
is this closure? By exploring expressions (3.212)—(3.216), the quantities n'", 4, T
have all correct asymptotic expansion for large ¢ (including the proportionality

8With their later found constant X1 =2/+/7, and remembering that their thermal speeds are defined as

vih =V TO /m, whereas ours are vy, = /270 /m.

https://doi.org/10.1017/50022377819000850 Published online by Cambridge University Press


https://doi.org/10.1017/S0022377819000850

Collisionless fluid models. Part 2 53

constants), however, the heat flux decreases only as g’ ~ 1/¢? instead of the correct

~1/¢3, see (3.84). For large ¢, the heat flux is therefore overestimated by this

simple closure, which typically leads to an overestimation of the Landau damping in

fluid models that use this simplest closure. Nevertheless, the closure is very beneficial

because it clarifies the distinction between the collisional and collisionless heat fluxes.
The other two possible closures with R;,(¢) are

4i .B3n+8) .
R (0): 7TV = _ﬁvmnoT( sign(k;)u'” —lﬁvmmgn(k”)q(” (3.219)
4i 3 8
7O = ——_; vano TV sign(ky)u'’ — % anoT, (3.220)

and one can go from (3.219) to (3.220) by using (3.218). Obviously, it would
be also possible to construct a closure ™" = au’ + o,q" + «rT", where
o, = —(4i/T)vanoT Psign(k;), and where o, and o« are related by satisfying
2ngugsign(k))a, + i/Tor = —iving((3m + 8)/24/7), i.e. one could consider a closure
with a free parameter, which we will not consider. Additionally, all constructed
closures should be checked with respect to obtained dispersion relations, and closures
(3.219), (3.220) will be later disregarded as not well behaved (see the discussion
below equations (3.242), (3.382) and (3.399)).

For R,,(¢), the kinetic moments calculate as

Rix(¢): D = (1_,f K ((3)32;_9;) 2
N fz(lo _387)0 3 282—_587):) 4), (3.221)
oD % -((?m__ls))é—Z_}_jﬁ((?m__l()))g—{—]] : (3.222)
L % :(('5T‘—1£)§3+l\/;m; +§] (3.223)
o ~ % _Zgn 16); _ f;} (3.224)
4 ~ % :_iﬁmgz_zg]; (3.225)
e ) o

The only possibility is to express 7! through a combination of ", TV and ¢V, and
the solution is

(103w Q17 — 64)
Ria(@): 70 = =iV e Svasign(g® + 5 e SoinT
O — 28
+ iﬁwvlhT<°>n0sign(k)u<l>, (3.227)

which is equivalent to the closure (3.64), that was obtained for small ¢ with precision
0(¢?). Obviously such a closure is precise for small values of ¢, however for large
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values of ¢, the asymptotic behaviour of ¢ ~ ¢=2 and 7V ~ ¢~!, instead of the
correct ¢3, ¢=* profiles (see (3.84), (3.86)), and these quantities will be therefore
overestimated. Nevertheless, the solution is interesting and we are not aware of it
being reporting in any literature.

Continuing with R, 3(¢), the kinetic moments calculate as

3 Ot — 16 —8
Ris(0): D=(1— VI 0T84 O > )z),

2 4

(3.228)

O % w‘“ _ le] (3.229)

D~ % (8:1-:5@53_if§2+§:| : (3.230)

P N% (B 3“); _ fg] (3.231)

(e)) ! - .

40~ B[_Q;], (3.232)

o~ L On — 32)( +3,\/—;} (3.233)

It is possible to express 7! through the combination of ¢ and TV and the result
is

(32-9m) ,

2Gm—§) " noT™, (3.234)

. AVE .
Ry3(0): o 2T vasign(k)g +
B —78)

which is equivalent to the closure (3.56), that was obtained for small ¢ with the
precision o(¢?). The heat flux has a correct asymptotic behaviour g ~ ¢=3 (even
though with incorrect proportionality constant), and the quantity 7" ~ ¢ =2 instead of
the correct ~ ¢~*. The closure was first reported by Hammett & Perkins (1990), and
is equivalent to the (non-numbered) expression between their equations (10) and (11).

Continuing with R44(¢) approximant, the kinetic moments are (let us stop writing
down n" from now on since we know we can get it from u")

4
Ry4(0): D = <1 _iS‘f; — 4P+ iy + 3;4> : (3.235)

U~ l [_253 _ "\/;42_1_{} . (3.236)
D| 3 2 ’
17 4

I o~ - | _ T2 - .

T D{ 3; zﬁ;], (3.237)

g ~ 1 [—2¢]; (3.238)
5 : )

7 o~ % [3ivm¢] . (3.239)

It is possible to express 7 through ¢ and the closure is

Ris(0): TV = —i2/mogsign(k)g. (3.240)
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The result is equivalent to the (3.52) closure, that was obtained for small ¢ with
precision o(¢). This very simple closure has only precision o(¢), however, it does
have the correct asymptotic behaviour of the heat flux ¢V ~ —3/(2¢°) (including
the proportionality constant), and 7" ~ ¢~ that is closer to the correct ¢~* than the
previous closure.

3.7. Table of moments (u;, T, q, 1) for various Padé approximants

To clearly see possibilities of a closure, it is useful to create the following
summarizing table, that is self-explanatory after reading the previous section, i.e.
all the proportionality constants (including the minus signs) are suppressed. Even
though the table here is created for a 1-D geometry, we will see that exactly the
same table is constructed for a 3-D geometry, where all the quantities are given a
‘parallel’ sub-index, i.e. u — u‘(‘l), TH - Tﬁl), qV — ql(ll) and 7V — ?ﬁ}l). The table
is therefore useful to spot all the possible closures that can be constructed in a 1-D
geometry for quantities ¢, 7", as well as in a 3-D geometry for quantities ¢{" and
rﬁh). The approximants R, Ry 5, Reo and Rg ;3 are marked with an asterisk “*’. These
approximants are not well behaved (because the Landau residue is not accounted for)
and are provided only for completeness, these approximants should be disregarded.

One-pole and two-pole approximants

R Ry R; 1
u® ¢ ¢ ¢
™ | 2 ¢

0
gV Bt | e ¢
A IR AR S RS et o I
Three-pole approximants

R3 R3 R3 -
uM 12 2c | e
™™ | 2¢ ¢ ¢
gV | 2.2 2 ¢
FO et 83k | e

Four-pole approximants
R4 Ry Ryp R43 R4 4 R} s
R N s S A S T s s R S
T | 320 | g t2 ¢ et ¢2,

e IS SRR I S N S B ¢ ¢ ¢
R S S A S R S S S I S ¢ 0
Five-pole approximants

Rs 0 Rs,| Rs 9 Rs 3 Rs 4 Rs 5 Rs.6
4D ;4..,§ ;4,..5 ;4...§ ;4.,.; ;4...4 ;4...§ ;4,..5
A S R S I SN e N A N e N O S S Ol I SN S Ol N N N S IR SN 4
e I SRRy Sl I R S I S S A Ol T e 2t et et
R NS N R R S w S R s ¢ ¢

Six-pole approximants

Rs0 R1 Re Re3 Re4 Re s Rey6 Re7 Res RS o
N N A e R N N N N R A R i R A R Rl
TO g | g [ gt | Ghen [ gt | g [ g | s g | g
IR S I S 2 A SRTRT 2 I SEURY S IR SEERT S A SERRY S A SEERT S B SR PRY S IR SEERT S B S
[ I SRt B IR SRRRt S NN St IR SRRR S IE St 2 N St S M <o S B St S B St ¢
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It is obvious by now that any higher-order Padé approximants will not help to
achieve a closure. Or is it? One might still hope for ‘a miracle’ thinking that perhaps
the seven-pole and eight-pole approximants with the maximum possible number
of poles devoted to the asymptotic series — R7 ;o and Rgi, — might yield a closure.
However, this is unfortunately not the case, and the table for seven-pole and eight-pole
approximants reads

Ry Ry, s R 10 Rs o Rs e Rs 12 RS 15
u | g0 [ g0t S o ISR S IR R ¢ |t
LA I SRR S IR SRR ¢ SRR S| I SRR S I SRR go-r gt
R SRR 20 I ARy S P T IR SR | IR Y S Y SATEY S IR PR IR SRR o B S S
7D SRR Ol I R ISERRN¢ | et ISEERTs 4, 2

By observing the entire table, there are 7 possible quasi-static closures (that were
already addressed),

Rii: q© %< au® +a; TV,

Riy: ¢V L a7 7 len®Faq”: Ve, T

Ryy: 7 L otuu(l) —|—o(TT“) 4 Oqu(l);

Rysy: 7V L arTV +Oqu(l);

Rig: 7= g (3.241)

There are also 13 time-dependent closures (that are addressed in the next section),

. 1 n v . 1) X 1.
R3,2 . Cl]( ) +aqq( )= (x“u( )s ¢ W= T aTT( )a
v
Rir: ¢4V +a,qV = au® +arT?
v ! X
Ris: 14" +a,q® £ TV G0 400 Ewma ta,q”: 7O L gD T+ g

Ria: ¢4V +auq® L arT®; 70 400 LarT®; (70 ZarPPFag;

Rss: ;7“>+a,7m L (x“u(')+ay-T“’+(xqq(”;

Rsy: 7V +a, 7V L (xTT(])+aqq(]);

Rss: 7V +a, 7V L o,q";

Rss: 70+ 70 £ a,q0. (3.242)

New closures should be always checked. Later on, we will consider propagation of
the ion-acoustic mode, satisfying kinetic dispersion relation (3.366). We believe that a
good ‘reliable’ closure of a fluid model obtained with the R, ,,(¢) approximant, should
yield a fluid dispersion relation that is equivalent to (3.366), after R(¢) is replaced
with R, ,/(¢) (equivalent to the numerator of (3.366) once both terms are written with
the common denominator). Closures that satisfy this requirement are marked with ‘v’
in the above table. Closures that do not satisfy this requirement were eliminated, and
can be further split to two categories. Both eliminated categories actually appear to
describe the ion-acoustic mode with the same accuracy as a corresponding ‘reliable’
closure satisfying (3.366), however, the difference is in the higher-order modes. The
first category of eliminated closures, marked with ‘x’, produces higher-order modes
with positive growth rate, and these closures cannot be used for numerical simulations.
The second category, marked with ‘!’, produces higher-order modes that are damped,
and these closures can still be useful. However, there is no guarantee that these
closures will behave well in different circumstances (for example when used in a 3-D
geometry) and these closures were therefore eliminated.
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3.8. Going back from Fourier space to real space — the Hilbert transform

The quasi-static Landau fluid closures explored in the previous section were
constructed in Fourier space. For direct numerical simulations that can use Fourier
transforms (that are usually restricted to periodic boundaries), or for solving dispersion
relations w(k), this is the easiest and natural way how to implement these closures.
Nevertheless, it is very beneficial to see how these advanced fluid closures translate
to real space.

Provided all equations are linear (and homogeneous), transformation between real
and Fourier space is usually very easy and so far we just needed

% — —iw; V—ik; fe,1)—fk o), (3.243)
where we did not even bother to write the hat symbol on the quantities in Fourier
space, since it was obvious and not necessary.

With equations encountered in simple fluid models, transformation back to real
space is easy and one can usually just flip the direction of the arrow in relations
(3.243). However, the constructed Landau fluid closures contain an unusual operator
isign(k;) = ik;/|k;|. How does this operator transforms to real space? Considering
spatial 1-D transformation between coordinates z <> kj, a general function Fourier
transforms according to

1 [ . .
f(z):E / Flkype™=dky = F'f (ky); (3.244)

Flkp) = / f@e ™M dz= Ff(2), (3.245)

where the first equation is the inverse/backward Fourier transform and the second
equation is the forward Fourier transform. As usual, we often do not bother to write
the hat symbols on quantities in Fourier space. The location of the normalization
factor 1/(2m) is an ad hoc choice, but one has to be consistent, especially when
calculating convolutions. As a first step, we need to calculate F~' of a function
sign(k;). However, if such an integral is calculated directly, one will find out that the
result is not clearly defined.

It is beneficial to use a small trick, where instead of a function sign(k;), one
considers the function sign(kj)e "I, where o is some small positive constant o > 0.
And after the calculation, one performs the limit &« — 0. The considered function is

—_ +OtkH . k < 0
: —alky| _ e K )
sign(ky)e " = {+e_ak; k>0, (3.246)
and the integral calculates as
[} 0 00
/ sign(k))e “ile®ie di, = / (—1)etehieti di, —|—/ (+1)e M= dk,
—o —00 0
0 . o0 .
— _/ e(+a+lz)k” dk” _|_/ e(—oz+zz)k|| dk”
—00 0
0 oo
— _ 1 e(+a+iz)k” 1 e(—a+iz)k||
(¢ +1iz) koo (O Fi2) k=0
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1 1
(x+iz) (—a+iz)
—(a—ix)+(a+iz) 2z

T atina—iz) o+ (3:247)
further yielding
F! [isign(ky)e 1] = % /: isign(ky)e 1l diy = @D (3.248)
By taking the limit o — O,
F! [isign(kp)] = % / N i sign(ky)e™* dk; = —T:Z. (3.249)

In Landau fluid closures, the operator isign(k;) acts on a variable f‘(k”), and to
transform this to real space, we need to use a convolution theorem for Fourier
transforms. To make sure that we get the normalization factors right, let us calculate
it in detail. The convolution between two real functions is defined as

f@)xg(2) = / fz—2)g(@)d7. (3.250)

For brevity, let us temporarily suppress the parallel subscript on k; and use only k.
By decomposing the function f(z —z’) to waves (using the inverse Fourier transform),

fz—7)=(1/2m) f_oooof (k))e*=) dk, splitting the e*¢~*) = ¢**¢=*" and changing the
order of integrals

/ f(Z _ Z/)g(z/) dZ/ — / |:21TE/ j‘(k)eik(z—z’) dk:| g(Z/) dZ/

= L [/_00 g(@)e ™  d7 }]}(k)eikz dk

2n —00 00

=g(k)

L[ L
= 2;1/ fghe™ dk=F'[f()gk)].  (3.251)
For normalizations (3.244), (3.245), the required convolution theorem therefore reads

FF k@] = [F k)1 % [F 2k =£(2) * g(2), (3.252)

and of course, f(z) * g(z) = g(z) * f(2). Now it is straightforward to calculate how
isign(k))f (k;) transforms to real space

A A 1
F lisign(ky)f (k1= [Fisign(ky)] * [F~'f (k)] = — - *f(2). (3.253)

The convolution of 1/mz with a function f(z) is a famous transformation, called the
Hilbert transform. According to the definition (3.250), the convolution (1/z) * f(z)
should be defined as ffooo f(Z)/(z—17)d7. However, because of the singularity
1/(z—72), such an integral will likely not exist, and the convolution integral is
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defined with a principal value. The definition of the Hilbert transform ‘H’ that is
acting on a function f(z) reads

* f(@) iz

/ (3.254)
—0 XX

1 1
Hf(z) = — xf(z)=—V.P.
854 T
The use of the Hilbert transform allows a very elegant notation for how the
isign(k;)f (k;) transforms to real space, it is

N 1
Fisign(ky)f (ky)] = T *f(2) = —Hf (2). (3.255)

Performing a lot of calculations, we like shortcuts, and the quantity isign(k;) can

be viewed as an operator, that is acting on many possible f(k||) variables, such as
the velocity u'", the heat flux gV, etc. (see the Landau fluid closures). Therefore,
in addition to the usual shortcuts (3.243), we can write an elegant shortcut for the
operator isign(k;), that is very useful for advanced fluid models when transforming
from Fourier to real space, and that reads

isign(k) - —H. (3.256)

Thus, the operator isign(k;) in Fourier space, is the negative Hilbert transform operator
in real space. Curiously, does the Hilbert transform integral f_ozo f(@)/(z—7)dZ
remind us of something? What about if we prescribe the quantity f(z') to be a
Maxwellian f(7) = "7 Oh yes, this is the dreadful Landau integral! This is how
the plasma dispersion function was essentially defined. This is indeed the reason, why
the paper by Fried & Conte (1961), that is well known for tabulating the properties
of the plasma dispersion function, has a full title: ‘The Plasma Dispersion Function.
The Hilbert Transform of the Gaussian’.

Now we are ready to reformulate the Landau fluid closures in real space. Purely
for convenience, often in modern Landau fluid papers another operator H is defined
that is equivalent to the negative Hilbert transform, and that absorbs the minus sign,

1.e.
(3.257)

This ‘“H’ operator is therefore defined as

1 1 o0 / 1 [o¢] /
H@ = wf) = —vp [ LD g Lyp [T1E
b194 T 022 1 0 =2
1 [eS) o
— —V.P./ 1&=2) 4, (3.258)
| o X
and allows us to write
Flisign(ky)f (k)] = Hf ), (3.259)
or in the operator shortcut
|isign(ky) — H. | (3.260)

This new definition is of course not necessary. However, it is often used in Landau
fluid papers, and there is indeed some logic behind it. First of all, we do not have
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to remember another minus sign, and we will make less typos, perhaps. Second, the
definition is consistent with another ‘spatial’ operator Fourier shortcut ik; — 0,. Third,
the Landau integral and the plasma dispersion function were defined with integrals
f fx)/(x — xp) dx, and not as f f(x)/(xo — x) dx, and the H operator therefore can feel
more natural than H. Whatever the choice, we now talked about it in detail, and all
possible confusion between H and H should be clarified. We will use the H operator
henceforth.

3.9. Quasi-static closures in real space

With our new shortcut (3.260) as discussed above, the transformation of closures from
Fourier space to real space is very easy. For example, the heat flux closure obtained
for R;,(¢) that in Fourier space reads ¢V = —i(2//T)ngvgsign(k)T", is transferred
to real space as

2
Ri2(0): ¢V (@)= _ﬁnovth%T(l)(Z)- (3.261)

Again, the H operator shows its slight advantage over H operator, because it is
easy to remember that for the usual collisional heat flux ¢ ~ —9,7, whereas for the
collisionless heat flux g~ —HT.

Let us rewrite the Hilbert transform a bit further, so that we can clearly see what
this distinction means physically. Rewriting the principal value

1 ] o
”Hf(z):—V.P./ A D T [/ / }f(z d7, (3.262)
b oo 7 T e~>+40
using the substitution 77 = —y in the first integral (so that dz’ = —dy and —oo — oo,
—€ —>€),
_|_
o =-1 tim | [T D gy [0 Gy

and renaming back y — 7/, the H operator reads

M@ = —— lim / * [_f(z+,z') @ 1=

T e—>+0 Z Z

= _Im f(”Z)Zf(Z_Z) (3.264)

Instead of remembering the limit, it is more elegant to write the final result as
V.P. fooo. In the simplest closure (3.261), the collisionless heat flux is therefore
expressed with respect to the temperature as

dz, (3.265)

M 2
R3,2(§) - q (Z) —T/znovthv P.

/°° TOE+7)—-TV(z-27)
0 7

which is equivalent to the equation (8) of Hammett & Perkins (1990). Writing
the Hilbert transform and the collisionless heat flux in this form is very useful,
because it reveals what the Hilbert transform of the temperature means physically.
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The equation says that to obtain the heat flux in real space, one has to calculate
integrals — and sum the differences between temperatures according to (3.265) —
along the entire considered coordinate z. Here, we calculated the expressions in the
linear setting/approximation, and in reality, the integrals (3.265) should be performed
along the magnetic field lines.

What is perhaps most non-intuitive and most surprising about the expression (3.265),
is that the expression is telling us that the entire temperature profile along a magnetic
field line is important, since it will be encountered in the integral (3.265). Therefore,
the collisionless heat flux g(z) at some spatial point z, depends on the temperature
difference between that point, and the temperature along the entire magnetic field line.
This effect is summarized with an appropriate word of non-locality of the collisionless
heat flux, since it is in strong contrast with the usual collisional heat flux, that depends
only at the local gradient of the temperature at that point. For time-evolving systems,
this effect is also directly associated with the ‘isotropization’ of temperature along
the magnetic field lines. Physically, the effect of non-locality in collisionless plasma
is caused by particles that can freely stream along the magnetic field lines. Locality
in collisional transport is caused by collisions, which introduces a mean free path.

To rewrite the other quasi-static closures that were explored in the previous section
to the real space is trivial, and for example the quasi-static closure (3.234) of Hammett
& Perkins (1990) obtained with R4 ;(¢) reads

27 (32 -9m)
R o Wy = v Ha 2TV (2). 3.266
43(8) 0 T(2) Gr—8) vnHq 7 (2) + 2Gm—3) Vo1 (2) ( )
The closure (3.227) obtained with four-pole approximant R,,(¢) is rewritten to real
space as
oy /T(10-3m) , Qln—64) , JEOT-28) ]
Ria@): 7@ =T o5 “‘“”4”(1”72(16 5 U TV @ + = s = o O @),
(3.267)
the closure (3.240) obtained with R, 4(¢) is rewritten as
Ris(©): V(@) =—3vmuuHe" (@), (3.268)
and the closure (3.211) obtained with R; () reads
3n—8
Ru@): ¢0=S""8 o - VT o, (3.269)
’ 4—-m) 4—-m)
The closures (3.219), (3.220) obtained with R;,(¢) read
~ 4 (Bn+38)
Ry (¢): 7V = _ﬁvmnor“”"ﬂum—74 NG vaHqg"; (3.270)
4 3 8
Rsp(¢): 7V = —ﬁvthnOT(‘””Hu(” % 2noT, (3.271)

however, these closures are not ‘reliable’ and will be eliminated, see the discussion
below equations (3.242), (3.382) and (3.399). To summarize, we obtained altogether 7
quasi-static closures. Additionally, one closure was disregarded since it was obtained
with approximant R, ;(¢) that is not a well-behaved approximant.
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3.10. Time-dependent (dynamic) closures

In addition to the ‘quasi-static’ closures explored above (sometimes called simply
‘static’), it is possible to construct a different class of closures that we can call
‘time-dependent’ closures, or ‘dynamic’ closures. For example, for the approximant
R43(¢), the temperature TV and the heat flux ¢V read

Ry3(0): TV = —q,% [8_23754“2 —iﬁg} . (3.272)
gV = —q En vpsign(k) [—2¢] (3.273)
"D 0V S1gN(K) > .

where D is the denominator of R4;(¢) defined in (3.228). Calculating the ratio

7O 1 [375 ~8 iﬁ]

— = 3.274
qV  novgsign(k)) 4 ¢+ 2 ( )

using the definition ¢ = w/|kj|vy, and multiplying by |kj|vy, and novwsign(ky), allows
us to formulate a closure

31 —8 AT
Ry 5(0): [ 1 w+z{vth|k|||] gV =novi kT, (3.275)
that is further rewritten as
Zﬁ 47101)2
R D o+ ————valkyl| ¢V = ik T. 3.276
43() [ iw+ (3n_8)vth| @ q (3n—8)l I ( )

To go back to real space, we need a recipe for the inverse Fourier transform of
operator |k;|, that acts on a general quantity f(k;). The transform calculates easily by
using |k;| = —(ik;)isign(k;) and writing

~ 1 o ~ .
F! [Iknlf(ku)} = 27:/ (—1) (iky)isign(ky)f (k)™ dk;

_ o s isign(k))f (k;)e™* dk
222 ) VAY I
d _ . T.. n 0
= _87]: |:lSlgIl(k||)f(kH):| = —*Hf(Z), (3277)
z 0z

that allows us to write a useful shortcut

)
k| — _37,%' (3.278)

The closure (3.276) therefore transforms to real space as

5 2J% 0 Ang® 9
— = Y v —H| V@)= —TV(y), 3.279
ot Gnog Mt 1 O G og e @ (3:279)
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and represents the time-dependent evolution equation for the heat flux. The last step in
these types of Landau fluid closures is to recover Galilean invariance, that is achieved
by substituting 9/t with the convective derivative d/d¢, and the final closure reads

d 2w 0] o
dr (3n—8)vth8zH}q =

2
4novy,

(Bm—238)

0
—TY (). (3.280)
9z

Ry3(0): [

To easily compare this expression with the existing literature, a small rearrangement
yields

d T 0 N V> B
+ VT vtha—Z’H ¢V ()= —0 Ty, (3.281)

e (3 o137 %
8 8

The expression is equal for example to equation (57) in Passot & Sulem (2003) for
the parallel heat flux ¢, (where in that paper vy =+/T?/m is used, whereas ours here
is vy, = /27O /m).

The time-dependent closure (3.280) was obtained with the approximant R, ;(¢).
Interestingly, if the derivative d/dr is neglected, the closure is equivalent to the
quasi-static closure (3.261) obtained with R;,(¢) (which can be easily seen in Fourier
space, or by using HH =—1). Also, it is useful to compare the time-dependent (3.280)
with the quasi-static closure (3.266), that was obtained for the same approximant
R43(¢). To compare these closures, we need to use a time-dependent heat flux
equation where the closure for 7 will be applied. In Part 1 of this guide, we derived
nonlinear ‘fluid” equation for the parallel heat flux g (see Part 1, section ‘Collisionless
damping in fluid models — Landau fluid models’). Quickly rewriting it in the 1-D
parallel geometry that we use here yields (dropping the parallel subscript)

% + 3. (qu) + 8.7 + 3pd, (i) +3gu=0, (3.282)
where for brevity d/dz = 9d,. The equation can be of course obtained by direct
integration of the 1-D Vlasov equation df/dt + vo.f + (g,/m,)Edf/dv = 0, as done
by Hammett & Perkins (1990), and prescribing a Maxwellian by r =3p*/p +7. The
equation is nonlinear and to compare closures that were done at the linear level,
we need to linearize the heat flux equation. This eliminates the second and the last
term, the fourth term is linearized as 3(po/m)d, TV, and since py/m = nyvy /2, the
linearized equation reads

09V 3 o

“ar + 0.7 + EnovthBZT =0. (3.283)
This is just a 1-D linear heat flux equation, where no closure was imposed yet. The
quantities gV, 7V, T were not calculated from kinetic theory by using approximants
to R(¢), etc. The equation was obtained by a general ‘fluid approach’, that we
heavily used before we started to consider kinetic calculations (perturbations around
a Maxwellian are assumed here because of the prescribed r). The equation (3.283)
greatly clarifies relations between the quasi-static and time-dependent Landau fluid
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closures. For example, by using the quasi-static closure (3.266) in the heat flux
equation (3.283), the time-dependent closure (3.279) is immediately recovered.

Often, time-dependent closures cannot be straightforwardly constructed by a simple
division of two moments, as done above. It is useful to learn a new technique that
will allow us to see and construct possible closures in a quicker way. Let us explore
the closure (3.276). It is apparent that whenever we attempt to use d/d¢f of some
moment (in this case dg'"/d1), it is logical to also use the same moment without the
time derivative (¢'") in the construction of the considered closure, i.e. in this case we
search for a closure

Riz(0): (¢ +ay) ¢V =arTV, (3.284)

where «,, ar need to be determined. By using expressions for ¢V, TV, the above
closure is separated to 2 equations for ¢ and ¢? that must be satisfied independently
if the closure is valid for all ¢, and solving these 2 equations yields

. Zﬁ 4n o Vth
o, = lm, oy = mmgn(k”) (3285)

The closure therefore reads

2 4n
VT ] g = %mgn(k”)T( ) (3.286)

R45(0): [C + ii(?m ~3) 37— 8)

and is of course equivalent to (3.276).
We are now ready to construct all other possible time-dependent closures. Still
considering the R43(¢) approximant, another possible closure is

Ri3(): (¢ +a)m” =au +a,q", (3.287)

which when separated into 3 equations for ¢, ¢? and ¢* that must each be satisfied
yields

i164/7 ) _ (32—-9m)

YT 32 —9m(Bn—8) T (3n-—3)
(8172 — 5527 + 1024)

UtthT(O) sign(kH ) )

o, = vysign(ky), 3.288
"= G2 —om@an g e (3.288)
the closure reads
T 16/ o B2-9m) o (81w —552m 4 1024) ik
Ry3(8): { lw+7(32—9n)(3n—8) Um“‘ﬂ} ro= Gr—%) vano T ikyu 2032 —9m) (31 —3) vinikiq
F* 167 vlhBZH}“r‘" __(32-9m Vg TO 3, — (8172 — 5527 + 1024) g™,
dt (32-9m)(3n—8) (3n—28) 2(32-91)(31 — 8)
(3.289)
and this closure will be eliminated.
Another closure with R,3(¢) can be constructed as
Ri3@): 7V = au® +arTV + a,q"; (3.290)
(32 —97) . 8/T
a, = — ZuaneTOsign(ky); oar=—i————v2ny:
u Gr—38) th"o gn(ky) T (B —3) )
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(27m? — 1607 + 256)
2(3w — 8)?

Qg = — vpsign(k)),

so the closure reads

, (32-97) , 8/ (2772 — 1607 + 256)

R - i) — oT Dikyu® — V"3 ey | TV 4 222 — 2= T 2002 4 (D,
43(0): —iwr Grn_8) oo Vi G g2 Ul e vkl
d (32-97) , 8/ (2772 — 160w 4 256)

4o _ 2T @ 9D 3 00 4T 02 9,gD
ar’ Gr—38) X Wt Gr—g)z tm0% T o Grgz
(3.291)

and this closure will be eliminated as well. The time-dependent closures (3.290) and
(3.287) are of course closely related, and one can go from one to another by using
the quasi-static closure (3.266) that expresses 7 as a combination of 7V and ¢".

Continuing with the R4,({) approximant, it is possible to construct the following
closure

Rix(0): (¢ +a)q"V =arTV +au'”; (3 292)

10— 37 one) ST =8
_lf —+ ar=mvasign(ky) ye———1 o =ing (0)f16 5m°

that implies

3t —8 28
—iw + \/_ UthlkH |:| —i’lovth ﬁlk” 7D + I’loT(O) Uth\/_ 5 |k” |u(1);
d 10— 3= 3n -8 9t — 28
Ry (0): & _ﬁl6—5nvm "H} gV = novfh 65 3,7V —n T(O)vlhﬁl6—5n 9, Hu'V,
(3.293)

and the result is consistent with using the quasi-static closure (3.267) in the linearized
heat flux equation (3.283).
Continuing with R4 4(¢), it is possible to construct

Ria(@):  (+a)g™ =T, (3.294)
37 3 .
a, = i{; ar = Enov[hmgn(k”),
and the closure reads
, 3T 3 .
[—la) + Tvth|kH |] q" = _EnovtzhlkHT(l);

d 3 3

R44(8): [dt — ;{_vtha 7—[} M= —Enovf’hBZT(”. (3.295)

The obtained closure is related to the quasi-static closure (3.268), since by using the
quasi-static closure (3.268) in the linear heat flux equation (3.283), the time-dependent
closure (3.295) is recovered.
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Another closure with Ry 4(¢) is

Rys(@): (¢ +a)r =arTV; (3.296)
37 9T ,
o, =1 4 s oy = —— 3 Vo,
RIVEL
[—za) + \4/_U[h|k|||:| 7'( \;_ hl’lo|k|||T( );
d 3
R44(8): [dt - L/_ V0, 7—[} 7= ‘/_ v ngd, HTW. (3.297)
And yet another closure with Ry 4(Z)
Ria(@): 7V =arTV +a,q"; (3.298)
9 O |
o = \é_vfhno, ;= —Evthmgn(k”);
. 9vm 97
—iwr! = — \8/_vt3k1n0|k|T(l) + Tévmlkuq(”
d 9 I
&7@ *é_ 3 190, HTD 6! i 3.q" (3.299)

The closure (3.299) is related to the closure (3.297), because one can use the quasi-
static closure (3.268) to express 7V through ¢V, however, the closure (3.299) will be
eliminated.

The R,s(¢) was eliminated because it is not a well-behaved approximant (see
discussion above), nevertheless, for completeness the following closure can be
constructed

Ris(0): ¢q" =TV, ar= %novthSign(ku)§ (3.300)

3 d 3
—ia)q(l) = —Enovtzhik”T(l); d—tq(l) = —EnovlthZT(l).

With R;,(¢), the following time-dependent closure can be constructed

Rix(@): (¢ 4a) ¢V =au®; (3.301)
2i 4i
aq:ﬁ; & =——=no oT;
i 2 (e)) 4 (0) (e))
—iw+ ﬁvth|k\\| q = —ﬁnoT Vi lkylu';

d 2 4
R;,(¢): [df - ﬁvthazH] gV = +ﬁn0T(0)vlhazHu(l)’ (3.302)

and similarly, yet another one

Ri»(¢0): ¢q" =au” + o TV; (3.303)

4o 4 -
a,=———=nTY;  ar= ——novthSIgn(ku);
T T
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4 4
—iwg"V = —ﬁnOT(mvthlk” lu'? + ;novtzhik” TV
d = +in0T(°)vth8 HuV + 4 — oV 1.7V, (3.304)
dt JT ‘

however, the last closure will be eliminated.

3.11. Time-dependent closures with five-pole approximants

Now we can use this technique to construct time-dependent closures with five-pole
approximants of R(¢). Starting with the Rs4({) approximant

14+ ail +al?+al’
14 3(a1 + a3)¢ + Bar — 2)8% + (Baz — 2a1) 3 — 2a,¢* — 2a3¢5’

where the constants ay, a,, a3 are given in (A 8), the kinetic moments calculate as

Rsa(0): D = (143(a1+a)¢ + Bay —2)5* + Bas — 2a1)¢* — 2a¢* — 2a38°) ;

Rs4(¢) =

(3.305)

(3.306)
ul) = T(O)q§vth51gn(ku)— (a3t + @t + ar g + ¢ (3.307)
TV = —q,@% [2a3¢° + 2a,8° 4 24y + 3a3)¢ | ; (3.308)
q" = —qrnoq?vmsign(ku)% [Bas¢® —2¢]; (3.309)
7 = "20 fhcpll)[ (6ar +4)¢* — (6ay +9a3)¢ | . (3.310)

It is possible to construct time-dependent closure for 7", by searching for a solution

€ +o)fY =a; TV +a,q". (3.311)
Separating the equation to 3 equations for ¢, ¢2, ¢3, the solution is
3 2 3
o, = %; or = —novfh @t ; vthmgn(ku)M (3.312)
as 2(13 a3

that evaluates as

. 2ln—64 256 — 81= ien(k) 32 -97
oy =i Oy =ingv 0, = Ugsign(k)) =
RO —28) Unoon —28) /T UnES 9 Tg)
(3.313)
The Rs4(¢) closure therefore reads
21t — 64 256 — 81x 32 -97
— kol | 70 = 5003 k| TD — 2 kg,
[ WF mon—28)"" ”']r M0V o — 28y T T YNy g — 2g) 1
(3.314)
and transformation to real space yields
C[d 21m—64 s, s 256-8ln W 3291
Rs4(©): {dz ﬁ(9n—28)vthazH}r = TV g gy T Vg gn —08) X1
(3.315)
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The closure is interesting, since the Rs4(f) is a very precise o(¢?), o(1/¢%)
approximant, and it is therefore only one of two closures that have precision o(¢?).
For large ¢, the moments have correct asymptotic behaviour up to the heat flux
gV ~ —3/(2¢*) (including the proportionality constant) and the 7V ~ 1/¢3, which is
not bad either. Additionally, the closure does not contain u", which is advantageous.

Constructing a closure with Rs55(¢) is done quickly, by using a, = —2/3 in the
kinetic moments for Rs4(¢), so

Rss(0): D = (143(a+a3)t —4¢% + Baz —2a))0° + 3¢* — 2a30°) ;

(3.316)
1 32-9
g = —gm®vasignik) [i ( 3ﬁn)¢2—2§ : (3.317)
~ 1
70— —qr%vth§5[3iﬁ§], (3.318)
where a;, a; are given in (A9). Searching for a closure (¢ + &, )7'" = a,¢" has a
solution
C6yT | Om _
_ JACI 3319
[g M- 931)] B Terr e G319
6/ 9m
3 " ol 7O = 2%k (1)’
[ Wt G —om ! ”'} T T T 2G2—om
and the closure in real space reads
d  6Jm In
R D= v H | T = —————3.0.4". 3.320
5.5(¢) [dt (32— 9m) Vih0; ] r 232 —97) Vin0:9 ( )

The Rss5(¢) approximant has precision o(¢?), o(1/¢7). The increase of the asymptotic

precision reproduces the correct asymptote 7" ~1/¢*, even though with proportionality

constant 7V ~ —(271/2(32 — 9m)¢*) = —11.38/¢* instead of the correct —6/¢%.
Continuing with the approximant Rs¢(¢), the kinetic moments calculate as

Rse(¢): D = <1—iﬁfé—%Hiﬁi{%ig“—i‘/fcﬂ; (3.321)
¢V = —q,n0<15vthsign(k”)% [3’:5;2—2;] ; (3.322)
A —q,%vfhd)ll) ENcaP (3.323)
which yields a closure
[; +i8} 7V = 2uysign(k)g'; (3.324)
3Jn

. 8 ~ -
|:—la)+ U[h|k|||:| r“) = —zvilk\\q(l),

3/
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that in real space reads

d
dr 3f

The Rs¢(¢) approximant has precision o(¢), o(1/¢®). Even though the precision for
small ¢ is relatively low, the closure correctly reproduces the asymptotic behaviour
7D~ —6/¢* (including the proportionality constant).

Finally, it is indeed possible to construct a closure with precision o(¢*), by using
Rs53(¢). The approximant Rs53(¢) is defined as

Rs6(¢): [ = Vind: ’H] 7 =202 9.4". (3.325)

14+ a1t +a)l?+asc’

1 + blg + (302 — 2){2 —+ (303 — 261])(3 _ 202{4 . 203(5’ (3326)

Rs3(¢) =

where the constants ay, a,, as, by are given in (A 7). Using this approximant, the kinetic
moments calculate as

Rs3(¢): D = (1+b¢+ (Ba,— 2):2 + Bas —2a)¢’ — 2ax¢* —2a;0°) ;. (3.327)

ul) = Tq(o) @vthmgn(k”)f las¢ +axl +an g + ¢ 5 (3.328)
1
TV = —q,@B 24387 4 24,8 4 (by — a1t | ; (3.329)
. 1
q" = —Clrno¢vth51gn(ku)* (b1 —3a)¢* —2¢] (3.330)
F r;’ fh‘pD [(2b) — 6a; — 6a3)¢* — (6a, +4)¢* + (3a; — 3b1)¢] .
(3.331)

It is possible to search for a closure
Rs5(0): (& +a)T"=au” +arTV + a,q", (3.332)

and the solution is

34, +3
o = 2, au:_vthnOT(O)( s 1)Slgn(kn)
as as
30, +2 2a, +3
ar = novfh(azi), S (aji%)mgn(k”) (3.333)
as as

The correctness of the algebra can be quickly checked by prescribing b, = 3a; +
3a;, which immediately recovers the closure (3.311)—(3.312) that was obtained for
Rs 4(¢) with only asymptotic expansion coefficients (and the power-series coefficients
unspecified), which yields o, =0. The Rs53(¢) closure reads

3 3a; — b
)( aj +azl3 l)l.kHu(l)
; Bar+2) , 2a; 4 3as) .
227“( 1T + #lkuq(”-
(3.334)

a)
Rs3(8): [—za)—zavtmk@ T = p2 T
3

+ ngvy,
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By using the calculated coefficients from (A7),
a .

(104 — 337) /7 3a; +3a; —b;  (1357> — 7507 +1024)
—~ =1 =i, = =0y,
a; 291> — 697 + 128) as 2(971? — 697 + 128)

3a,+2 . 3(160 —51m)4 /7 — 2a; +3a;  (54n* —333w+512)
=i =idr; = =,
2a;3 409712 — 697 + 128) ! 2a; 2(97? — 697 + 128) !
(3.335)
the closure in Fourier and real space then reads
R5y3(§) . [—lw =+ &,vthlku |] 7"(1) = vﬁlnoT(o)&uik”u“) — novfh&'ﬂk” |T(l) =+ Uiaqik“q(]);
(3.336)

d _ ~ ~ ~
th — oo, H| 7P = vlzhnoT(O)ozuazu(l) + noviaTazHT(l) + vtzhaqazq(l),

(3.337)

where the perhaps complicated appearing proportionality constants (that come from
the Padé approximation) are just constants, that are numerically evaluated as

a,=5.13185; «,=1.78706; oar=—-5.20074; oa,=—10.53748. (3.338)

For numerical simulations, we of course recommend to re-calculate these constants
from the above analytic expressions, to fully match the numerical precision of the
considered simulation. For complete clarity, the fully expressed closure in real space
reads

Rs3(¢):

d (104 — 33n) /7

dt

20977 — 697 + 128) ©

wd H | 7

7O (13572 — 7507 + 1024) ;
2972 — 697 + 128) °
, 3(160 — S51m)/w
" 4972 — 697 + 128)
(5472 — 3331 + 512)
2 9.q". 3.339
Y 0n? — 697 + 128) 4 (3.339)

= vg 1o u'”

o, HTY

+ nov,

This is the only closure with precision o(¢*), and the asymptotic precision is o(1/¢%).
To conclude, we have altogether obtained 13 time-dependent closures. Additionally,
we have also obtained 1 time-dependent closure for R, s(¢) that was disregarded since
R45(¢) is not a well-behaved approximant.

3.12. Parallel ion-acoustic (sound) mode, cold electrons

After all the calculations, it is advisable to verify whether we obtained anything useful.
Let us consider only the proton species, make the electrons cold and neglect electron
inertia, so we have only a 1-fluid model. Let us continue to work in physical units
and later we will switch to normalized units. From Part 1 of this guide, the linearized
fluid equations (obtained by direct integration of the Vlasov equation for a general
distribution function f) can be written in physical units as

n(l)
—w— + k” MEI) = 0,
noy -

(3.340)
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2 (1)
by

(1) Vi —0-
+ gy =L = 0; (3.341)
2
p(l) (1)
—w—g + 3k’ + ke I 5 =0; (3.342)
P Py
IR NN P8 (p ’ ”m) L (3.343)
RO) thi] (0) o — :
PH 2 Py "o Py

where the fluctuating parallel temperature Tﬁl) is linearized as

(1) (1)
Lho_m _n? (3.344)
v

The superscript (1) on quantities n", u™, p{”, ¢{" (and T|") signifies that these are

just fluctuating quantities, the superscript does not mean here that these quantities are
obtained by integration over the kinetic V. This fluid model is accompanied by a
closure for ?ﬁ'u), and that one was obtained from linear kinetic theory by integrating
over the kinetic f. Let us choose the R,3(¢) closure, equation (3.234)

(D) ) )
P 32-9m 5 (P 1 2ym il
0 = ra o Vi | Yo — = | — 3= o vmiisign(k)) —g; - (3.345)
pI(IO) 23t —8) ! pﬁo) gy 3n—8 pI(IO)

Now the model is closed, and calculating the determinant yields the following
dispersion relation

2i /7 , O — 16)
o'+ 3 — g Kiltuni sign(k)w® — mkﬁvfhuwz
3T 2
— kg, sign()o + 5——kivh, =0. (3.346)

By examining the expression, an obvious substitution offers itself

w w

— — , (3.347)
sign(kkyvm;  [kylvm

that transforms the polynomial to a completely dimensionless form

2iym , 9m—16 3iﬁ§+ 2 _, (3348)

4 —_— —_—
§+31‘:—8 2(3n —38) 37 -8 3n—38

The ¢ is obviously a very useful quantity, and one could rewrite the fluid equations
(3.340)—(3.343) directly with this quantity. The polynomial (3.348) can be solved
numerically, and the approximate solutions are (writing only 3 decimal digits)

¢ ==+1.359 —0.534i; ¢ =40.392—-0.710i, (3.349)
yielding solutions in physical units

o= [ky vy (£1.359 — 0.534i); @ = |ky|vg (£0.392 — 0.710i).  (3.350)
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3

The first solution is the ion-acoustic (sound) mode and the second solution is ‘a
higher-order mode’. Both solutions are highly damped, and the higher-order mode
has actually a higher damping rate than its real frequency. We can now also see
how important was to keep track of the sign(k;), since the modes are damped for
both k; > 0 and k; < 0. If we had ignored the sign(k;), we would obtain that, for
ky <0, the sound mode has a positive growth rate and is unstable, which would be
unphysical.

Of course, each closure will yield a different dispersion relation. Exploring the
simplest closure with quasi-static heat flux qﬁ” obtained with R;,(¢), equations
(3.340)—(3.342) are closed by

(1)

U __ 2 isientky (2 P _n? (3.351)
—0 =~ ="V D= —— |- :
p‘(‘o) ﬁ pl(l()) no

which yields a polynomial

ol Ly (3.352)
JTooo2 yno '
Numerical solutions are ¢ ==+1.041 —0.327i; ¢ = —0.474i, showing that, in this case,
the higher-order mode does not propagate and is purely damped. The ion-acoustic
mode is also very damped and has a dispersion relation

w = [ky vy (£1.041 — 0.327i). (3.353)

We examine two more closures. The most precise quasi-static closure (3.227)
obtained with R;,(¢) yields the analytic dispersion relation

10— 3w 32 —-97 iJm 31t —8
Y4 3 2_ =0, 3.354
¢ +lﬁl6—5n§ 32—1075; 16—5n§+32—10n ( )
and the solutions are
o = |kj|vm(£1.294 — 0.790i); = |k vy (£0.385 — 0.9561), (3.355)

the first one being the ion-acoustic mode. Finally, the only available o(¢*) closure
(3.339) obtained with Rs3(¢) yields the analytic dispersion relation

~ ~ IO 1/ 3 2 ~
o +iact+ (a, — 3¢ —i(Ba, —ar)c® + 3 (au —3a, + 2) .+ i(3a, —207) =0,
(3.356)
where the coefficients are specified in (3.335), and the numerical solutions are

w= |k|| |vth|| (:i:1589 — 0908l), w= |k|| |vth||(:l:0.710 — 10841), w= |k|| |vthH(_1-147i)»
(3.357)
the first being the ion-acoustic mode.

Let us compare the obtained results. Perhaps curiously, it appears that, as the
precision of closures increases, so does i the real frequency and the damping rate of
the ion-acoustic mode, and the differences are quite significant. So what is the correct
kinetic result, i.e. how close did we get to the kinetic theory? That is not as easy a
question as it appears to be. By opening kinetic books, there is no such discussion
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on the long-wavelength limit of the ion-acoustic mode, when the electrons are cold.
Even the exact numerical solutions are usually considered only for 7,/T, > 1, see for
example figure 9.18 on page 355 in Gurnett and Bhattacharjee.

Let us examine the analytic dispersion relations (3.348), (3.352), (3.354) and
(3.356), that were obtained with approximants R43(¢), R32(¢), Rs2(¢) and Rs3(¢).
One notices that the dispersion relations exactly match the denominators of the
associated Padé approximants! Or in another words, without doing any calculations
whatsoever, it appears that if a closure of a 1-D fluid model is available for a R, ,»(¢)
approximant, the dispersion relation is equivalent to the denominator of that R, (¢).
How is this possible? The explanation is simple if one considers the electrostatic
kinetic dispersion relation for the proton and electron species (3.30), which at scales
that are much longer than the Debye length simplifies to (3.366). Prescribing massless
electrons yields R(¢,) = 1, implying dispersion relation R(g,) = —T5”/T\”. For cold
electrons, both real and imaginary parts of R({,) obviously diverge, so that

1
R(&)

The above expression can be considered the electrostatic dispersion relation of a
proton—electron plasma, where the electrons are massless and completely cold. The
reason why such an expression cannot be found in any plasma book is that, from
the kinetic perspective, such an expression cannot be solved and is ill defined. The
function R(¢) is directly related to the derivative of Z(¢) according to Z'(¢) = —2R(¢).
Infinitely large R({) means that Z(¢) has infinitely large derivatives, i.e. that Z(¢)
is not continuous and not analytic, which contradicts the entire definition of Z(¢)
and how the function was constructed. However, when Padé approximants of these
functions are considered, and when R(¢) is replaced by R, , (), so that

1
Rn,n’ (é‘p)

=0, (3.358)

such an expression does make sense, and is equivalent to the denominator of R, /(&)
being zero, i.e. it directly yields the dispersion relations of the considered fluid models.
We note that while the plasma dispersion function corresponding to a Maxwellian
distribution function does not display singularities at finite distance in the complex
plane, this is not the case when considering kappa distribution functions, see e.g.
Podesta (2004).

3.12.1. The proton Landau damping does not disappear at long wavelengths

There are several extremely interesting phenomena worth discussing. (i) In the
dispersion relation for the ion-acoustic (sound) mode (3.350), the usual phase speed
w/k, is constant, implying that the Landau damping (of the parallel propagating
sound mode) does not disappear, however long wavelengths are considered. With
cold electrons, as considered here, the parallel sound mode is always heavily damped,
and disappears in a few wavelengths, even on large astrophysical scales. A very good
discussion can be found for example in Howes (2009), who concluded that, in general
(unless electrons are hot), the MHD sound mode represents an unphysical spurious
wave that does not exist in collisionless plasma. (ii)) The equations (3.340)—(3.343)
do not even contain the parallel electric field E;. This might sound surprising, but
the parallel electric field completely disappears at long wavelengths, even though the
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Landau damping (as expressed through the constant phase speed), does not disappear.
The parallel electric field does not disappear, if electrons have finite temperature, it
also enters (very weakly), if the electron inertia is included. In the 1-D linearized
geometry considered here, the contributions will be

B 1 5 m, Oy,
= eny Pie e ot

(3.359)

(iii) The presence of Landau damping in the long-wavelength limit is exactly the
reason why usual fluid models such as MHD, or even the much more sophisticated
CGL description, do not converge to the collisionless kinetic theory, whatever long
wavelengths and low frequencies are considered. There is always a mismatch in
dispersion relations when the phase speed is plotted that, depending on plasma
parameters, can be quite large. This does not concern only the damping rate (which
in MHD and CGL is of course zero), the differences in the real frequency, which
is always coupled to the imaginary frequency (for example through the polynomial
(3.348) for that specific closure), can be large too. (iv) If the heat flux q‘(‘l) is
prescribed to be zero, i.e. if a CGL model is prescribed, the dispersion relation
of the parallel propagating sound mode is determined only by the parallel velocity
e%uation (3.341) and parallel pressure equation (3.342), yielding the CGL result

3.2 12
w = 2vtth||’ so that

For comparison, the MHD result can be written with the usual MHD sound speed
C?> =y (po/po) = (y/2)v where y =5/3, so

CI)MHD = :|:|k|| |vth\/%= :l:lkH |Uth0~9]3' (336])

It is important to examine the influence of isothermal electron species.

3.13. Proton Landau damping, influence of isothermal electrons

Let us prescribe electrons to be isothermal, with some finite electron temperature,
but let us neglect the electron inertia. The proton momentum equation is changed to
(3.372), the electron pressure equation reads

1) (0)

Pje ) . — e
—w +kitu,’ =0; 1= , (3.362)

) I ’ (0)

Pip ) T,

where for brevity, we define the ratio of electron and proton temperature as t. Using
the R;3(¢) closure as before, the coupled dispersion relation reads

2i/T ;3 In—164+Gn—-8r 2_1'\/5(3+t) 2(1+71)

4
S P =8 5 an_g {tag_g =0 (3

The above expression is equivalent to (A6) in Hunana et al. (2011).° The Ry;,(¢)
closure yields dispersion relation

9Dispersion relations in the Appendix of that paper assumed k> 0. We later noticed that (3.363), (3.364)
are equivalent to the dispersion relation TR, ,(¢p) +1=0. We also noticed that for isothermal electrons the
R42(¢) closure with (3.364), can produce positive growth rate for high electron temperatures. The R4 2(¢)
behaves correctly when the electron Landau damping is introduced, see the next §3.14.
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4 W/T(10—-3m) , 32-9n+ (16 -51)7 ,

16 — 57 32— 107
T2+ (103 3n—8)

T+ ( m),  Gr-8d+7 (3.364)
32— 107 32 - 107

Let us use (3.363) and focus on the ion-acoustic mode, since the higher-order mode
is always highly damped. Solutions for a few different t values are

t=0: ¢ = +1.359 —0.534i;

t=0.1: ¢ = £1.367—-0.514;;
1=0.5: ¢ = £1.409 —0.439;;
t=1.0: ¢ = £1.481—-0.361;;
t=20: ¢ = £1.640—0.260;;
t=50: ¢ = £2.054—-0.131;;
t=10.0: ¢ = £2.591 —-0.061;;
7=100.0: ¢ = £7.180—0.001:. (3.365)

This is excellent, as in kinetic books, with increasing electron temperature, the Landau
damping of the ion-acoustic mode decreases. Compared to kinetic calculations (see the
last column in (3.381)), the total Landau damping is here of course underestimated,
especially for high electron temperatures, since here in the fluid model, only the
proton Landau damping is contributing, and the electron Landau damping is turned
off. Let us turn it on.

3.14. Proton and electron Landau damping

Considering wavelengths much longer than the Debye length, the exact kinetic
dispersion relation reads

(0)

T
G R(&) +R(5) =0, (3.366)

lp

where the electron thermal velocity

mp
Uthjle = UVth|lp m
e

is of course much higher than the proton thermal velocity (unless the electrons are
cold), and by using the abbreviated

(3.367)

(0)
_he.  _me
m
lp P
so that
=i L= =g [E (3.369)
Tk, T kv TV T ‘
and the exact kinetic dispersion relation reads
TR + R (G/1/7) =0. (3.370)
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Let us see how close we got. One of the greatest advantages of Landau fluid models
is that we do not have to resolve electron motion to obtain the correct form of
electron Landau damping at long wavelengths, and the electron inertia in the electron
momentum equation can be neglected. The correct electron—proton mass ratio can
enter equations for the electron heat flux g, and the fourth-order moment 7, and
the electron inertia influences the solutions only insignificantly. However, let us keep
the electron inertia for a moment. The equations for the proton species read

e
—o— + ku{ =0; (3.371)
no
L2 MM
—ou? + =5k <p|(|o> + 2 ) — 02w =0, (3372)
b Plp 4
p.ﬁ” i
—w—g + 3kul” + k=& = 0; (3.373)
Ip Pip
(e8] (1) 1) ~(1)
Qi , 3 > (p”,, n ) Tlip
—o~g 5 vkl | o — | Thi—g =0 (3.374)
) th[p™l 0) 1) s
P, 277 \pp Mo I

and the electron inertia represents the last term in (3.372). The electron equations are
written in a form so that they are normalized with respect to the proton pressure

(1) (1

_“’l% + 3k Tul” + ky % =0; (3.375)
Dip Pip
(1) (1) ) ~(1)
die |, 3, m Ple n Tile
—0- G 3V kIt ((0) - rﬂ) +kj—g; =0. (3.376)
Pip e Ip 0 Ip

Note that the electron fluid speed ull = ug,) (so we omitted the index p). The fluid
equations are accompanied by a closure from kinetic theory, for example the R, 3(¢)
closure

(1) (1) 1 (1)
7 32 —9x p nM 27 . q
e = 7= 42 <(g) -— - Qvth||p151gn(k||)p (3.377)

o = — gy Vinlp ©°
Py 206m—8) Ip 0 ST Pip
(1) ey ) )
Pije _ 32=97 , m, [P n 2Jm [My .. dje
=V, —T —T— | = vgpy | 2 Tisign(k)) .
pl 26m—=8) "m, \p " g 3n—8 "\ m, Pl
(3.378)

The equations (3.371)—(3.378) now represents a fluid description of the ion-acoustic
mode, and contain both proton and electron Landau damping. It is rather mesmerizing
that the relatively complicated dispersion relation of this fluid model can be shown to
be equivalent to the ‘simple looking’ kinetic dispersion relation

TRy3(5,) + Rz (é}\/ﬁ) =0, (3.379)

i.e. equivalent to the full kinetic dispersion relation (3.370), where the exact R(¢) is
replaced with the R, 3(¢) approximant (by transferring the proton and electron terms of
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R4 3(¢) in the expression (3.379) to the common denominator and making the resulting
numerator of that expression equal to zero, Maple is great in this regard).

Nevertheless, here, we want clearly demonstrate that the electron inertia can be
neglected and the electron Landau damping still nicely captured, and we use fluid
dispersion relations obtained from the system (3.371)—(3.378), where the last term in
(3.372) is neglected. It is important to normalize properly and, for example, the R4 ,(¢)
closure for electrons reads

~(1) )
Pile _ \/—(10 3m) fmy  — . e

© Vinip | —~/Tsign(k) o)
Pip (16 — 5m) m, Piy

Qln—64) , m,

pien®

2016 — 57) rm, ” pﬁfj_TnT
O — 28
4iymon =28

[m .
mvmup ZI; 1’3/281gn(kH )Mil)

In the table below, we compare these fluid solutions of the quasi-static R4 3({) and the
R4,(Z) closures, and the time-dependent Rs3(¢) closure to the exact kinetic solutions,
calculated from (3.366), for various electron temperatures.

(3.380)

R, 5(¢) closure R4,(¢) closure | Rs3(¢) closure Exact
=10 £ =1.487—-0.373i | 1.434 —0.506i | 1.511 —0.591i | 1.457 —0.627:
t=2.0 £=1.645-0.276i | 1.629 —0.372i | 1.691 —0.393; | 1.692 — 0.425i
t=5.0 £=2.057—-0.154i | 2.080 —0.212i | 2.116 —0.188i | 2.136 — 0.189:
t=10.0 | £ =2.593 -0.094i | 2.627 —0.123i | 2.635 —0.089i | 2.640 — 0.072;
t=20.0 | { =3.417-0.069i | 3.446 —0.075i | 3.432 —0.052i | 3.421 — 0.046i
=500 | £ =5.157-0.078i | 5.170 —0.072i | 5.156 —0.070i | 5.153 — 0.073:
t=100.0 | { =7.180—0.105{ | 7.186 —0.099; | 7.179 —0.102i | 7.177 — 0.103i
(3.381)

Instead of a table, we can create a figure. The Landau damping of the ion-acoustic
sound mode is nicely demonstrated, for example, in the plasma book of Gurnett and
Bhattacharjee (figure 9.18, page 355), where on the x-axis is t, and on the y-axis
(logarithmic), is the ratio of the damping and real frequencies. The same parameters
are plotted in figure 5(a), and in figure 5(b) we extend the plot to higher electron
temperatures. The figure shows that both new closures are very precise in the very
important regime, where the electron temperature t ranges between t =1 and 7 =5.
The Rs5(¢) closure is the most globally precise closure. If static closures are preferred,
the comparison between R4,(¢) and R, 3(¢) is more difficult to summarize; R4,(¢)
is definitely preferred in the regime t € [1, 5] and perhaps also for T € [25, 60],
however, the Hammett and Perkins closure R43(¢) is the better fit in the regime 7 €
[5, 25] and also for t € [60, 100]. We checked that the inclusion of electron inertia is
insignificant for all 3 fluid closures, and by eye inspection, it appears that the largest
global difference is seen for the Rs3(¢) closure, roughly for t € [30, 60], making
the closure (very slightly) more precise. In figure 6, we calculate the other selected
obtained closures. We use the full dispersion relations with electron inertia included.
The figure shows that, if static closures are preferred, for a value of roughly t > 15,
the best closure is actually the static closure R4 4(¢). The most precise closure for 7 >
15 is by far the time-dependent Rs¢(¢) closure, which achieves an excellent accuracy
for high values of t. If a global accuracy for all values of 7 is required, our favourite
closures are Rs3(¢) and Rs4(Z).
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FIGURE 5. Landau damping of the ion-acoustic (sound) mode. The black solid curve is
the solution of exact kinetic dispersion relation (3.366). The other curves are dispersion
relations of a fluid model (3.371)—(3.376) where the electron inertia is neglected,
supplemented by a closure for rﬁh),. The red dashed line is the R4 3(¢) closure of Hammett
& Perkins (1990), the green dash-dotted line is our new static closure R4,(¢) and the blue
dotted line is the new time-dependent closure Rs3(¢).
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FIGURE 6. Similar to figure 5, but different closures are compared, and electron inertia
is retained. The Rs3(¢) closure (blue dotted curve) is kept in the figure so that the
comparison to other closures can be done easily. Also, by comparing the Rs;({) solution
with figure 5, it is shown that the effect of electron inertia is negligible. The R4 4(¢) is
the only static closure, and all other closures are time dependent.

With the help of Maple software, we analytically investigated dispersion relations
of all the obtained fluid closures, and we investigated if the resulting dispersion
relation (including the electron inertia) is equivalent to the kinetic result (3.366), after
replacing the R(¢) with R, ,/(¢), i.e. if the fluid dispersion relation is equivalent to
the numerator of

(0)

Te
Tﬁo) Rn,n’({p) + R, v (¢)=0. (3.382)
P

All the closures considered in this subsection satisfied this requirement, however,
some other previously obtained closures did not. We concluded that satisfying (3.382)
should be indeed considered as a strong requirement for a physically meaningful
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closure, and closures that did not satisfy this requirement were therefore eliminated.
The results are summarized in the § 3.6 ‘Table of moments (i, T}, g, 7y) for various
Padé approximants’, equations (3.241), (3.242).

3.15. Electron Landau damping of the Langmuir mode

In addition to the ion-acoustic mode, let us calculate the Landau damping for the
second (perhaps first) typical example, of how Landau damping is addressed in plasma
physics books, the Langmuir mode. Focusing on the electron species and making the
proton species cold and ‘very heavy’ with m, — oo, i.e. immobile with ug,) =0, the
proton species completely decouples from the system, and their role is just to conserve
the leading-order charge neutrality ng, = ng. =no. Since we have not dealt with such
a system so far (not even in Part 1 of the text), let us write down the basic equation
nicely in real space in physical units. Neglecting the electron heat flux, the basic
system of linearized equations reads

onH
8; + noazug) =0 (3.383)
8142) 1 1) e N
— + dpy. + —E; =0; (3.384)
ot m.ny ni,
ap(L)
ag i 3p|(|‘j) oud =0. (3.385)

Using the general electrostatic Maxwell equation for the current (including the

displacement current)
c 1 OE
.: r rurzi B—ii, 3386
/ Xr:q " Arn/V// 4 31 (3.386)

that in our specific 1-D linear case considered here reads
m_ _ 1 9E
e 41 3t
prescribes the electric field time evolution, and the system of equations is closed. By

applying 9/0¢ to the momentum equation (3.384), the equations can be combined,
yielding a wave equation

j“ = —enpu (3387)

4w, | u) =0, (3.388)

0)
iz_ 3P||e
orr  myng

where the electron plasma frequency a)ﬁe = 4me’ny/m,. This wave equation describes
the basic plasma physics mode, known as the Langmuir mode, and the dispersion
relation is o
3T,
o’ =w), + k. (3.389)

m,

If we ignored the displacement current dE;/d¢, the a);e term would be absent. By
(0)

le

dividing with a)ie and by using the Debye length Ap, =1/kp, where kj, =4me’no, /T,
so that the Debye length /112)e = Tﬁg) / (mea)ie), the dispersion relation (3.389) reads

wz
— =143,k (3.390)

> =
a)pe
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Obviously, the electron plasma frequency and the electron Debye length are the natural
normalizing units of this system, and one should use normalized quantities w/w,. and
kjAp.. A useful relation also is A7, =vg,,/Qw?,).

Often, in plasma physics books, the CGL adiabatic index y; =3 in the above two
equations, is substituted with a general adiabatic index y,, so that a more ‘general’
case can be considered. This is especially useful if the Langmuir waves, which are
the basic waves of plasma physics, are introduced early on (in an early chapter of
a book), where the correct CGL value of y; = 3 is difficult to introduce. Again,
we have an advantage of not being a plasma book, and we are not describing the
general electrostatic case, we are describing the fully electromagnetic case, but we
are focusing only on one mode — the electrostatic mode that propagates parallel
to By. In the view presented here, and as elaborated in Part 1 of the text, playing
with adiabatic indices does not make much sense. No adiabatic index can match the
CGL and the MHD, the CGL is always different from MHD, even for an isotropic
distribution function with T(O) Tio) Therefore, we are not introducing any adiabatic
index, and the correct CGL value is used, and fixed to 3. Instead, we introduce the
electron heat flux and get closer to the kinetic theory in a much more sophisticated
way.

The basic linearized fluid equations in Fourier space read

o)
—C()L + k”l/i(l) 0
ng

) a
L, pid | 1vggenl)
ze 2 th|le ||p(()) 2 /1Dg P s

_ Pl + 3kyul,) + ky Tie —o; (339D
) (O]
P||e Ple
o ) o 0y
die 3 (Pne ne ) Tile
—w k 1k =0, (3.392)
(0) thlle I (0) I )
Dje 2 P o lle

and are accompanied for example by the R43(¢) closure

(1) (1 ) (D
e _ 32=90 , [Pl 1, 2Jm . e
PO = 2Gr—8) e | 0 Ty | T g g i) o (3.393)

lle lle

The dispersion relation of this fluid model reads (suppressing e in the electron Debye
length Ap.)

2iym , 3m—8+(9m— 16)k2/l,2) , /T +3KA) 21+ K223)

4
_ . 5 =0,
bt 3w — 8§e 23 — 8)ki Ap b = (31 — 8)kiAp St (3 — 8)kiA
(3.394)
where
- _o | (3.395)
lkilvme — @pe v21ky1Ap '
The exact kinetic dispersion relation reads
1
1+ e R(g“e) 0. (3.396)
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As can be verified, the fluid dispersion relation (3.394) is equivalent to the kinetic one,
if R(¢,) is replaced by Ry3(.).

Using the static R4,(¢) closure, the dispersion relation reads
10— 3w . 16 —5nt+ (32 — 9n)k2/l,%, 5
16 —51°° 2(16 — Sn)k ¢

\/_10 3+ 2/%2/12 (€F) 8)(1 + kz/lz)
2(16 — 5n)k 2(16 — SW)kﬁ/lz

&+

=0, (3.397)

using the static R4 4(¢) closure yields

3 1 + 6k{ A7 )
o+ z«/ﬁzgj — T&)Dgﬁ i

3(1 4 3kfa3) 3(1+kfA3)

L+ =0, (3.398)
8K 433,

and the simplest static R;,(¢) closure yields
2i . 14 3k323 b, i(1+kfa3)
JTf Zkﬁ/lD ¢ JT k”

All dispersion relations are fully consistent with the kinetic dispersion relation (3.396)
when R(¢,) is replaced by the corresponding R4 (¢.), R44(¢.) and R;3,(L,.) (equivalent
to the numerator of the resulting expression). We verified that this is also true for the
static closure R;1(¢.) and actually all the ‘reliable’ closures marked in (3.241), (3.242)
with ‘v, including the time-dependent closures R;(&.), R42(&.), Ra3(L.), Rya(Ze),
Rs3(&.), Rs4(L.), Rs5(L.), Rse(Z.). To clearly understand the obtained solutions, let
us solve the simple R;,(¢,) dispersion relation (3.399) for a few values of kjAp,

o3+ =0. (3.399)

kjAp=0.001: ¢, ==+707.1-1.13ix 106 ¢, =—1.13i;
kdp=0.01: ¢, =+4707—1.13i x 10 ¢, =—1.13i;

kAp=0.1: £, =+717—1.07ix102% ¢, =—111i
kdp=02: ¢ =+4373-373ix1072% ¢ =—1.05i;
kdp=03:  ¢,=+42.63—0.07; ¢, = —0.99i;
kAp=10: ¢ =+1.28—023i; z, = —0.67i.

The first mode is the Langmuir mode, and the second mode is a purely damped
higher-order mode. In the complete limit kydp, — O, the Langmuir mode becomes
undamped with a solution ¢, =1/ (\/z|kH|/lD), which corresponds to oscillations with
electron plasma frequency w = w),.; and the higher-order mode has a solution ¢, =
—2i/+/7. Considering the weak damping limit {, = x + iy, where x>y, at the leading
order ¢? =x* + i2xy and ¢} =x* + i3x%y, which when used in the dispersion relation
(3.399) that is separated into real and imaginary parts yields

, 4 1+ 3k{ 43, 0
X ——xy— ———Px=0;
Jr 2k Ap
2, 143k, 1 1+ka,
y
JT 2kﬁ/l2 JT kﬁ/lz
and for x>y at the leading order

1+ 3k{ 43, 1 2 ki A3,

2 _ N 3.400
* Zkﬁ/l,) YT e T R +3e) (3.400)
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which approximates the above numerical solutions reasonably well up to let us say
kydp =0.3, and from (3.395) the x, y expressions are equivalent to

o} =, (1+3kj13); o= —,/ﬁmﬁiwp . (3.401)
7 1+ 3kjp

For kjdp « 1, the Landau damping of the Langmuir mode goes to zero, however, the
damping rate is very overestimated. The approximate kinetic result found in plasma
books (see for example Gurnett & Bhattacharjee (2005), page 349) has of course the
same real frequency, however, the damping rate reads

= (1+3k0);  o=— g Ikafii/l* o 1R R (3.402)
o

Since kydp < 1, Landau (1946) writes (see his equations (16) and (17))

320 T Wpe 1222
Wy = Wy, (1 + 2le> ) w; = — g |kH |3/1?)€ 17D (3403)

For kjAp <1, i.e. approaching long wavelengths, the exponential term suppresses the
Landau damping much quicker than our result (3.401). To understand the discrepancy,
let us quickly consider how the kinetic result (3.402) was obtained. The result is
obtained by considering asymptotic expansion || >> 1 of the exact kinetic dispersion
relation (3.396), which in the weak growth-rate approximation (see (3.67) with o =1)
reads . .

I DN 2| =

1+ 5 |2 A +iy/mi.e | =0. (3.404)
Using ¢, = x + iy with x >y and kjdp < 1 yields at the leading order x* = (1 +
3kiA3)/2k; A7, which agrees with (3.400) and the damping rate is y = —JTxte ™,

which recovers (3.402). The e~ term in the damping rate comes from the last term in
(3.404), and as discussed previously, this term is neglected in the asymptotic expansion
when constructing the Padé approximants of R(¢) (it is however included in the power-
series expansion), explaining the discrepancy.

The damping rate of the Langmuir mode is plotted in figure 7 and the real
frequency in figure 8, where solutions of various fluid models are compared with
exact kinetic dispersion relation (3.396), depicted as the black solid line. Additionally,
the asymptotic kinetic solution (3.402) from plasma physics books is plotted as
the black dotted line. Figure 7 is plotted in log-log scale and figure 8 uses linear
scales. It is shown that for kjdp > 0.2, fluid models can reproduce the damping of
the Langmuir mode quite accurately, and the most accurate closure is Rs3(¢). This
closure also reproduces the real frequency of the Langmuir mode very accurately and
actually better than the asymptotic kinetic solution (3.402).

Nevertheless, as discussed above, because of the missing exponential factor in fluid
models, the Landau damping becomes very overestimated at scales k;dp <0.2, i.e. it is
the long-wavelength limit (and not the short-wavelength limit) that represents trouble.
This is because in the long-wavelength limit, the frequency of Langmuir mode does
not go to zero but approaches the electron plasma frequency w,., and so the phase
speed w,/k; (and the variable ¢,) becomes large and for k4, — 0 goes to infinity,
where the fluid closures become imprecise. Landau fluid simulations of the Langmuir
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FIGURE 7. Landau damping of the Langmuir mode. Numerical solution of the exact
kinetic dispersion relation (3.396) is the black solid line, and asymptotic kinetic solution
(3.402) is the black dotted line.
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FIGURE 8. Real frequency of the Langmuir mode.

mode should be therefore restricted to scales kydp > 0.2. At longer wavelengths, some
closures can actually become ill posed and instead of Landau damping, can produce
a small positive growth rate. For example, if one insists on numerical simulations in
the domain below kjdp < 0.2, the closures that have to be eliminated are closures
R42(8), Rs3(L), Rs4(¢), since they produce a small positive growth rate. We briefly
checked, and all other closures seems to be well behaved all the way up to kjdp =
10~*. At even longer scales, such as kyAp = 1073, two other closures become ill posed,
the Rs5(¢) and Rs6(¢), and the remaining closures Rs1(¢), R32(¢), Ra3(¢), Rs4(¢) do
not appear to have a length-scale restriction. It is useful to note that this is not only
a problem of Landau fluid closures, but at long wavelengths, it is actually the kinetic
theory itself that becomes very difficult to solve, and in the region kjdp <0.1, we were
often not able to obtain correct numerical solution when solving the exact dispersion
relation (3.396).

3.16. Selected closures for the fifth-order moment

Let us work in the 1-D geometry and continue with the hierarchy. In Part 1 of this
text, we called the nth-order moment X™. However, when linearizing, we want to use
our (1) superscript as before. Therefore, here we move the (n) index of the nth-order
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moment down, and refer to the nth moment simply as X,. The fifth-order moment
Xs=m [(v—u)’fdv is linearized according to

Xé”:m/vsf“) dv—Su(l)m/v4fodv, (3.405)

—_———

ro

and direct calculation yields (dropping species index r everywhere except on
charge ¢,)

27O

XV =_g,@ %sign(ku) (3¢ 4207 +48°R(¢) — 15¢R(0)) , (3.406)

and alternatively po/m = ngv} /2.
The most precise (power-series) static closure can be constructed with the Rs3(¢)
approximant

(104 — 3370) /7 s Bl=256)
5 isign(ky)vnr 5 vy,
2972 — 691t + 128) 2(97% — 6971t + 128)
3(160 — 517) /7
409712 — 697 + 128)
(1357° — 7507 4 1024) ,
20977 — 697 + 128) "

Rss(0): X8 = -

isign (k) vgno T

noTOu'?, (3.407)

and other static closures with the Rs4(¢) approximant

(217 — 64) @57 —136) ,

Rsa(0): X = ——————isign(k) v +
@ Xs On —28) ek g gy U
(256 — 817)
+2 O = 28)fzs1gn(k..)nov;T<1>, (3.408)

with the Rss({) approximant

. 3(15t — 64)
R cox = VT k) vnr gV, 3.409
5.5(2) 5 O — 32) isign(ky)vnr 20— 32) Vg ( )
and with the Rs¢(¢) approximant
8
Rss(0): X5 = ‘3ﬁ’slgn(ku)vmr "+ 5u3q". (3.410)

In Part 1 of this guide, we derived directly from fluid hierarchy that at the linear level

d
ar<‘> +3.x" —3v20.4" =0. (3.411)

Now, importantly, by using this equation, it is directly shown that the above static

closures with X , are equivalent to time-dependent (dynamic) closures with 7
obtained for the same R(¢) approximants, closures (3.339), (3.315), (3.320), (3.325).
The process can be viewed as a verification procedure. Indeed, it should be always

https://doi.org/10.1017/50022377819000850 Published online by Cambridge University Press


https://doi.org/10.1017/S0022377819000850

Collisionless fluid models. Part 2 85

possible to double check a dynamic closure, by calculating a static closure at the
next moment with the same Padé approximant.

The most precise (power-series) dynamic closure with Xs, is constructed with
approximant Rs 4(¢), by searching for a solution

[¢ 4 o 1X = a7V 4+ a,q" 4+ o, TV + a,u', (3.412)

and the closure in real space reads

d  3(180m — 11977 + 1984) /7 0
R : —_ — L. H| X
64(6) dr (80172 — 51247 +8192) %[
, 3(675m2 — 47287 + 8192) -
7
th2(801;# 51247 +8192) °
T 3(2857 — 896) /7 9
2(8017% — 51247 + 8192)
. 3(94572 — 8184w + 16384)

— v 7
010 Q01 — 51247 + 8192)
. nOTO9(450n — 27997 +4352) /7
th (80172 — 51247 + 8192)

a, Hu. (3.413)

The closure has precision 0(¢%), o(¢~%). It was verified that the closure is reliable,
i.e. it satisfies (3.366) once R(¢) is replaced by Rg4(¢). The closure is plotted in
figure 9 with the orange line.

3.17. Selected closures for the sixth-order moment

The sixth-order moment X; = m [(v — u)’fdv is linearized simply as X =
m [ v°f" dv, and since

- , 301
NG / dx = sign(k;) (4; + 543 + CSR({)> , (3.414)

X — X

and direct calculation yields
2
X0 = —q,@no% (154627 +4¢" +8¢°R(0)) (3.415)
0

and alternatively po/po = v? /2. Separating the deviation of this moment with tilde
(similarly to 7, see also Part 1 of this guide) is done according to

N 3 M )
X0 = x _ 15&2 <3p — 2”) , (3.416)
Lo Po no
which directly yields
2
X" = —q,@no2% (30R(2) — 30 + 612 — 9022R(0) +4¢* + 8¢°R(D)) . (3.417)

0
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FIGURE 9. Landau damping of the ion-acoustic mode, calculated with exact R(¢) — black
line; R4,(¢) — green line; Rs3(¢) - blue line; Rq4(¢) — orange line; and R; () — red line.
The solutions represent the most precise dynamic closures that can be constructed for the
third-order moment (heat flux), fourth-order moment, fifth-order moment and sixth-order
moment. It was analytically verified that all closures are ‘reliable’, i.e. equivalent to the
kinetic dispersion relation once R(¢) is replaced by the associated R, , ({) approximant.
The next most precise closure constructed for the seventh-order moment is Rg¢(¢), which
is not plotted, but we checked that the solution is basically not distinguishable (by eye)
from the exact R(¢) solution. The figure shows that it is possible to reproduce Landau
damping in the fluid framework to any desired precision.

Considering static closures, the most precise power-series closure is constructed with
Rs.4(¢) and the closure reads

3(18072 — 11977 + 1984) /%
© (801w — 51247 + 8192)
3(675m% — 47287 +8192) ,
280172 — 51247 + 8192) 0"
32857 —896) T .
T 38012 — 51247 1 8192) 0t
3(706572 — 430567 + 65536)
T 480172 — 51247 +8192) 0V
9(450m> — 27997 + 4352) /7
© (801w — 51247 + 8192)

Rs4(2): )?él) = UthHXy)

(1

noTovg HuV.  (3.418)

This verifies that the dynamic R 4(¢) closure (3.413) was calculated correctly, since
from the simple fluid approach (Part 1), the static and dynamics closures (3.418),
(3.413) must be related by

9 0 15
&x;” +a.X" + ?novg,azT“) =0. (3.419)
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The most precise (power-series) dynamic closure for )?él) can be constructed with
approximant R;s5(¢), by searching for a solution

(2 4 @ 1X = X + a7 4+ a0 + TV 4+ a,u®, (3.420)

and the closure in real space reads

d 18(15457> — 97437 + 15360) /7 ~0
R : — 0, H| X,
75(8) at (108007° — 12091572 + 4401607 — 524288) "% | e
3(524257% — 3315847 + 524288) .

= T 2(1080077 — 12091572 + 4401607 — 524288) X3
3(787572 — 504907 + 80896) /7

(108007 — 1209157% + 4401607 — 524288)
3(1620007° — 175882572 + 6263040 — 7340032)

4108007 — 12091572 + 4401607 — 524288) 0 %4
27158251 — 992607 + 155648) /T

T 2(108007° — 12091572 + 4401607 — 524288)

3(1890007° — 161221572 + 45346567 — 4194304)

To0.uV. | (3.421
3108007 — 1209150 1 4401607 — 524288)  “wrolod ™. | (3421)

08 HFD

(O]

5 1
vangd, HT"

The closure has precision 0(¢®), o(¢~7), and it was verified that the closure is reliable.
The closure is plotted in figure 9 with the red line.

3.18. Convergence of fluid and kinetic descriptions

In general, for a given X,, the most precise (power-series) closures are of course
dynamic closures, and we have seen that for the third-order moment it is R4,(¢), for
the fourth-order moment it is Rs53(¢), for the fifth-order moment it is Re 4(¢{) and for
the sixth-order moment it is R;5(¢). Therefore, it is reasonable to make a conjecture
that for an nth-order moment X,, the most precise closure will be constructed with
approximant R, ,-1(¢).

The dynamic closures above are directly related to the most precise (power-series)
static closures that can be constructed, and we have seen that for the third-order
moment it is with approximant R;;(¢), for the fourth-order moment it is R4 ,(¢), for
the fifth-order moment it is Rs3(¢) and for the sixth-order moment it is Rs 4(¢), and
therefore for an nth-order moment, it will be with approximant R, ,_,(¢). Regardless
if dynamic or static closures are used, this implies that one can reproduce the (linear)
Landau damping phenomenon in the fluid framework, to any desired precision, which
establishes convergence of fluid and kinetic descriptions.

The convergence was shown here in a 1-D (electrostatic) geometry, by considering
the long-wavelength low-frequency ion-acoustic mode. Nevertheless, the 1-D closures
have general validity, and are of course valid also for the Langmuir mode, that
we considered in §3.14. However, see the discussion about the limitations of the
Langmuir mode modelling at the end of that section, since the closures can become
unstable for kjdp < 0.2, i.e. in the long-wavelength limit. For a curious reader, the
damping and real frequencies of the Langmuir mode obtained with R;s(¢), are plotted
in figure 10.

https://doi.org/10.1017/50022377819000850 Published online by Cambridge University Press


https://doi.org/10.1017/S0022377819000850

88 P. Hunana and others

(@) )
ﬁxact 21 Exact
10’ 7 R;s
1.84
1071
® o 16
. _r
ve 1072 “pe
1.44
1074 1.21
iy | 14
10 T T T T T T T T T T T T T T T
0.2 0.4 06 08 1 2 02 03 04 05 06 07 08 09 1.0
k//lD k//)LD

FIGURE 10. Landau damping of the Langmuir mode (a), and real frequency (b),
calculated with the exact R({) — black line, and R;5({) — red line.

If one wants to pursue a proof of our conjecture, the general Landau integral with
x" can be calculated, for example by considering separate cases for ‘n’ being odd and
even. The result can be expressed as

(n=3)/2
B - (n—20-2)11 ,
n=odd: f T dx—§ R() + [ZO: a2z ¢

- (n—4)/2
%0 =¥ (n—21-3)!!
= d = sign(k n=1p }: Ao
n=even: f/m P sign(k)) | ¢ ©)+ =Ty ¢

=0

(3.422)

and it is valid for n > 3. Alternatively, one could say that the result is valid for
n > 1 and that the sums are zero when the upper index is negative. One can write
expressions for the general nth moment XV, and the moment is proportional to
{"R(Z). Therefore, considering static closures where the X" is expressed through all
the lower-order moments X'; m=1...n—1 (for even moments the deviations X
have to be considered), it is obvious that the closure has to be achieved with the
nth-order Padé approximant of R(¢). Similarly, considering dynamic closures where
the ¢XV ~ ¢"™'R(¢) is expressed through all the lower-order moments, the closure
has to be achieved with the (n+ 1)th-order Padé approximant of R(¢). To finish the
proof, one needs to show that the number of required asymptotic points corresponds
to R,,—(¢) and R, ,-1(¢), and that such a closure is ‘reliable’.

The next logical step would be to establish such analytic convergence of fluid
and kinetic descriptions in a 3-D electromagnetic geometry in the gyrotropic limit.
However, in three dimensions, for a given nth-order tensor X,, the number of its
gyrotropic moments is equal to 1+ int[rn/2] and increases with n. Therefore, it might
be much more difficult to show the convergence in three dimensions, even though
the convergence should still exist.

4. Three-dimensional geometry (electromagnetic)

Considering gyrotropic fy, let us remind ourselves of the linearized Vlasov equation
(2.12), that reads
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By af M r 1
q-Bo f __ 4 (E(“ + - XB(I)) -V, fo. 4.1)
m,c 8(}5 m, 9

3f(1)
VAL
o7 +v.Vf

We want to describe the simplest kinetic effects and we demand that ! must be
gyrotropic as well, so 9fV/d¢ = 0. This eliminates the third term on the left-hand
side of (4.1) that is responsible for complicated non-gyrotropic effects with associated
Bessel functions. However, even without this term the equation still appears to be
complicated. For gyrotropic f, the operator on the right-hand side can be shown to
be (see B, equation (B9), written in Fourier space)

1 k 1 9 ky 9
E+*UXB .vao = (Exvx+Eyvy) 1_M 7£+7”£
c i w UJ_aUJ_ a)avH

+E, [af(’ _ vkt uk (af‘) = v”af(’ﬂ .42

8v|| w 8v‘| V| 81@

Written in the cylindrical coordinate system

V] COS ¢ k| cos
v=|vy,sing |, k=|ky.siny |, 4.3)
v ki

so that

veky + vyky, =v k| cospcosy +v k, singsiny =v k; cos(¢p — ); 4.4)
v-k:kaH +UJ_kJ_ COS((}’)— w'), (45)

which yields

<E—|—1v xB) Vifo = (Eccos ¢+ E, sin ¢) [(1 —vk”> o, vik af‘)]
c w aUJ_ w BU”

+E. [aﬁ’—klcos(‘ﬁ_‘//) (vlafo—v 8f°)}. (4.6)

BU” w 8UH ”m

The Vlasov equation in Fourier space now reads

—i (0 — vyky — vk, cos(@ — ) f

z_ﬂ {(EXCOS¢+E_V sin ¢) {(1 _ v”k”> Lf() + vk %}
r w 8UL w 8v||
ik [afo_hcos(qs—w <Ul3f°_ %)]} @7)
8v|| w 8v|| 8UL

This equation is not very useful. If the equation is divided by (w — v - k) to obtain

f©, and integration over fozn d¢ is attempted, this leads to integrals that are not
well defined. On the other hand, if (4.7) is directly integrated over d¢ (each side

separately), almost all the terms disappear since foh cos(¢p — ¥)de¢ =0 etc., except

. 9
4y o

—i(w—vyky) fV = - B0,

(4.8)
and the system reduces to the simplest case of Landau damping that we have already

described in detail (even though only in a 1-D geometry). We could divide (4.8) by
(w —vjk), integrate the system in a 3-D geometry and consider Landau fluid closures,
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but this would be a bit boring right now. We want to get a few more kinetic effects out
of the system. We need a different approach and we need to obtain a better gyrotropic
limit for fO.

It turns out that to obtain the correct gyrotropic limit for £V, the third term in
the Vlasov equation (4.1) cannot just be straightforwardly neglected. The term has
to be kept there, the relatively complicated integration around the unperturbed orbit
has to be performed (see appendix C), and only then can the term be removed in
a limit. This is very similar to other mathematical techniques that were encountered
earlier, for example when calculating the Fourier transform of sign(k;), where instead
of that function, one needs to consider sign(k;)e !, and only after the calculation
is the term removed with the limit @ — 0. Without the additional term e~ that
was removed later, the calculations were not clearly defined, and a very similar
situation is encountered now. Nevertheless, it is indeed mind boggling that the
complicated integration around the unperturbed orbit has to be performed to recover
the gyrotropic limit. This is exactly why the 3-D case is so much more complicated
than the previously studied 1-D case, even though the Landau fluid closures will not
be more complicated at all, as we will see later. An alternative approach that we will
discuss only very briefly, is to use the guiding-centre variables where the gyrotropic
limit is recovered perhaps more naturally. However, we will skip a huge amount of
calculations that lead to the guiding-centre approach, so the amount of complexity is
probably similar in the end.

4.1. Gyrotropic limit for fV

We need to consider the full kinetic f with all non-gyrotropic effects, that is
obtained in appendix C, equation (C47). By using the z-component of the induction
equation dB/dt = —cV x E written in Fourier space (C71) (that is an equation of
general validity not introducing any simplifications), the general f (C47) is slightly
rewritten as

0 S O +i(m—n) (=) 1.,
o = _r Z Z e—Jm(/l,) { [n/l() (Ex cos § + E, sin 1/,)
m,

— — a)—kHvH —n.Q, r
n=—00 M=—00

+iJ;(/l,)C;:BZ] Kl _ ann) i, kv afor}

1 w 8UJ_ w 8UH

+EJ,(4,) [aﬁ’" L (af r_A ‘%")] } . (4.9)

BUH w 8vH V| avl

This £ contains all the information of linear kinetic theory, with associated Bessel
functions J,(4,), where A, =k, v, /2, and 2, =¢q,By/(m,c). Two summations through
integers ‘n’ and ‘m’ are present in (4.9), that originate from using identities (C 10),
(C11). The general (4.9) contains ‘singularities’ where w — kjv; —nS2, becomes zero,
that are called wave—particle resonances. For n =0 the resonance is called the Landau
resonance, and resonances for n % 0 are called cyclotron resonances. To get rid of
the summations and Bessel functions, we want to consider the dynamics at spatial
scales that are much larger than the particle gyroradius, which corresponds to limit
A, < 1. Additionally, we will need to consider low-frequency limit w/£2, < 1. We
find it illuminating to first separate the n =0 resonance from all the other expressions,
without performing any approximations, i.e. we want to separate

I =1 =0 + 11 lnzo. (4.10)

https://doi.org/10.1017/50022377819000850 Published online by Cambridge University Press


https://doi.org/10.1017/S0022377819000850

Collisionless fluid models. Part 2 91

Separating the n =0 case directly yields

oHm@—1)

iq, =
oo = =5 > ———J,(A)

m, = w — kH ]
m=—00

o\ B for for
X {ZJO(AV)ij_ [(w—k”v”) 8UJ_ —I—k”vla

] +EZJ0(A,)25”’} L (@.11)

Y
Note that nJ,(x)/x = (J,_1(x) 4+ J,41(x))/2, which when evaluated for n = 0 is zero
exactly, since J_;(x) +J;(x) =0 exactly. Since there is no dependence on angles ¢, ¥
inside of the big brackets, the sum can be summed (or put to its original form where
it came from)

+id, sin(¢p—1yr) B af af
(1) _ _&e _J, /l 71 _ k Or k Oor
U m, o —kjy { of r)CkJ_ (= kyw) v, - Hvlavu
for
BT X } (4.12)
8U||
Very interestingly, for one B, term, the complicated denominator w — kv cancels out,
yielding
1 sin(_ B, | 9f¢ T
Wy idsing—y) _y B (Yoo K o
fr |n_0 re { O( r)CkJ_ |:8UJ_ C()—kH'UH 81)”
iE,  Ofo,
+Jo() —E o } (4.13)
w — kv v

This is an exact kinetic expression for f!) corresponding to n =0 resonances, that is
accompanied by an expression for all the other resonances /"], (that is equivalent to
(4.9) where n #0 is added below the sum with n). Now considering the limit 4, < 1,
the Bessel functions Jo(4,) =1, J;(1,) = —2,/2, the exponential term disappears, which
yields the final fV in the gyrotropic limit that reads

f0 = _vi B [ Ofor kv dfor| g IE; af())" (4.14)
2 BO 8vl (a)—k“vH) 8vH m, (a)—k”v“) BUH
or alternatively
B. 9, B. kvi 8 q iE. 3y
fO=—2y fo _2z [ ﬁ_i iE; o (4.15)

ZB() l81)L 2B() (CL) — k”l)”) BvH m, (a) - kHU”) 8v|| '

p=const. magnetic mirror force Coulomb force

As we will see shortly in §4.2, the expression has a very nice physical interpretation,
where the first term comes from the conservation of the magnetic moment w, the
second term comes from the magnetic mirror force and the third term comes from
the Coulomb force. The same expression is obtained by directly picking up the m =0,
n=0 contributions from the general (4.9). Up to replacing B, with |B|, the expression
agrees for example with (19) of Ferriere & André (2002), and is of course equivalent
to expressions of Snyder et al. (1997) (formulated in the gyrofluid formalism). In
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those works, the expression is derived perhaps more elegantly, in the so-called guiding-
centre limit of the Vlasov equation (see Kulsrud 1983). The difference between B, and
|B| arises, because the fully kinetic f" in (4.9) is linearized completely.

Note that to obtain the gyrotropic limit (4.14), we did not have to explicitly perform
the low-frequency limit /2, <« 1. However, it is important to emphasize that by only
picking up the n=0 resonances, we have performed the low-frequency limit implicitly.
The power-series expansion of the Bessel functions for n > 0 reads (with integer n)

= (=1 /x s _ (=) xR
W0=X e 0 0=l ) e

where the second expression can be easily replaced by J_,(x) = (—1)"J,(x). The first
few terms are

Bw=1-1 W=t Ty W=t
xX) = [ _ ’ X)=— — — ’ X)= — — — ’
0 4 " 64 ! 2 16 2 8 96
x X X2 X

J_ —_ —— - cee J_ _ - — cee 4.17

1(x) 2+16+ 2(x) 2 96+ 4.17)
and the derivatives of these functions read

Bw=—S+ 54 e nw=-5 4

X)) = —— J— ceey X)=— — — cee X)=— — — ceey

0 216 ! 2 16 2 4 24

T ) LN P2t (4.18)

W=7 6 b W= T o ’ '

and the derivatives can be also calculated by using identity J (x) = (J,—1(x) —
Ju+1(x))/2. In the full equation (4.9), the term with E,, E, components contains
Jn () a1 (x) +J,41(x)), so for m=0 terms with resonances n==+1 do not disappear
in the limit A, < 1. Similar situation is for the B, components (which for n # 0 is
actually easier to reformulate to the original formulation without the B, induction
equation to recover the correct limit). Whether we like it or not, to get rid of these
terms and to obtain the gyrotropic limit (4.14), one has to do the low-frequency limit
w K §2, as well.

A few notes are in order. (i) If we now calculate the kinetic moments with f®
described by (4.14), which was obviously obtained in the low-frequency limit, and
find possible fluid closures for the heat fluxes g, ¢, or the fourth-order moments
Tyy» FyLs 7o, such a fluid model will not become necessarily restricted only to a low-
frequency regime w < §2. At the linear level, the parallel propagating ion-cyclotron
and whistler modes are completely independent of the Landau fluid closures, and these
modes remain undamped.'® For example figure 6 in Part 1 remains unchanged, and
the simplest ion-cyclotron resonance where w — §2 for high wavenumbers (neglecting
FLRs), will not be suddenly ‘removed’ by using a low-frequency Landau fluid closure.
All figures for the (strictly) parallel firehose instability remain unchanged, and the
same applies to the perpendicular fast mode.

(i) There is nothing ‘esoteric’ about ion-cyclotron resonances. Similarly to the
kinetic effect of Landau damping, the ion-cyclotron resonances just represent some

10The situation is different in nonlinear numerical simulations, where the modes are damped by nonlinear
coupling with the strongly Landau damped ion-acoustic (sound) mode, see for example Landau fluid simulations
of Hunana et al. (2011).
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integral, which indeed has some wave—particle ‘resonance’, i.e. the integral has
some singularity in the denominator. Similarly to Landau damping, in the case of
a bi-Maxwellian f; this singularity can be expressed through the plasma dispersion
function Z(¢) (similar generalizations exist for a bi-kappa distribution etc.). The
variable ¢ is only modified to include the resonances, and for n =+1 one can work
with

_(0+2) /@ _(@+2)

g _ _@-2/F_(©-2
! L Iy lvay

= , (4.19)
&) | &yl vy

-1

or for general n with ¢, = (w +n$2)/(lkj|vwm;). No new discussion on how to treat this
singularity is required. The singular point x, in the complex plane is only moved to
some other location, and all the previous discussion about the Landau integral fully
applies. We could potentially integrate over all the ion-cyclotron resonances and obtain
expressions for the heat flux or the fourth-order moments (with the same techniques
as plasma physics books do, even though they usually stop at the first-order velocity
moment, since it is enough to obtain the kinetic dispersion relation). Even though
complicated in detail, these would be just standard kinetic calculations. The difference
between the advanced fluid and kinetic descriptions is that we need to find a closure
after all of these kinetic calculations, i.e. we need to find a way to express the last
considered moment through lower-order moments, such that the closure is valid for all
the ¢ values, for example, by using the Padé approximation for R(¢). Such a closure
remains elusive for the ion-cyclotron resonances.

(iii) Advanced fluid models are not restricted to work with f in the gyrotropic
limit (4.14). In the Landau fluid models of Passot & Sulem (2007), no assumption
about the size of the gyroradius is made, and only the low-frequency condition is
used and, therefore, the fV of these fluid models contain Bessel functions J,(4,). The
integrals over dv, are slightly more difficult, and for example if a term proportional to
Jo(DJo(D)fo is encountered, the integration over dv, (Pv=v, dv, dv; d¢) is calculated

as
/ P(ax)e™ dx=Le 1L, )2), (4.20)
0
implying
~ [k, iy 1 [ ki 2
J2 ~L vy d — — —— J2 X d
/0 O(QUL)e v, dv [x ./ale] Ou/o O(Q\/Ex)e xdx
1
= —ePIy(b), (4.21)
Z(XJ_

where the new parameter b (which should not be confused with the magnetic field
unit vector b) is

2 2.2 2 (0)
ki . ki vg, N KTy 1

= = = = — 2r2.
20Q2%, 2822 m?2 2+t

(4.22)

Calculations like this lead to the functions I(b) = e ’Iy(b) and I'j(b) =e"1,(b). We
note that the limit » — 0 yields I4(b) — 1 and I7(b) — O.
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4.2. Coulomb force and mirror force (Landau damping and transit-time damping)

The gyrotropic limit (4.14) has a very meaningful physical interpretation. To clearly
understand what kind of forces are present in such a system, one needs to consider
that a particle quickly gyrates around its slower moving centre, called the ‘guiding
centre’, and express the full velocity of a particle v as being composed of the quick
gyration vg,,, and a motion of the guiding centre, that is further decomposed to its

free motion parallel to the magnetic field line v”I;, and all the possible drifts of the
guiding centre: the ExB drift ug, the grad-B drift, the curvature drift, the polarization
drift etc. The plasma physics books by Fitzpatrick and Gurnett & Bhattacharjee (2005)
have detailed introductions about single-particle motions in the presence of a Lorentz
force, where the drifts of the guiding centre are calculated. Then one should follow
the gyrofluid approach, and by performing integrals over d¢ (gyro-averaging) and by
expanding for example with respect to Larmor radius, one should get the ‘guiding-
centre limit’ of the Vlasov equation and the expression for f. One should follow
Kulsrud (1983), Snyder et al. (1997) etc. A very useful paper is also that of Ferriere
& André (2002), that explores the discrepancy between the usual CGL and the long-
wavelength low-frequency kinetic theory in great detail and that we follow here.

Without going through the lengthy derivation, it can be shown that at the leading
order (for low frequencies w/S$2 and long wavelengths kr;), it is sufficient to consider
the motion of the guiding centre with velocity

b+ ExB (4.23)
V=" Ug, Up=C——>, .
where the perpendicular equation of motion satisfies the conservation of the magnetic
moment
2 d 2 d d|B
,u:m—vi=const.; = — LA =0; &zv—ll—k (4.24)
2|B| dr \ |B| de  2|B| dt
and the parallel equation of motion satisfies
dU” ~ ~ duE
L =gE, —ub-V|B|—mb-—=, 4.25
m- - =qEy—ub-V|B| —mb -~ (4.25)

where E =b-E and d/dr=93/0t +v -V =93/dr + (v”l; +ug) - V. The first term
on the right-hand side of the above equation is the Coulomb force, responsible
for acceleration of particles along the magnetic field lines. The second term is the
magnetic mirror force, responsible for trapping of particles in the magnetic bottle.
The third term is a non-inertial force associated with the time dependence of the ExB
drift of the gyrocentre. The similarity of the Coulomb force and the magnetic mirror
force can be emphasized by using the scalar potential @ and rewriting £, = =V @,
which yields

mM=—qIA7-V(b —ub - V|B| - (4.26)

dr ——— N—— — dr
Coulomb mirror

The similarity is immediately apparent, one just needs to replace the charge of the
particle with its magnetic moment ¢ — u and replace @ — |B|. Therefore, in a
similar way to a charged particle reacting to electric field, a gyrating particle has a
magnetic moment that reacts with the gradient of the strength (absolute value) of the
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magnetic field. The damping effects associated with the Coulomb force are called
Landau damping. The damping effects associated with the mirror force are called
transit-time damping or Barnes damping (Barnes 1966). Therefore, it is often stated
that the transit-time damping is a ‘magnetic analogue’ of Landau damping. Often, the
two effects are not separated since both represent the n = 0 particle resonance and
one talks only about Landau damping. Nevertheless, it is emphasized that Landau
fluid models in a 3-D geometry contain both damping mechanisms, and these models
contain both the Coulomb force and the mirror force.!!

The equations of motion (4.24), (4.25) should be used in the gyro-averaged Vlasov
equation

dv 1 0 dU” 0

of .
b ug) - V4 |k % =0, 427
gr TP uE) VI o ) (427

and the equation should be expanded f = f, + f"). We are interested only in linear
solutions, and we can simplify. To avoid discussing compatibility conditions for f, (see
Kulsrud 1983), we can just simply claim that f; does not have any time or spatial

dependence. By further noticing that linearization of uy = ul +uy’ yields uy =cEy x

B /Bg =0 since Ey =0, we can immediately write that at the linear level

praQ
L +UH3zf(l) — _

dv, 0 dvy 9
ot

—— | fo. 428
dr dv, dr 8U|| ﬁ) ( )

Noticing that the ExB drift up is always perpendicular to the direction of B (and

also E) implies b- ug =0, and the last term in the dv;/d¢ equation (4.25) rewrites
as

< duy d o, db
—b—=——(b- - —, 4.29
dt dr (\E) M dr (429)
=0
which at the linear level disappears, since
a ~(1) ~(0)
db i, db db
wee 2w S S =0, (430)
-0 N~

The magnetic mirror force contains 0.|B| = d.,/B}+ B} + B = b - 3.B, where
linearization yields d,|B| = 0,B,. Similarly, the dv,/dt equation (4.24) contains
lin

d|B|/dt = b - dB/d¢ that linearizes as d|B|/dt = (d/dt + v;0,)B,. The linearized
equations of motion therefore read

Yiwldp  YLyp. 431)
dr T '
dvy i vy [0
i VL (9 405 )B., 432
dr 2B, (az“ ) : (4.32)

UIn the 1-D geometry where only v is considered, the gyration of particles, the magnetic mirror force
and the transit-time damping of course disappears, since these effects naturally require v; as well.
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yielding the final expression for f in real space

3 v, (0 3o q v o
m__L (2 2, | B, — ( ZE —~ 9.8, 4.33
(8 o )f 2B, <3t+ . ) “vy (m ' 28, vy’ 39

which when Fourier transformed recovers the £V in the gyrotropic limit (4.14). Instead
of fully linearized equations with B,, one can also work with |B], i.e. one can write
the leading-order equations of motion as

dvy _ ¢ v
— = —E — ==0.|B|; (4.34)
dr m 2B 0
va_ V) 0
Lt B 4.35
dr 2B, <a +v)9 )' E (4.35)

which yields analogous equations (4.33), (4.14) where B, is just replaced by |B|.

4.3. Kinetic moments for bi-Maxwellian f

Since in the Vlasov expansion the gyrotropic f; was assumed to depended only on
v, ie. fo(v?, vﬁ) and be x, ¢ independent, the fluid velocity u is removed from the
distribution function and the ‘pure’ bi-Maxwellian is

fo=no o) oy efa”vufaluj_ (4.36)
T
where - "
o) = 2T‘(O) > o = F(LO)’ (437)
or in the language of thermal speeds,
5 2T‘(O) N ) 2T(0) »
Vi =, T T Ve T T E (4.38)

We prefer the o notation instead of the thermal speed vy, since in long analytic
calculations, there is a lesser chance of an error. We work without the species index
r except for charge ¢, and mass m,. It is straightforward to calculate that

afo m,

— = —20t||l)||f() = —7U||fo; (439)
8UH T|(|0)

afo m,
E = —ZCXLULJ‘E) = Wvlﬁ). (440)

Instead of E,, we will work with the scalar potential @ as before
=-V,®; = IiE =k. (4.41)
The £ that we want to integrate reads

kvl ol 40 %00, kv

L (4.42)
ay (0 —kyvy) m (0 — k)

f(l) — OlJ_ ULfO
0
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or alternatively expressed with temperatures

B, m,
By 2T(0)

¥ kol
(0) (@— k)"

f(l)

+GD

vifo + —. (4.43)

Now we want to calculate the linear ‘kinetic’ moments over this distribution function.
The kinetic moments are

1
n(‘>:/f“)d3v; uﬁ‘)zfno /vuf(”d%; (4.44)
m,
pi’=m /vﬁf(l)d3v: P== /vif(”d3v: (4.45)

q‘(‘l) — /v3f(1) RELY 3p|(0)u‘(‘1)’ (1) o / vHva(l) dv p(O)u‘(‘l), (4.46)

i =m / o A= / vl A= / vV du. (447)

We have so far avoided integration in the cylindrical coordinate system, and all the
previous integrals were done in the Cartesian coordinate system. In the cylindrical

system, d*v=uv, dv, dv; d¢ and the integral with respect to v, is from 0 to oco. The

Gaussian integrals are
* 1 / o 2 1
/ e—(LXZ dx= _ E’ / xe—ax' dx: -,
0 2 a 0 261
*© 1 o 1
/ e ™ dx = 10 / E; / B dx = —;
0 a 2a?
/ xrem @ dx——\/ / xe“xdx——
0 8a2
* 6 —ax? —ax? 3
x’e dx= x'e dx=—
0 16(13

Therefore, integrating over dv, d¢ is straightforward and

/foULdULd¢:2TE/ f()UJ_d'UJ_
0

= 2mngy | L e 2 / vie " dvy =gy | L, (4.48)
B1 T Jo B1

=1/Qay)

and similarly

/ 2
/fQUj_dUJ_ d(ﬁ:}’lo a‘ —e a”UH /fovldvj_d¢—no\/076 "‘Hvﬁj;
T T ol
6
/ fov] dvy dg =ngy | et 2 (4.49)
T O{‘l
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and these are all of integrals over dv, that are needed right now. The basic integrals
(without singularity) calculate as

/f0d3v=no§ /vufod3v:O;

1
2 3
/vﬁ)d 'U—n()zf.[H

3
/ vifo dv =0; / vifo d'v =no . (4.50)
]
and each integral yields further 3 cases from (4.49) just by multiplying, so
1 2 6
2, 33 . 4p g3 . 67 13, _ .
/‘ULﬁ)dU=n0aL, /vLﬁ)dv_noai’ /ULﬁ)dU—noai,
1 1 1 2
2.2, 13 2 4 13
d’v = _ dv=ny— —
/U” ViJod'v= nOZO[H o /U UV Jod'v= I’loza”
1 6
2.6 ¢ 13 .
/v”vaod v_nOZaH ou’
31 3 2
/vﬁviﬁJd%:nowal? /vllvifod V= mai
3 6
vivsf dPv=n— — “4.51)
/ =4 4aﬁ ol

By using Landau integrals (2.54)—(2.58), the following integrals can be calculated

kfo s . /kvzfo s My _
/a)—kv d v= nOR(g)’ Cl)—k”U“ d v= MSIgn(k||)§R(§)a

/ kyvifo fo

w — kv

/ kyvifo Fo
w — kv

kyv?
/ I ||f0 d3v _
w — kv

R < + ;ZR(;))

o

- 3/281gn(kH) (2§ +§3R(§)) 5
o

e (i sy r:“R(;))

> (4.52)

and each of these integrals yields further 3 cases from (4.49) just by multiplying, so

that
kyvyv2 1 kyoyvt 2
[ = —nr) [ D o= )
 — kv oy w —kjvy o1
kyvgvs8 6
/ Koivifo g, — por(e) > (4.53)
w =k @1
kyviv? 1
/ kivifo d*v = —"Lsign(k)¢R() —;
o — kv NG oL

/kvzvifo fy—
o —kjyj

— Y e CR()
\/OTII g Il an_’
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k 2,,6
[ SR g gt R0 (454)
vai *L

o —kjvy

kyviv? 1 1
/ o 5, Mo ( +;2R(c>> .
(,l)—k”l)” a” 2 o

k”vﬁvifo 3 no (1 2 ) 2
Fo=_"0 R
/w—kuvu 0 o RO

—5
L
k 3,,6 1 6
/w“lizii dSUZ_ZT(l)l ( +§2R(§)> pEE (4.55)
J_
kllvﬁvifo 3 ny . ( ; >
oo, Sv="—5gsign(k +ORQ) ) —
/a)—k”v” v aﬁ/zslgn( D8 +HERQ) )
kjolfo 5 ny 1 3 5
/a) —k”v” d’v= —WSIgn(k”) <2§ +¢ R({)) E’
kojolfo 5 ny 1 3 6
/ w —k”v” d’v= —WSIgn(k”) <2§ ‘l‘; R({)) E’ (456)

kpjvifo 5 ny ( C2 ip )
T gy = +
/a)—k”v” v a” 4 2 { (;) L
kivivifo 5 g IS
/w—k”l)”dv_ O{ﬁ (4 2 +§R(§))
{2

5

L

kpjvifo no ( 6
FPv=—— + §4R(§)> — (4.57)

/ w — k”U” Olﬁ 4 2 i

Now it is easy to calculate the kinetic moments.

Density
The density calculates as

B, kjvyv kyv

a0 = B, [/vfd* +7 ””lfd3:| s, Vg gy
By - 0 (w k||'UH) m, H (a)—kHU”) 0
B;

= Bou[ +f”( no)R(C)} +<Pf20tu( no)R(¢),
0 o) o) o)

so that the ratio

nt ol

_ B o
—=— {1 - R(C)] @ —20R(¢),
0 m,

o
and the final result reads

n® B, T
—=_—11- WR(C)

no B() I

(4.58)

©
T,
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Farallel velocity
The parallel velocity calculates as

P. Hunana and others

B o kyvzv?
) z 3 I IV 3
= = Py 2L
n()l/l” BO o / Y UJ_f() v + ((,() k”vH)
=0
qr kvt 3
+ ooy / — L a3
m, I (a) — kHUH) 0
5 T k)ER(E) — L2 (kZR()
= ————51 n — — L Sl n
Bo\/_ gnik m ”f gnik

. B,
= —ﬁmgn(k”);R({) Lfo

o r
7“ =+ ¢q2a] s
o) m,

so that
| ZTﬁO) (0) q
u‘(‘ ) = sign(k;)¢R(Z) (0) + &= T(O) .
I I
Parallel pressure
The parallel pressure calculates as
B / kHU U
(€)) z 2 3 =L 3
p = m—a vvfdv+— ——fod'v
H Bo ll e (@ —kjv)
qr kyvj 3
+m,® —2«a ——fodv
m, I (CL) — k”l)“) 0
BZ no o) no 1 2 1
= m— Sl ALY R —
m BOOlJ_ [20”()”_ o a ) +¢ (é’) a,

so that
)
Py
ny
and
)
by
RO)
4l

- mr@&za”@ (; + §2R(C)> )

m, a”

B. 1

B {1 - % (1 +2§2R<c>)] —®q, (1+20°R@Q))
_ B 1_im(1+2;21e(;)) oI (14 202R(0))
B By TﬁO) T\TO)

B 12k |2 BIU ot

B~ (RO g
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Farallel temperature
The parallel temperature calculates (linearizing p; = T)n) as

1 1
T‘( ) pl(l ) n®

—_— (4.62)
T‘(O) 0 no
that yields
T = B TD (agra) — @) — 0 0 (14 20R @) — RG))
0 (0) (0)
T BT Tn
T(O) q
2 r
= — (I+20°R@) = R@)) | & ot @T‘(O) . (4.63)
Perpendicular pressure
The perpendicular pressure calculates as
w _ m B / P L LAt
= ——= vifod’v+ ————fod’v
- 2 Boal [ o (@~ knvu)f
r r k
+ﬁ¢i2a“ vl L RACN
2 m, (Cl) k”U”)
my B, 2 2 m, _q, 1
= ay |no— 7(_n0)R(§)T + D —20(—ng)R(§)—,
2 By T ay ol 2 m, o
so that 0
p B, 1 o o
== {1 - ”R(;)] Pq,—R(), (4.64)
1y "By ay a o
further yielding
(D (0)
P1 B; Ty
=—2 (1= —=%xR() (4.65)
R
Perpendicular temperature
The perpendicular temperature calculates (linearizing p, =T, n) as
T(l) ()] (1)
e (4.66)
" p: Mo
that yields
T’ _B. | T
= 1——==R()]| . (4.67)
T(O) By Tﬁo) ¢

We might be tired of calculations at this stage, but this result nicely shows that (at the
linear level and at the long scales and low frequencies considered here) the Landau
damping (~E,) does not influence the perpendicular temperature, however, the transit-
time damping still does.
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Farallel heat flux
The parallel heat flux calculates as

B kyviv?
(1 z 3.2, 13 I~ 3
q, = m—« /vvfdv+ ———fod’v

I BO + oL 0 (C() k”UH)

=0
: kvt
+mr¢q—2au S fod*v —3pﬁo)u|(|')
m, (a)—kHv”)

—— ) (5 +5R©)) -
= rBO g/zSIgn II ¢ ¢ "

—m® 20, 3/281gn(k)< +;*R<;)) ff”uﬁ”

" &

= O Sign(k Ry ) [ B 1 0 D] — 3puld
G gn(ky) +§ ©) |z T o | = 3pi
L 001 m,
so that
4 1 3 X0 M
= ———sign(ky)) (¢ +2¢°R(¢) —|—¢—2oz —3u
P|(|0) NG gn(ky) (¢ +2¢°R(©)) Boay m - I
1 qr
= —— k 20°R(¢) — 3R —— 4+ P2 4.68
fSIgﬂ( D (¢ +20°R(@) —3LR(2)) [Boou + m 0‘] (4.68)
or alternatively
o [P 0
g =— TnOT‘ 'sign(ky) (¢ +2¢°R(E) — 3CR(0)) B T(O)JrcbW . (4.69)
" I I
Perpendicular heat flux
The perpendicular heat flux calculates as
M _ m, B / RN kyvjvl e
91 > B vvify vt @—kv) k”v”)f v
=0
kjvjvi 0 a
—|— @—2 /fdv—p()u()
g —signkER()
= o)y ——sign
ZBO“Ofg NER(E oZ
1
- 7€DEzauﬂo?“gn(ku)éﬂ(()* —P(O) P

- —ﬁ—mgn(k”)m(o— B—mez o] — pOuh,
NG By « m, I

so that
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@ _ 1y n(k)ER@) | 2220 4 g 9 og |~y
pf) = Ja gnik Bo o, m, I
1
= ——sign(k))¢R( )77 (4.70)
N gn(k)ER(E o«
or alternatively
2TO O
g === =pt Tfo)slgn(kwm(o—. 4.71)

" I

The perpendicular heat flux ¢\" (similarly to the perpendicular temperature T"),
is also not directly influenced by the Landau damping (~E,), even though it is
influenced by the transit-time damping (~B,).

Fourth-order moment ry
The fourth-order moment ry; calculates as

B / o kyviv?

(1) z 4,2 ¢ 13 [ 1~ L 3
= m—ao v v fod’v+ ——fodv
I By [ 17470 ar ) (kv

k”U

qr 3
+m, @ —2«a ——fodv
m; | (CL) k”U”)
B, 3 ay (—no) é’z 4
= r + + R
m BoOll [n04aﬁog o a” 2 CRO o)
, n
im0 L 1) ( — +c4R<;>>
m, cx” 4
B, 3 3 qr
= Mm,—ny—s — m, —— + D20, (472
mBon04ozﬁ mno<4+ + 'R ) " [ 00&4— p otn} 4.72)
so that
(0) 7+(0) 0)
e _pP T B, 4 B. T, 4qr
= 3—— (342 4¢°R D — 4.73
= { B, — (34207 +4¢°R(©)) {B T\TO)+ 7O (4.73)
Fourth-order moment deviation 7,
The fourth-order = moment ‘deviation’ 7’%) calculates as  (linearizing

ryy = (3/m,)p Ty + 7y, with definitions r{} = (3/m,)p|"T,” and 7} = 0)

(1 M =
n_pp O 474)
(0) 0) (0) 0)° .
reope Ty
or equivalently
~() 3 (0> (0) <P|(|l) T|(|1)
Al =iy — T, ot-o | (4.75)
m," pp T
which yields
o o,
Al = =P (262 H AR +3RE@) =3 120R©) | G + Do | - (470)
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Fourth-order moment ry
The fourth-order moment r; calculates as

4
 _ M B: 24, B3 kyvjvi 3
- R Ry LA
N [/ ivifo v+ (0 — kuvu)f Y
qr kuvﬁ% 3
+ M drog, [ AU ey
2 m, i (a) - k”U”) 0

e [ B2 (SR
= ——u |—5 — —n
2 B() + Ol”()li o OOlH

(3o >
— —@—Za —+¢°R()
O‘u

2 m,
m, B. no B.ay 1 g,
_ _ : )
2 BQ oo < +§ (§)> oo |:B() o + 2 m, «

so that

r

(0) -(0)
0 py TL B, )
= 2+ 4¢°R
L . { B, ( +4¢ (C))

B.T” 1 g
By T <0) + 2¢ T(O)

Fourth-order moment deviation 7,

”} ., (477

(4.78)

The fourth-order moment ‘deviation’ ;4”1 calculates as (for example linearizing ry; =
(1/m)p T, +7. with definitions r{} = (1/m,)p|"T\” and 7" = 0)

1 1 1
w1
+O ©) [ORUENON
nL Py Ty s
or equivalently
)] Y]
=y Lopo (A T
I I m, p|(|0) TiO)
and the result is
)y
Z
Tl === 2 (14 20R() = R©))
r 0

Fourth-order moment r |
The fourth-order moment r; | calculates as

m _ mB; 6, 3, A kyjvjv$ 3
= —— d ———fd
an 4 BOOM_ [/ vifod'v+ (@ — k“vH)f U}
kllvllvj_ 3
+ @—2 / ———fyd’v
4 m, (a) k”UH)
m, B, 6 o noR( ) m,d)q,2 R(@)
= —— n - — — — P 2un
4 By *L Oozi o R (¢ 4  m, 1moR(

and the result is

(1) — 2 f)TiO) 3% 1— ﬁR({) _® qr
ry,= m, BO Tl(l()) Tl(lo)
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Fourth-order moment deviation 7 |

The fourth-order moment deviation 7"111 calculates as (for example linearizing

ri=@2/m)p.T, +7,, with definitions r*) = 2/m,)p T and 7, = 0)

(1) (1) (1) "41)
ri, pi T,

G RS S (4.84)
Y GO
or equivalently
2p(0) (0) p(l) T(l)
~() (D L
A 4.85
11 11— m, pj?) + =% T(()) ( )
which yields
7 =o0. (4.86)

.. . . . 1
This is excellent news, since we will not have to consider closures for Arﬂi

4.4. Landau fluid closures in three dimensions

Let us separate the kinetic moments into two groups. The first group

¥ \/ngn(k JER() | 2 L (4.87)
= I B. 7O o |’ :
" Bo T, Iy
7" B. T
Il i qr | .
70 = —(1 +2§2R(§)—R(§))[ T‘§0)+<1>T(O) (4.88)
2T(0) B T(O) §
o = B (¢ 2606 36k |75 0 0
I I
(4.89)
(0) ~(0) ©)
At B, T, qr
# = 2P (202 4 4 R(0) +3R(@Q) — 3 — 120°R(2)) [BT(O)+ T“’)]
r | i
(4.90)
And the second group
L -k & @91)
T(O) - (0) ¢ Bo’ .
2T(0) (0)
g\ = ' PT) m)Slgn(ku)ZR(c) (4.92)
m, T,
(0) ~(0)
= +252R<;>—R(¢>) 4.93)
||J_ - m .

r

One immediately notices that the moments in the first group, are extremely similar
to the moments we obtained in the simplified case of a 1-D geometry, where we
neglected the transit-time damping, i.e. in the system (3.20)—(3.26). In fact, the system
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is completely the same, if the variable (BZ/BO)(T(LO) / Tﬁo) )+ @(q,/Tlio) ) is replaced by
D(q,/ Tﬁo)). Therefore, there is nothing more we can do here, and all the discussion
and closures from the 1-D geometry, apply here in the 3-D geometry to closures for
ql(ll) and Ar{Hh) without any changes. So for example,

2 .
R (0): g = —ﬁnovth”zslgn(ku)nf”; (4.94)
2w . (32 — 97)
R4*3(§) : A’:ﬁh) = _mvthlllmgn(kll)q\(\l) + mvi“noTﬁl), (495)

and similarly for all the other closures that we considered in the 1-D geometry.

4.4.1. Closures for q, and 1,

For the second group, we do not have many choices and the calculations are simpler.
In comparison to the first group, the expressions for qﬂ) and Arw contain only powers
¢ and ¢%. On one hand, this is good news since the analytic calculations are simpler
and we will explore all possible cases of closure very quickly. On the other hand,
this means that we will be able to use only relatively low-order Padé approximants
to R(¢), implying that the closures will be less accurate.

To easily spot closures, it is perhaps beneficial to use

2T(0) (0) _ B
Il .

Vi = m ; ap = ﬁ, BZ = B—;, (496)

and the moments read

" =

70 = B [1—a,R©O)]; (4.97)

1
¢ = —vapPa,sign(k)B. [ER(E)]; (4.98)

a, ~

Al = —vfh”pi”fBz [1+28R(0) — R(©)] - (4.99)

Before proceeding with Padé approximants, it is very beneficial to briefly consider the
limit ¢ <« 1, where R(¢) — 1. And a problem is immediately apparent. The quantities

qil) and ?ﬁ are small and converge to zero, however, this is in general not true for the

perpendicular temperature 7", where the result depends on the temperature anisotropy
ratio a,. With anisotropic mean temperatures (a, # 1), the quantity T'" will remain
finite and will not converge to zero due to coupling with magnetic field perturbations
B., essentially because of conservation of the magnetic moment. The quantity TV, at
least as it is written now, is therefore not suitable for the construction of closures.
Or in another words, the technique with Padé approximants of R(¢) will not work,
since the technique is based on matching the expressions for all ¢ values. To consider
closures, we have to separate this finite contribution, so that the Padé technique can
be used, i.e. by writing

("

0 =B, [1-a,+a,—a,R¢)] =B.(1-a,)+B.a,[1 —R)],  (4.100)
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and by moving the finite contribution to the left-hand side

(l)

T“” +B.(a,—1) = B.a, [1 —R()]. (4.101)

=T
Therefore, instead of looking for closures with T(l), we have to look for closures with
a quantity that is proportional to the left-hand side of this equation, that we call 7
(T written with the ‘mathcal’ command in latex), and for clarity written with the full

notation
T(l) T(O) B. B T(O)
Ti=—+ =2 —1] = T.=——[1-R()]I, (4.102)
= (5 ) el

where on the left is the definition of the new quantity, and on the right is the kinetic
moment that this new quantity satisfies. Only now we are ready to use the Padé
approximants of R(¢) and construct closures.

4.4.2. One-pole closure
By using approximant R;(¢), the moments calculate as

R(@): D= (1-iJng); (4.103)
~ 1
T, = a[,Bzﬁ [—ivme]; (4.104)
~ 1
g1 = —vwp!a,sign(kB. [¢1; (4.105)
Al = vthupf)a”Bf [2¢2 —iv/me] (4.106)

and the heat flux q(l) can be directly expressed through 7, according to

©0)

R©): ¢V = —%vthuisign(k”)ﬁ, (4.107)

and using full notation and transforming to real space

(T ) E (4.108)
sl "

Up to the replacement of B, with |B|, the closure is equivalent, for example, to (40)
of Snyder et al. (1997) (their thermal speeds do not contain the factors of 2). The
closure is similar to the corresponding closure for the parallel heat flux (4.94), and for
isotropic temperatures the term ~ B, disappears. The closure is therefore very useful
for understanding the collisionless heat flux, however, the closure is not very accurate
and for ¢ > 1, the heat flux (4.105) does not disappear and instead, converges to an

1 PT)
Ri(©): ¢V =—"=vmH

J
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asymptotic value. Alternatively, since later on, the normalization is always done with
respect to parallel quantities

(e)) (D
q, Uth| TL BZ
Ri(): —==-— H +a —-1) =1, (4.109)
1 p‘(‘O) ﬁ T‘TO) 14 ( ) B()]

and when the temperature Til) is expressed through the pressure and density, it is
useful to note the difference between

Til) (1) n®

i _ P

AT
0 _pl A
= =" —a,—. (4.110)
" p T

4.4.3. Two-pole closures
Continuing with the R, ((¢) approximant, the moments calculate as

Ryo(0): D= (1—ivmt—207%); @.111)
-1

T = a,,BzB [—20% —iv/me] s (4.112)

q" = —vmupi’)apsign(k‘)EZi [ 4.113)

7jllli) = vth||p$)) ZPB =~ [_l\/_ﬂ (4.114)

The 7& can be expressed through ¢\" and the closure reads

T[ . .
Ro0(8) ﬁz = _{Uth|151gn(k||)q$), (4.115)
or in real space
B’
Ryp(@): 7= —{v[thﬂ). (4.116)

The closure with Ry 0(¢) is naturally more precise that the closure with R;(¢), and
both q(j) and 7 r‘ L at least converge to zero for ¢ > 1. The closure is equivalent to (35)
of Snyder et al. (1997).

There are 3 another closures that can be constructed with R;((¢), all of them time

dependent. The first one is obtained by searching for (¢ + aq)qf) = a77T., and the
solution is

©
Ry0(¢): €+ } g = %UmuSign(kn)ﬂ;

©)
|:—la)+{ [h|k|:| = —%Ufhuik“ﬁ, (4117)
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and in real space

©)
pPL

2

d T
Ry0(0): [dt - {Mhu 3{H] g =- tzhHa

Til)+ s 1) 2 (4.118)
0\ ) B

Alternatively, considering future normalization with parallel quantities

d = q\ Vin T\ B.
Ry0(8): [dt— 2vth”a7{] pﬁo)_ - o Tﬁ°>+a”( 1)B0 . (4119)

The closures (4.118) and (4.116) are related. In the companion paper (Part 1), we
derived a ‘fluid’ nonlinear equation for the perpendicular heat flux dq, /d¢. Linearizing
this equation yields

dq PR ) L B,
o)+ S 0T + ol (o D g =0, (4.120)

lin

where since at the linear level 0, b =0, the quantity V - b (1/By) (9B, + 9,By) =
—(1/By)d.B,. Now, plugging the quasi-static closure (4.116) into the hnearlzed heat
flux equation (4.120), immediately recovers the time-dependent closure (4.118). As
discussed before, the difference between B, and |B| again arises only from how

‘deeply’ the linearization is done. For example, exact calculation of V b yields

. B 1 1 b
V.b=V-<)=V-B+B-V(>=—-V|B|, 4.121)
|B| IBIj( |B| |B|

and instead of linearizing completely, it is possible to stop the linearization at the level
V.-b% _(1/By)d. B

Another closure can be constructed by searching for (¢ + a,)rﬁf =77, and the
solution is

i/ _iym
Ryo(0): [§+2 il = n NI 0w T (4.122)
. T ] T
[—za)Jr 7Uth|||k||| il = ) Pf)vfhulkulﬂ;
d b T(l) T(O) B
|: - ﬁvm” azH I’ﬁlﬁ = \/_ (0) t3hH8 H ?0) % -1 = s
dr 2 4 P T T, By

(4.123)

and yet another related one by searching for ;rﬁf _aqq ' 4+ a7 71, with solution

11 . f
Roo(0): ¢ril = —vwsign(kgl — = =pP'vj, T (4.124)
f
lwrﬁlﬁ = +4U1hulkllq(l) PT)v3h|||k|||71;
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d o m VAT T(l) TV B,

—rnL = hHBq plvmla?—[ — — 1] =.

dr 4 ‘ 4 ¢ T(O) 7 B,
(4.125)

The last closure (4.125) can also be directly obtained from (4.123) by using the
quasi-static closure (4.116) and HH = —1. Both closures (4.125), (4.123) are not

very interesting, since the quasi-static closure (4.116) for r‘(‘lﬁ and the time-dependent

closure (4.118) for the heat flux qS) are of the same precision and much simpler to
implement. Importantly, after checking the dispersion relations, closure (4.125) has to
be disregarded since it can produce positive growth rate.

For completeness, there is also 1 time-dependent closure with R,; approximant
{q(j) =77, that is not considered and is disregarded, since that approximant is not
well behaved.

4.4.4. Three-pole closures

As in the 1-D case, we can suppress writing the proportionality constants (including
the minus signs) and concentrate only on expressions inside of the big brackets.
Continuing with the R3;(¢{) approximant

Ry (¢): D = <1 — :/H_g —2§2+2i(4_\/;)§3) : (4.126)
T~ [2 (4\/;) i g} .127)
g ~ 11)[ (4f); +c} (4.128)
7l o~ zl) [—ivme]. (4.129)

No quasi-static closures are possible. A time-dependent closure can be constructed by

searching for (¢ +a,)7ﬁf _aqqﬁ), and the solution reads

iyn T
Rs,1(8): [é”r - Al = vmumﬂgn(ku)q(f)?
LT T
[—lw+4_nvmu|k| Al = _vt2h||mlk\\q(il)v (4.130)
and in real space
. d VT ) 2 T M
R31(¢): th - HvlhazH:| nL= _v[humazqi . (4.131)
Continuing with the R;,(¢) approximant
3
Rix(¢): D = (1 - Qiﬁc —2;2+iﬁ;3) ; (4.132)
1
T~ 5 livme® —20° —ivne] s (4.133)
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1 i
(OO N 2 .
9~ 5 { SV +r;], (4.134)

1
7o~ L [—iﬁi] , (4.135)

Searching for (¢ + « )?ﬂ = aqq(j), yields a closure

21
R35(¢): [5 + \/—] ﬁf = vgysign(k)q;

2 .
|:—lCl) + fvth\\ |k|| |:| rHJ— = —UﬁlHlk“qi_l), (4136)
and in real space
R35(8): 4_2 v O H | 7 = =02, 8.4, (4.137)
| TV

Closures (4.131), (4.137) are equivalent to the closures of Passot & Sulem (2007),
after one prescribes the gyrotropic limit in that paper (and replaces the wrong
coefficient in the R;(¢) closure introduced by Hedrick & Leboeuf (1992)).

Finally, it is indeed possible to construct an o(¢?) closure for the perpendicular
quantities considered, by using the R;((¢) approximant. The moments calculate as

Ryo(¢): D = (1—1'4{5 ¢ — 34TE_ ) (4.138)
T, ~ % 2zfn_3;3— 3;_ {2—iﬁ§]; (4.139)
-
g’ ~ % —iﬁ ] ; (4.140)
1 [16—5
Al o~ 5 n: —zfc] (4.141)

and by searching for (¢ +« )?ﬁlj = aqq(f) + arT, yields a closure

R30(¢): [é"i‘ N (TE—3) "L = Uth\\mSign(kll)q(ﬁ)
+p? i4\;5(1(j61__5;;)71;
[—iaﬂr mvmnlkﬂ AL = —vg, 2(4 )lknq(l)
+p0v, 433( >™) I TL (4.142)
and the full expression in real space reads (Hunana et al. 2018)
R30(¢): [;lt - 2(\/;-5(]_[)3)1%}1"8 H] ”||L —Viy 2?T[__Tc3) 3.4""

0,0 _(16=57)

Ut 4\/_( azH

0 (10 \ B
Lo ) 2L 4.143)
0 " \10 ") B
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or again considering normalization with respect to parallel quantities

R30(¢): [

d
dt

(16—

g (= 3)

(3m—38) vh”a”;’-[] 7’& _
! O
27 (n—3) P!
5m T
) —— 0, H (0) +a, (a, —

, 4-—m
Ui 3)
B,

Bo |

1

q1
2 0)
p()

(4.144)

The R;(¢) has precision o(¢?), o(1/¢2).

4.5. Table of moments (T\, q.,7,.) for various Padé approximants

The following summarizing table for quantities 7, (T (1)) qf),?ﬁ is created to clearly

see the possibilities of a closure. All the proportionality constants (including the
minus signs) and including the common denominator of R({), are suppressed here.
The approximants R, 1, Ry 5, Re9, Rg 13 are marked with an asterisk ‘*’, because these
do not account for the Landau residue and are not well behaved. These approximants
are provided only for completeness and should be disregarded.

One-pole and two-pole approximants

R, Ry | R;,
7L ¢ YRS
qv | ¢ ¢
ALl ¢ o
Three-pole approximants
Rs0 R3 R32
T80 8¢
qv | ¢ s 2t
Aloehe 9 ¢
Four-pole approximants
Ry Ry Ryp Ry3 Ri. R}
T, ;4...{ ;4...4— ;4...§ §4...§ §4...§ 4-4,@-2
q“) S EERY NS FRRU Ol IV S PN I = PR o I P N S ¢
[N I SRREE Tl I S S IO ek O B e S IO S S I
Five-pole and six-pole approx1mants
Rs) Rs Rs Rs0 Re Rss R{,
T §5...§ ;5...; §5...§ ;6...; 46...4- ;6...; 46754,52
g | ¢tg | g SEREY 4N | INSRERY O I SRV SRRRY Sl I S SN
ALt g SRS RS ¢t gt ¢4, ¢
Seven-pole and eight- pole approx1mants
R7,0 R7,1 Tt R7,10 RS,O RS,I R8.12 R§]3
T ;7...{ ;7...§ ;7...{ ;8...; ;8..; {3.,{ §8’§67;4,§2
AR I SEERY S I SRRy SETRY S IF SRRV 4 I SRR ST S I A S SIS
}*HT [ I I o Y O I LS SRRy 8, ¢4, 2
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By observing the table, there are altogether 2 possible quasi-static closures,
R;: Q$> =o77T1;
Rog: 7! =a,q), (4.145)
and 6 time-dependent closures,

Ryp: (& +aq)q$) =oarT; (¢ +Olr)7”w =arTL; W;
Rio: (¢ +a)r] = auq) +orTi
Ryt G +a)r) = a4
Riz: (C+a)r) = aqt. (4.146)

We briefly checked the

dispersion relations that these closures yield for parallel

propagation (proton species only, electrons cold), where the q(ll) and Arﬁ closures
produce only higher-order modes. This eliminated one R, closure that produced
a growing mode. The R; closure yields ¢ = —i/+/m; the remaining R,, closures
yield ¢ = +4/8 — /4 — i\/m/4 (result reported also in the Appendix of Hunana
et al. (2011)), the Rs closure yields ¢ ==+0.92 — 0.91i; ¢ = —1.02i; the R;, closure
yields ¢ = +£0.96 — 0.64i; ¢ = —0.78i; and the R;, closure yields ¢ = +1.04 — 0.33;;

¢ =—0.47i.

5. Conclusions

We offer a brief summary of the major results discussed throughout the text.

e The kinetic Vlasov equation implicitly contains

‘singularities’ in velocity

space, referred to as wave—particle resonances. These resonances occur because
particles of a given species travelling along magnetic field lines with a velocity
component v, interact with plasma waves propagating in that system with a
parallel phase speed (w + n$2)/k;, where £2 is the cyclotron frequency for that
given species and n =0, £1, &2 ... is an integer. Wave—particle resonances can
be separated into Landau resonances (n=0) and cyclotron resonances (n # 0).

The presence of wave—particle resonances in the Vlasov equation is revealed
by considering perturbations f’ = f — f; around an equilibrium distribution
function fj, and by obtaining an explicit expression for f) that satisfies the
Vlasov equation. For example, in a simplified 1-D electrostatic geometry (which
can be viewed as electrostatic propagation along B,), the perturbations read
fO = —(igkE,/m)(3fo/dv)/(w — vjk), and contain Landau resonances.

Obtaining fV in a general 3-D electromagnetic geometry requires quite a
complicated procedure of integration along an unperturbed orbit (zero-order
trajectory, from time ¢ = —oo to ¢ = ), see (2.15). The procedure can be
considered as a core of any plasma book and here it is summarized in
appendix C. General f" perturbations around a gyrotropic f; are given by (C47).
Prescribing a bi-Maxwellian f; yields (C 53), and prescribing a bi-kappa f; yields
(C57). Obviously, perturbations f" ~ 1/(w — vjk; —n$2), and contain Landau
resonances and cyclotron resonances.

https://doi.org/10.1017/50022377819000850 Published online by Cambridge University Press


https://doi.org/10.1017/S0022377819000850

114 P. Hunana and others

e After an f is obtained, integration over velocity space can be performed,
eventually yielding an infinite hierarchy of ‘kinetic’ moments. Combining
Maxwell’s equations V x B = (4n/c)j + (1/c)0E/dt and V x E=—(1/c)0B/ot
yields the following wave equation

w? [(4mi .
kx (kexB)+ 2 (4 E) =o. (5.1)
c w

Therefore, to obtain the full dispersion relation of kinetic theory, it is sufficient
to stop the hierarchy at the first-order (velocity) moment, which determines the
current j = ) g,nu, = o - E. Calculations of pressure or higher-order kinetic
moments are not necessary and are thus typically omitted (provided that the full
non-gyrotropic fV is considered, so that the perpendicular velocity moments u
are non-zero). In addition to the conductivity tensor ¢, one can also use the
susceptibility tensor y = (4mni/w)o, and the dielectric tensor € = x + I (the [ is
a unit matrix and here it represents contributions of the displacement current).
The definitions of xy and € are naturally motivated by the wave equation (5.1).

e In Landau fluid models, the kinetic hierarchy has to be calculated at least
up to the third-order (heat flux) moment, or preferably, the fourth-order
moment r (or beyond). Importantly, a closure has to be found where the last
retained moment is expressed through lower-order moments. Subsequently,
a simplification of f is necessary, and in general one needs to impose
a low-frequency limit w/§2 <« 1, which eliminates the n # 0 cyclotron
resonances. The exception is the 1-D electrostatic geometry, where the
low-frequency restriction is not required, and closures for arbitrary frequencies
(and wavelengths) can be obtained.

e In the 3-D electromagnetic geometry, we restricted our attention to perturbations
f@ in the gyrotropic limit, see (4.14). In this geometry, in addition to the
low-frequency limit, one also assumes that the gyroradius is small, which
corresponds to the limit k,v, /2 « 1 (the gyroradius is defined as vy, /$2,
but here the limit is applied directly on f before integration over velocity
space). It is rather mind boggling that to obtain the correct fV in the laboratory
reference frame, one needs to first calculate the complicated integration around
the unperturbed orbit, and only then prescribe the gyrotropic limit.

e Alternatively, the f in the gyrotropic limit can be derived by using the
guiding-centre reference frame, and by imposing the conservation of the
magnetic moment in the Vlasov equation from the beginning. Then, it is
possible to show that various terms in " correspond to the conservation of
magnetic moment, electrostatic Coulomb force (which yields Landau damping),
and magnetic mirror force (which yields transit-time damping, also called Barnes
damping), see (4.15) and §4.2.

e We considered Landau fluid closures only for a bi-Maxwellian f; (which in the
1-D geometry simplifies to a Maxwellian f;), even though one should be able to
construct closures for a different f, with a similar technique.

e In the 1-D electrostatic geometry, the kinetic hierarchy calculated up to the
fourth-order moment is given by (3.20)-(3.26). All the moments contain the
plasma response function R(¢) =1+ ¢Z(¢), where Z(¢) is the plasma dispersion
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function defined by (2.35), and the variable ¢ = w/(|kj|vn;). Importantly, the ¢
variable is here defined with |k| = sign(k)k;. If the ¢ variable is defined with
ky, the plasma dispersion function has to be redefined to Z,(¢), equation (2.39).
The R(¢) in the kinetic hierarchy can be quickly interpreted according to (2.49).

e It is impossible to find any ‘direct’ rigorously exact fluid closure in the kinetic
hierarchy of moments. In other words, it is impossible to take the last retained
nth-order moment, and directly express it through lower-order moments by using
exact un-approximated R(¢) function, in such a way that the closure eliminates
the R(¢) function. Technically, such a closure is possible only when n — oo.

e To find a closure, the R(¢) in the kinetic hierarchy needs to be analytically
approximated, for example by a suitable Padé approximant R, (¢) (as a ratio
of two polynomials in ¢). Approximants R, ,(¢) are constructed by matching
power-series expansions [{| <« 1 of R(¢), see (3.33), and asymptotic-series
expansions |¢| > 1, see (3.67). Perhaps the most convenient is to expand
(3.193).

e Importantly, contributions from the Landau residue ~ ¢e™¢ " in R(¢) are retained
in the power-series expansion, however, the contributions are eliminated in the
asymptotic series expansion (since there is no asymptotic expansion of e ).
The same procedure is used in the kinetic solver WHAMP. Consequently, deeply
down in the lower complex plane where damping becomes very large, Padé
approximants of R(¢) become less accurate.

e Another example is the Langmuir mode, see §3.15, where in the long-
wavelength limit the frequency w does not decrease, but is equal to the plasma
frequency. Thus, |¢]|>> 1, and the Landau damping of the Langmuir mode in the
long-wavelength limit typically disappears much more rapidly in kinetic theory
than in Landau fluid models (see figure 7), which is a direct consequence of
the missing ¢ ¢~ in the asymptotic expansions of R(¢). Nevertheless, at spatial
scales that are shorter than five Debye lengths, the damping of the Langmuir
mode can be captured very accurately in a fluid framework, see closure (3.421)
and figure 10. Notably, it was indeed the example of the Langmuir mode that
was used by Landau (1946) to predict this collisionless damping phenomenon.

e We introduced a new classification scheme, that we consider more natural than
previous classifications. The n index in R, , ({) represents the number of poles,
and the ‘basic’ approximant R, ((¢) is defined as having the correct (leading-
order) asymptote —1/(2¢2), see (3.104). The R, ((¢) therefore correctly captures
the asymptotic profile of the zeroth-order (density) moment, and approximants
with less asymptotic points should be avoided if possible. The R, ,/(¢) is defined
as using »n’ additional points in the asymptotic-series expansion in comparison to
R,.0(¢). The exception is the one-pole approximant R;(¢) =1/(1 — i/7¢), which
obviously does not have the correct asymptote.

e Approximant R, , () has power-series precision o(¢?">~") and asymptotic-
series precision o(¢>™"). Analytic forms of two-pole approximants of R()
and Z(¢) are given in §3.3.1, three-pole approximants in § 3.3.2 and four-pole
approximants in §3.3.3. In appendix A, we provide valuable tables of five-,
six-, seven- and eight-pole approximants of R({), many in an analytic form.
The precision of all approximants is compared in § 3.5.
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e The limit |{| <« 1 can be viewed as an isothermal limit, and |{| >> 1 can be
viewed as an adiabatic limit. Therefore, classical adiabatic fluid models discussed
in Part 1 can be obtained by considering a high phase-speed limit |w/kj| > vyy.
The exception is the generalized isothermal (‘static’) closure used to capture the
mirror instability, where a low phase-speed limit |w/kj| < vy must be used.

¢ In many instances, solely expanding in |{| <1 or |{|>> 1 is not appropriate, and
the R(¢) together with Z(¢) can be viewed as the most important functions of
kinetic theory. For example, considering a proton—electron plasma at scales that
are much longer than the Debye length, the dispersion relation of the parallel
ion-acoustic mode is given by (3.366), and for equal proton and electron
temperatures it reads R(¢,) + R(Z,) =0. No expansion of R(Z) is possible, since
the numerical solution is &, = £1.46 — 0.63i. Only when electrons are hot and

Tf,‘;’ > Tﬁg), can a simplified dispersion relation for the ion-acoustic mode be
obtained by prescribing |£,| > 1 and || < 1. By employing Padé approximants
R, »(¢) in Landau fluid closures, the R(¢) function is analytically approximated

for all ¢ values, see figures 2 and 3.

e For the 1-D electrostatic geometry, all the Landau fluid closures that can be
constructed for the heat flux g and the fourth-order moment perturbation 7 =
r — 3p?/p, are summarized in (3.241)—(3.242). The same closures are obtained
in the 3-D electromagnetic geometry for parallel moments g, and 7. These
closures do not have any restrictions for frequencies and wavenumbers, and are
therefore valid from the largest astrophysical scales down to the Debye length.

e Landau fluid closures can be separated into two categories. (I) A closure is
called static (or quasi-static), when the last retained moment X; is directly
expressed through lower-order moments. (II) A closure is called dynamic (or
time dependent), when ¢X;, + «X; is expressed through lower-order moments
(where « is a coefficient). After a dynamic closure is transformed to real
space, d/0t is replaced by the convective derivative d/df to preserve Galilean
invariance.

o In real space, all the closures contain the negative Hilbert transform operator H,
defined according to Hf(z) = —(1/mz) * f(z) = —(1/m)V.P. f_ozof(z —7)/7 dZ,
where * represents convolution. The H operator in closures comes from Fourier
space, where it is equal to isign(k;). In real space, the H operator represents
non-locality of closures, and, ideally, the integrals in Hf(z) should be calculated
along magnetic field lines. The effect is pronounced in numerical simulations,
where calculating the Hilbert transform along the ambient magnetic field By can
cause instabilities, see Passot er al. (2014).

e For example, the simplest closure for the heat flux ¢, is given by (3.261)
of Hammett & Perkins (1990) (or equivalently by (4.94) when written in the
3-D geometry). The simplest closure for the heat flux ¢, is given by (4.108)
of Snyder et al. (1997). Both closures are proportional to the Hilbert transform
of temperatures 7, T,. Therefore, Landau fluid closures yield gyrotropic heat
fluxes g, g, that are non-local, and influenced by temperatures along the entire
magnetic field line. Notably, this is in contrast to ‘classical’ non-gyrotropic heat
flux vectors S[, Si discussed in Part 1, which were local and proportional to
the gradient of temperatures.

https://doi.org/10.1017/50022377819000850 Published online by Cambridge University Press


https://doi.org/10.1017/S0022377819000850

Collisionless fluid models. Part 2 117

e In the 3-D electromagnetic geometry in the gyrotropic limit, the closure for the
perturbation 7, is simply 7,, = 0. One needs to consider only closures for ¢,
and 7, which are given in §4.4 and summarized in (4.145)—(4.146).

e Only one static closure for ¢, is available, the closure (4.108) of Snyder et al.
(1997). However, the closure is obtained with the R,(¢) approximant. Since g, ~
CR(Z), see (4.92) or (4.105), using R((¢) implies that for large ¢ values the
heat flux does not disappear and instead converges to a constant value, which
is erroneous. Additionally, for ¢ > 1 the real part of R;({) even has the wrong
sign, see figure 2. The R;(¢) is still a valuable approximant for small |¢]| < 1
values, and a Landau fluid model with static heat flux closures (4.94), (4.108)
recovers the correct mirror threshold.

e If one comes to the conclusion that the R,(¢) approximant is unsatisfactory, then
no static closure for g, is available. Consequently, 3-D Landau fluid simulations
are possible only if the heat fluxes g, g, are described by time-dependent
equations. Of course, one could possibly consider a model with a static g
closure and time-dependent ¢, closure.

e Perhaps, the most natural way to perform 3-D Landau fluid simulations is to
keep the ‘classical’ nonlinear evolution equations for g, and g, obtained in Part
1, and use static Landau fluid closures for the perturbations of the fourth-order
moment. Of course, it is easy to imagine that, in some numerical simulations,
the heat flux equations might be ‘too nonlinear’, i.e. responsible for instabilities.
In such a case, the dynamic (linear) heat flux closures might be useful to verify
the instability.

e For the 7, moment, there are 3 static closures available: the R;, closure
(3.227), the R,; closure (3.234) of Hammett & Perkins (1990) and the R,4
closure (3.240). In real space, the R;, closure is given by (3.267), the Ry3
closure by (3.266) and the R, closure by (3.268). The R,, closure has the
highest power-series precision o(¢®), and the Ry, closure has the highest
asymptotic-series precision o(¢ ~%). It is of course difficult to recommend which
closure is clearly better without considering a specific situation.

e We considered the example of the ion-acoustic mode, see figures 5 and 6
and associated discussion. The R, closure can be useful for simulations
with sufficiently high electron temperatures, namely 7 = T,/7T, > 15, which
corresponds to ¢, > 3. However, such simulations will be perhaps not performed
very frequently. In the most interesting regime with comparable proton and
electron temperatures (or t € [1, 5]) the most precise static closure is by far
the R, closure. Nevertheless, the R, 3 closure is still a globally precise closure.
We can only recommend to use both the R, closure (3.267) of Hunana et al.
(2018) and the R;; closure (3.266) of Hammett & Perkins (1990), and clarify
possible differences in numerical simulations. The differences might be more
pronounced during nonlinear dynamics.

e As an example, Landau fluid simulations of turbulence typically show a curious
behaviour (see e.g. Perrone et al. (2018) and references therein), that at
sub-proton scales, the spectrum of the parallel velocity field u; is much steeper
in kinetic simulations than in Landau fluid simulations. In contrast to the Ry43
closure, our R4, closure contains the parallel velocity u;. It would be interesting
to explore if the R4, closure influences the u; spectrum.
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e For the 7, moment, there is only one static closure, the R, closure (4.116) of
Snyder et al. (1997).

e If higher precision is desired, one can use dynamic closures for the 7, and
7). moments, which however introduces two additional evolution equations.
Of course, it is possible to use dynamic closure only for the 7, moment. As
discussed above, it appears that closures with the highest power-series precision
(p.s.p.) are the most desirable (at least for T, ~ T,). Concerning the 7; moment,
the static R4, closure has p.s.p. 0(¢?). Thus, it is possible to have a view that
a worthy dynamic closure for 7y should have a p.s.p. o(¢*). There is only one
such closure, the Rs3 closure (3.339) of Hunana et al. (2018).

e Concerning dynamic closures for the 7, moment, the static R, closure (4.116)
has a p.s.p. o(¢). Therefore, a worthy dynamic closure for the 7, moment
should have a p.s.p. 0(¢?), or higher. There are only two such closures. One
with a p.s.p. 0(¢?), the R3; closure (4.131) of Passot & Sulem (2007); and one
with a p.s.p. 0(¢?), the Rs closure (4.143) of Hunana et al. (2018).

e To summarize, if one desires the highest power-series precision that is available
at the fourth-order moment level, one should use the dynamic Rs; closure
(3.339) for the 7j; moment, and the dynamic R;, closure (4.143) for the
7. moment. Nevertheless, the dynamic closures might not be worth the
computational cost, and it is possible to have a view that the static closures
are sufficiently precise. In that case, for the 7;; moment one should use either
the Ry, closure (3.267), or the Ry ; closure (3.266) (see the discussion above)
and for the 7, moment the R,, closure (4.116). Alternatively, one can use
a dynamic closure only for the 7; moment. In that case, it is possible to
match the power-series precision of 7, and 7, moments. The precision o(¢?)
is achieved by using the R, 3 closure (3.266) for the 7, moment and the R;
closure (4.131) for the 7, moment. The precision o(¢?) is achieved by using
the Ry, closure (3.267) for the 7;; moment and the R;, closure (4.143) for the
7). moment.

e The most surprising result discussed in Part 2 is the observation that some
closures reproduce a considered kinetic dispersion relation exactly, after R(¢)
is replaced by the approximant R, , ({) used to obtain that fluid closure. We
consider this observation as highly non-trivial and not obvious. For example,
a 1-D fluid model described by (3.371)—(3.378) that uses the R,; closure
for the 7, moment, has a dispersion relation that is equivalent to the kinetic
dispersion relation (3.366), after the R(¢) is replaced by R, 3(¢). The results are
equivalent only after the R, 3(¢,) and R43(Z,) terms in (3.366) are transferred to
the common denominator and the resulting numerator is made to be equal to
zero. That example concerns the ion-acoustic mode, but the same observation
is true for the Langmuir mode as well, see §3.15, dispersion relation (3.396).
We called such closures ‘reliable’, or physically meaningful.

e We only verified which closures are ‘reliable’ on dispersion relations of the
ion-acoustic mode and the Langmuir mode in the 1-D electrostatic geometry, see
closures marked with ‘v in (3.241)—(3.242). Nevertheless, it is expected that the
same closures will remain ‘reliable’ when the full 1-D electrostatic dispersion
relation of a proton—electron plasma (3.30) is considered, and which can be
further generalized to multi-species, see (3.29).
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e In the 1-D electrostatic geometry, for a given nth-order moment X,, a closure
with the highest possible power-series precision appears to be the dynamic
closure constructed with the approximant R,.;,_;(¢). For example, for the
third-order (heat flux) moment it is the Ry, closure (3.293), for the fourth-order
moment the Rs3 closure (3.339), for the fifth-order moment the Rg. closure
(3.413) and for the sixth-order moment the R;s closure (3.421). It was verified
that all of these closures are ‘reliable’.

e Similarly, for a given nth-order moment X,, a static closure with the highest
power-series precision is constructed with R, ,—>(¢).

e Importantly, by observing the summary of closures (3.241)-(3.242), it appears
that closures that are ‘unreliable’ can be constructed only if there are
several possibilities in constructing the closure. The dynamic closure with
the R,y1,-1(¢) approximant expresses (X, + «X, through all the available
lower-order moments X,, where m=1---n— 1 (for even m, deviations )~(m are
used). Thus, the R, , | closure for ¢X, + aX, is unique, and it is expected to
be ‘reliable’.

e Curiously, it appears that the summary (3.241)—(3.242) suggest that all the
dynamic closures ¢X, + aX, with @« =0 are ‘unreliable’. Construction of such
closures is therefore discouraged. In other words, the ¢X, must be expressed
through lower-order moments, including the moment X, itself, in order to
construct a dynamic closure.

e To summarize, it appears that for a given nth-order moment X,, the dynamic
closure with the approximant R, ,—1({) is indeed ‘reliable’. Therefore, one
can go higher and higher in the hierarchy of moments and construct ‘reliable’
closures with approximants R,.;,_;(¢) that converge to R(¢) with increasing
precision. In other words, one can reproduce linear Landau damping in the fluid
framework to any desired precision. This establishes the convergence of fluid
and collisionless kinetic descriptions.

e It is difficult to imagine that such a convergence of fluid and collisionless kinetic
descriptions can be ever established in a general 3-D electromagnetic geometry,
since both kinetic and fluid systems must be obviously derived by using the
same perturbations f"). The exception is the 3-D electromagnetic geometry in
the gyrotropic limit, where such a convergence should exist. However, for a
given moment X,,, the number of its gyrotropic moments is equal to 1+ int[n/2],
and increases with n. It will be therefore much more difficult to show such a
convergence. Nevertheless, one should at least use the kinetic dispersion relation
in the gyrotropic limit (see for example Ferriere & André (2002), Tajiri (1967)),
and establish if closures for the 7; moment summarized in (4.145)—(4.146) are
‘reliable’, which we did not do. It is expected that all of them are ‘reliable’.

e We considered closures for the 7, and 7,;, moments only in the gyrotropic
limit (closures for 7, have general validity). However, it is possible to keep the
low-frequency restriction, but make the size of the gyroradius in " unrestricted.
Such closures for the 7, and 7,; moments were obtained by Passot & Sulem
(2007). In this geometry, it is also possible to obtain the non-gyrotropic (FLR)
pressure tensor IT (and other FLR contributions such as the non-gyrotropic
heat flux vectors S|, ST and "), by integrating over the f and by finding
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appropriate closures. The final model is rather complicated, but for sufficiently
slow dynamics, such as the highly oblique kinetic Alfvén waves or the mirror
instability, the model reproduces linear kinetic theory very accurately on all
spatial scales, see Passot & Sulem (2007), Passot et al. (2012), Hunana et al.
(2013), Sulem & Passot (2015) and references therein. Our new R;, closure
(4.143) for the 7, moment has a higher 0(¢?) precision than the R;; closure
(4.131) of Passot & Sulem (2007), and it should be relatively easy to generalize
the R; closure with FLR effects. By also employing our new more precise
closures for the 7 moment (which cannot be generalized with FLR effects),
the kinetic theory should be reproduced to a new level of precision.

e Another good example worth exploring might be the electromagnetic propagation
along the magnetic field (the slab geometry), where k;, = 0, but where no
restriction on the frequency is imposed. In this case, the full kinetic f
enormously simplifies to the following form

p @ [L[ GE+E)e” | (B —E)e™
" - m, 2 CL)—k||UH+Qr a)—kHvH—Q,

kg \ ofor  kyvs o, E. of
x {(1—””)f°+ 1% fo}+’ : } (5.2)

w Bvl w aU” a)—kHv” 8UH

By prescribing a bi-Maxwellian f;, integration over velocity space yields a
hierarchy of moments. In this geometry, the electrostatic dynamics (~E,)
can be completely separated from the electromagnetic dynamics (~E,, E)).
The electromagnetic dynamics with cyclotron resonances n = 1 yields a
hierarchy of non-gyrotropic moments containing Z(¢y) and R(¢y), where
o = (0 £ 2)/(lky|vm). The Z(¢y) and R(¢y) functions can be approximated
with the same Padé approximants as discussed here, and by going sufficiently
high in the hierarchy, simple closures might become available. Such closures
should capture the collisionless cyclotron damping in the fluid framework, even
though only in the slab geometry. It should also be possible to verify, if such
closures are ‘reliable’, i.e. if the kinetic dispersions of the ion-cyclotron and
whistler modes are reproduced exactly, after the Z(¢y) and R({.) are replaced
by the corresponding Padé approximant.
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Appendix A. Higher-order Padé approximants of R({)
A.1. Five-pole approximants of R(¢)

A general five-pole approximant of the plasma response function that is worth
considering is written as

14 a1 + a? + as’

R = .
() L+ 018 4 5282 + b33 + byl + bsgd

A

Additionally, the minimum choice that we consider interesting, and that is defined as
Rs,(¢), is to match the asymptotic expansion for || >> 1 up the first —1/(2¢?) term,

that requires bs = —2a3;. The matching with the asymptotic expansion then proceeds
step by step, according to

Rso(¢): bs=—2as; 0(™%);

Rs1(8): bys=—2ay; 0(t™);

Rs2(8): by=3as —2a;; o(t™);

Rss(§): by=3a:-2  o(§™); (A2)

Rs4(0): by=3(a1+as); o(t™%);

Rss(0): ay=—3; o(¢77);

Rs6(¢): as=—2ay; o(c™®),

the Rs7(¢) does not make sense and is not defined. The matching with the power
series is performed according to

Rso(¢) = 1+iyng =20 —ivme’ + gr:“ + ifcs - %cé - ifc%

4

Rs1(¢) = 1+ivng —2¢z—iﬁ§3+3;4+i¢f;5—f§¢6;
4

Rs»(¢) = 1+iyme —242—iﬁc3+fc4+i—ﬁ§5:

3 2
4
Rs3(0) = 1+ivme =20 —iy/mg’ + - ¢4

3
Rs4(0) = 1+iyme —2¢% —iy/me’;
Rss(¢) = 14+iyme —2¢%
Rs(0) = 14iymg; (A3)

and the results are

(62172 — 39277 + 6208)
R : = ;
so@): lﬁ(SOlnz — 51247 + 8192)
(9007 — 1066572 + 402687 — 49152)
B 5(8017t2 — 51247 + 8192) ’
(4502 — 27997 + 4352)
as = im :
10(8017% — 51247 + 8192)
(18072 — 11977 + 1984)
by = — ;
! lﬁ(801n2—5124n+8192)
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by — 2(1665m* — 104467 + 16384)
27 580172 — 5124w +8192)
18007* — 11685 18944
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(70657* — 430567 + 65536)

by = ; (Ad)
30(801n? — 51247 + 8192)
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JT 391t — 28) 391t — 28)
i 297> — 69 128 i 221w — 64
g = 200 -+ 128) i 2QIn—64) (A7)
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C—On-26) Qlu—64) , . _(9n—28) 5
Rs4(0) = l+’“/E(9n—32) 9 —32) _lﬁ(9n—32) _
: , 6 (@57 — 128) (451 —136) 221n—64)  209m—28) .°
e TR C e R S e e S o R M T T
(A12)
(16 —3m) 2 (32-97)
T A S BT A AP o
Res(c) = 3w C T3 T s ¢ AL
s56) = —g GA—15m) . 4, 2032-9m
=il — A2 i S — i
37 37 3 97
7 2
1 - iﬁgg“ — 542 + i*fﬁ
Rs6(5) = G 5 1 NG (A14)
l—iyn—¢ -4 +iyn=3+ - —i—¢°
8 2 3 2
A.2. Six-pole approximants of R({)
A general six-pole Padé approximant to R(¢) that we consider is
14+ a1l +at?+ase® +asc?
Rs(8) = TS T T (A15)
14518 +by8% 4 b38? 4+ bsg* + bs° + bel
where as a minimum choice, we match the first asymptotic term by by = —2a,, which
defines R o(¢). The procedure of matching with the asymptotic expansion yields step
by step
Rs0(¢): be=—2ay; 0(§7);
Re1(¢): bs=—2as; 0(¢™);
Rs»(8) 1 by=3as —2ay; o(¢™);
Re3(¢): bs=3a; —2ay; 0(¢™);
R D by=3(a+ay)—2; o(C7°;
6.4(¢) » = 3(ax + as) (C,7) (A16)
Res(8): by =3(a1 + a3); (&)
Res(§): as=—5 — 2ay; o(t™%);
Re7(8): az= —%6112 0(¢7);
Res(0): ay=-%; 0(¢™'%;
Reo(¢): a1 =0; o(¢™'h,

where the approximant Rg¢(¢{) is not a good approximant (no imaginary part for
real ¢), and is eliminated. Matching with the power series is performed according to

4
Reo(0) = 14iym¢ —2c2—iﬁ43+3§4+if<§5‘1854“"—?/6%;7
16 o /7 o
+E§ +lﬁ; 5
R6,8(§) = 1+iﬁ§. (A 17)
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Even though analytic results can be obtained with Maple, they are too long to write
down, additionally, as we accidentally found out, they are also tricky to evaluate.
For example, if the default precision (of 10 digits) is used in Maple, the analytic
a, in Rg(¢) is evaluated with command evalf as —0.57i, whereas the correct value
is —0.69i. Alternatively, the system can be solved numerically from the onset. We
almost erroneously concluded that Rg(({) is not a very precise approximant, even
though its relative precision (for real valued ¢) is better than 0.7 % for both real and
imaginary parts of R({). We provide results with 10 correct significant digits, which
is a sufficient precision introducing relative numerical errors of less than 3 x 1077 %,
i.e. negligible in comparison with the Rq((¢) relative precision to R(¢). The results

are
Reo(0): a1 = —i0.6916731200; a» = —0.2854457889;
as = i0.05976861370:  a; = 0.005619524175:
by = —i2.464126971: b, = —2.652997128:
by = i1.606283498: b, = 0.5809066463:
bs = —i0.1201024988, (A 18)
Rei(0): a = —i0.7895801201; a» = —0.3391528628:
as = i0.07728246365:  a, = 0.007840755018:
by = —i2.562033971; b, = —2.880239841:
by = i1.830760570: b, = 0.7000533404. (A 19)
Rex(0): a = —i0.8965446682; a» = —0.4102783438;
as = i0.1015110114:  a, = 0.01132035970:
b, = —i2.668998519: b, = —3.140955047
by = i2.103165693. (A 20)
Res(2): ay = —il.012753086; a» = —0.5024864543;
as = i0.1361229028:  a, = 0.01700049686:
b, = —i2.785206937: b, = —3.439137216, (A21)
27072 — 1653 + 2528 97 (77 — 22)
R : = = ;
64(0): ‘/_2(135n2 750 + 1024)° 27 213572 — 7507 + 1024)
e 180m* — 11977 + 1984 80172 — 51247 + 8192
az = a
. 2(13572 — 750m + 1024)° ™7 6(13572 — 7507 + 1024)°
, 3(517 — 160)
b = — , A22
! lﬁz(wsnz 7507 + 1024) (A22)
4097 — 28) 3n(157 — 47)
R . = - =
0s(8): a ’*/_(Sln—256) 9= (81w — 256)
(517 — 160) 13572 — 7507 + 1024
_ __ , A23
a “/_(817: 256 ¢ 3(817 — 256) (A23)
(457 — 152) (1597 — 512)
R : = _—— =—
6s(8): a1 = ’*/_(45 —128)° 7T @5m—128)
(51— 16)
= _gim D) A24
4 lﬁ(45n— 128) (A24)
Re7(0): aj=—ivnl; a=4—-"0m; (A 25)
Rsg(¢): a1= —iﬁ%- (A26)
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A.3. Seven-pole approximants of R({)
l+a a0+ asl? + aglt + ased
RO =100 ++b21§§2 j: bz; ibi; I bis Ibz; ¥ byg7 (A27)
and the procedure of matching with asymptotic expansion yields
Ri0(8): by =—2as; o(t7?);
R71(¢):  bs=—2ay; o(£7);
R72(8):  bs=3as — 2as; o(t™);
R153(8): by=3as —2a; o(t7);
Ri4(0): by=3as+3a;—2a;;  0(;™°);
R15(8):  by=3a4+3a; — o(¢77); (A28)
Ris(C): b= 22*105 +3a; +3ar;;  o(¢78);
Ri7(0): as=—3 —3ax; 0(t™%);
Ris(0): as=—gas— sar; o(¢71%;
Rio(): ar=-%; o(¢™);
R710(8): az= _}%al; o(¢™).

The R;1:(¢) is not defined because it would require a; — co. Matching with the power
series is performed according to

Rio(¢) = 1+iymg —2¢

2—iﬁ§3+ﬂ§4

AT s 8 \/_ AT ¢ 32 10 «/_ 1.
FIG gt gt T e
R710(0) = 1+iyme. (A29)
The results are
R70(¢): a; = —i0.8324695834; a, = —0.4049799755;
az; = i0.1121082796; a4 =0.01799681258;
as = —i0.001293708127; b, = —i2.604923434;
b, = —3.022086548; b3 =1i2.031224201;
by = 0.8578481138; bs=—i0.2288461173;
b = —0.035945334608, (A 30)
R;1(¢): a; = —i0.9178985928; a, = —0.4640689249;
az; = 10.1364936305; a, =0.02310278605;
as = —i0.001773778511; b, = —i2.690352444;
b, = —3.232594474; by =1i2.257867118;
by = 0.9950713218; bs = —i0.2784723967, (A31)
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—i1.010198516; a, = —0.5369471092;

as; = i0.1677974137;  a, =0.03023595150;

as = —i0.002497479595; by = —i2.782652367;
b, = —3.469070012; b3 =1i2.523713033;

b, = 1.164050381, (A32)
R75(8): a; = —il.109722119; a, = —0.6261744648;
az; = i0.2086297926; a4 =0.04033869308;
as = —i0.003624122579; by = —i2.882175970;
b, = —3.734698361; b3 =i2.836312196, (A33)
R74(C): a; = —il.216585782; a, =—0.7344009695;
as = i0.2623273358; a4, =0.05488528512;
as = —i0.005440857949; b, = —i2.989039633;
b, = —4.032335777, (A34)
R75(¢): a; = —il.330549030; a, =—0.8640648164;
a; = i0.3328884746; a4, =0.07606674237;
as = —i0.008482851988; b, = —i3.103002881, (A3)5)
Ry6(¢): a; = —i1.450931895; a, =—1.016999244;
as; = i0.4247000792; a4, =0.1068986701;
as = —i0.01378002846, (A36)
R77(¢): a; = —il.576631991; a, =—1.194087585;
a; = 10.5420816788; as = —i0.02337475294. (A37)

We later found that the most precise (power-series) closure on the sixth-order moment
is a dynamic closure constructed with approximant R; 5(¢), and therefore, starting with
this approximant, we also provide analytic coefficients. The results are

R;5(¢):

S

a

[

as =

bl =

1 =

.3(600m? — 38057 + 6032)/7
= 1 ;
10(45072 — 27991 + 4352)
(108007t — 1209157* + 4401607 — 524288)
i .

2(33757° — 245257 + 541687 — 32768)
1545072 — 2799 + 4352) /7

(60307 — 37197 4 57344)

30(45072 — 27997 + 4352)

(154577 — 97437 4 15360)
© 5(450m2 — 27997 +4352)

ay

90(450m2 — 27997 + 4352) /7 ’
. (70651% — 430567 + 65536)
—i ,
15(450m2 — 27997 4 4352). /7

(A38)
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(135072 — 86017 + 13696)
R : = ;
1@ @ =ivn 26752 — 47287 + 8192)
3(1357 — 424) 0

S

4 = TS 67572 — 47287 + 8192)
(18007 — 107077 + 15872)
as = i/m :
2(67572 — 47287 + 8192)
(706572 — 430567 + 65536)
as = ;
4 6(67512 — 47287 + 8192)
45072 — 27997 + 4352
4 = —i\/_( b1 T+ )

67577 — 47287 + 8192)°

(6757 — 34327 + 4096)
Ri7(8): a =i ;

3(—=704 + ZZSTE)ﬁ
(15457 — 4864) ]

2= 32704 + 2257)
4(22572 — 20107 + 4096)
as = N
3(—704 + 22571) /7
2(6757 — 47287 + 8192)
as = —1

9(—704 + 2257) /7

s S T - S 1)
78(8): ap = —iJ/m %6 —T5m a = Ty T
51657 — 512)
a3 = T o s
Roo() 32—-5m 1024 — 275w
. a = —l——, a=1—,
7,9(¢ 1 5/ 3 100/

) 19
R710(0): a = —lﬁﬁ.

A.4. Eight-pole approximants of R({)

1+ a1l +al?+asl® +agl* +ase® + agt®
L4+ b1C +ba8? +b383 + bal* + bst5 + bel 0 + byl 7 + bg®’

Rs(¢) =

and the procedure of matching with the asymptotic expansion step by step

R(E) = 1 315 105 945 10395 135135 11
9= 202 4c% 8¢S 16¢t 32010 64rr 128¢M ¢

yields the following table
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Rso(¢):  bg=—2ag; o(c™):
Rg1(¢):  by=—2as; o(¢7);
Rs2(¢): e =3as —2as; 0(¢™;
Rs3(¢):  bs=3as —2as; o(¢7%);
Rs4(C):  by=3a¢+3ay —2ay; 0(c79):;
Rgs(¢): by =3as+3a; — 2ay; o(c7):
Ryo(@):  by=3as+3as+3a =2 o(C™);
Rs7(0):  by=3as+3a; + 3ap; o(c=9):; (A 46)
8.7 .
Rss(0): ag=—mas— 5 — 575 0(C7%);
Rgo(¢): Cl5=—%a3 — %a,; o(c™y;
Rs10(0): as=—1aap — 32 o(¢~12);
Rs11(0): az=—13ay; o(c™1);
Rg12(¢) : Clz:—%; o(c™y;
Rg13(¢): a1 =0; o(c™1),

where the approximant Rg 3(¢) is not well behaved and is eliminated. Matching with
the power series is performed according to

4
Rso(Q) = 1+ivme =20 —iy/mg’ + 544

Vs 8 o VT, 16 oy 32
T T T e S T st TS T a5t

ﬁ 11 64 12 ﬁ 13
1120§ + 10395€ +1720{ kI
Ry 12(¢2) = 1+ iyme. (A47)

Such high-order Padé approximants are very precise, and to retain the accuracy, we
provide solutions with 16 correct significant digits (even though this is actually not
necessary and 10 digits is still fully sufficient). The approximant Rg;(¢) is a bit
special, since its corresponding Zg;(¢) should be the approximant that is used in
the WHAMP code. This is inferred from a sentence on page 12 of the WHAMP
manual (Ronnmark 1982), where it is stated that an eight-pole approximant was
derived, using 10 equations from the power-series expansion and 6 equations from
the asymptotic-series expansion. However, the Padé coefficients in the WHAMP
manual are given in a different form than we use here, and an alternative Padé
approximation is used where for example an eight-pole approximant is given by
Z3(¢) = Zio b;/(¢ —¢;), and the coefficients b;, ¢; are obtained. We did not bother to
re-derive the coefficients in that form, instead, we compare the precision of various
approximants in § 3.5.

Rso(¢): a; = —i0.9690248260959390; a, = —0.5368540729623971;
as; = i0.1799961104391385;
as = 0.03849976076674387; as = —i0.004838817622209550;
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as = —0.0002789155539114067;

by = —i2.741478677001455; b, =—3.395998511188985;
by = i2.488743246168061;

by = 1.183496393867702; bs = —i0.3752177277401555;
bs = —0.07776565572655091;

b; = i0.009681326596560459, (A48)
Rs1(¢): a = —il.045465281824923; a, = —0.6004884272987368;

as = i0.2109529643239577,

as = 0.04706936874656537; as = —i0.006214502177680713;

as = —0.0003778071927517807;

by = —i2.817919132730439; b, = —3.595120045647135;

by = i2.719752919143475;

by = 1.338764097514731; bs = —i0.4407920285051489;

bs = —0.0952587572277513, (A49)
Rgo(8): a; = —il.127283578226963; a, = —0.6755893264302076;

as = i0.2489222931730291;

as = 0.05823704506630824; as = —i0.008104732774508430;

as = —0.0005229347287036976;

by = —i2.899737429132479; b, = —3.815240099310931;

by = i2.984238291966390;

by = 1.523498938607364; bs = —i0.5222070688557393, (A50)

Rs3(¢): a; = —il.214803859035098; a, = —0.7640021842041184;
az = i0.2959160549490394;
as = 0.07292272182826132; as = —i0.01075099173987222;
as = —0.0007415148441966772;

by = —i2.987257709940614; b, = —4.058778615835553;

by = i3.287852273584013;

b, = 1.744375011977697, (ASD)
Rs4(¢): a = —i1.308257217643640; a, =—0.8677094433207613;

as; = i0.3544341617560842;

as = 0.09241987665571996;  as = —i0.01452077809048251;

as = —0.001080201271194285;

by = —i3.080711068549157; b, = —4.328127640297961;

bs; = i3.636872378820012, (A52)
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Rgs5(¢): a; = —il.407720282460896; a, = —0.9887147938014795;
az = 10.4274799329839440;
as = 0.1185117574638203; as = —i0.01997983676237579;
as = —0.001621365678069347;
b, = —i3.180174133366412; b, = —4.625426683036889, (A 53)
Rs6(¢): a; = —il.513048776977928; a, =—1.128859520019374;
az = i0.5184905792641649;
as = 0.1535743993372947; as = —i0.02799183221943639;
as = —0.002514851707175031;
b, = —i3.285502627883444, (A 54)
Rg7(¢): a; = —il.623826833670546; a, = —1.289590935716420;
az; = 10.6311517791766421;
as = 0.2006218487856471; as= —i0.03983385915184296;
as = —0.004041376481615575, (A55)
Rgs(¢): a3 = —il.739359630417800; a, =—1.471743639038102;
as; = 10.7691080574071934;
as = 0.2632500611991985; as = —i0.05724369164680910, (A 56)
Rgo(¢): a; = —il.858726543442496; a, =—1.675414915338742;
az; = 10.9356405409666494;
as = 0.3458159069196990, (A57)
and we provide analytic results for the last 3 approximants,
1757 — 592 9551t — 3072
R : = —_— =
s @ = Ve s m= e —on
6144 — 19257
= Il ———— A58
@ “/_4(17531 —512)° (A58)
Rs11(0): ay = —iVnyg: ay=6—2m (A59)
Rs1n(8): ay = —i/myg (A 60)

We also provide analytic coefficients for Rg¢(¢), since this approximant can be used
to construct the most precise dynamic closure for the seventh-order moment, which
we will not do, however, an enthusiastic reader is encouraged to do the calculation as

an exercise! The Rg¢(¢) coefficients read

Rg6(C):

a

a =1

N

(1890007 — 17071657> + 51302167 — 5128192)
(18900073 — 161221512 + 45346567t — 4194304)°

2(461257° — 7152007 + 31267207 — 4194304)

B 5(1890007® — 161221572 + 45346567 — 4194304)°
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\/_(37800()n — 34247257 + 103243807 — 10354688)
ar =
’ 5(18900073 — 161221512 4 45346567 — 4194304) °

(2214007 — 47880457> + 235376641 — 33554432)

“ = T30(189000m° — 16122157 + 45346567 — 4194304)
Ve (2520007* — 25062757* + 82862007 — 9109504)
as —
’ 5(18900073 — 161221572 + 45346567 — 4194304)
(10287007* — 98632357* + 315141127 — 33554432)
as = ;
¥ 15(1890007* — 161221572 + 45346567 — 4194304)
b = —iJm 6(15825m2 — 992607 + 155648)
T (1890007® — 161221572 + 45346567 — 4194304) °
(A61)
We advise being very careful when evaluating the above analytic expressions, since
for example when the default 10-digit precision is used in Maple, yields a; = —i0.63,
whereas the correct value provided in (A 54) is a; = —il.51.

Appendix B. Operator (E + %v x B) - V,fo for gyrotropic fy

The magnetic field is transformed to the electric field with induction equation
B /3t = —cV x E"V that in Fourier space reads wB" = ck x E"". From now on,
for the electric and magnetic field we drop the superscript (1), so in general

E+lva =E—|—lvx(kxE)
c w
= E+ (o)~ E@-k)
v-k k
— E<1—> + = (v-E). (B1)
w w

For any general vector A = (A,, A,, A;), the expression

9 9
AV f=A af A aﬁﬂlz%, (B2)

so a general expression

(E—}—lva) Vify = [E(l—"") +k"(v-E)] 9o
c w w v,
+ [Ey (1—”"‘) +50.E )] o
) w v,
+ {E <1—”'k>+kz< E)] %o B3
1) 1) v,

and by straightforward grouping of electric field components together
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1 k k.\ o : 0 d
E+-vxB ‘va()zEx I_M f0+7 kﬁ-l-k ﬁ)
c w v, w 8 “dv,

ka a 8 a
4, | (1= bRtk 2o v kxf°+k£

v, av,

w v,

el
w
pE (1= ket ok O v O O |
) v, o \ o, vy

(B4)

Since nothing was essentially calculated, the above expression is of general validity
and correct for any distribution function f;. The expression simplifies by considering

a gyrotropic fo(v,, v)), that depends only on v, =|v,|=,/v?+ vyz, and which allows

us to calculate
2 2
v \/ Vs +v Uy Uy

v, v, /vz—{—vyz_UL’
afo v, afo_vx 8fo_ 8f0_8vl 8f0_v) o
8'Ux 8vx BUL V| 81@ 8vy Bv} avl V| 8UL

(BS)

Or in another words, in the cylindrical coordinate system the f; is ¢ independent and
dfo/0¢ =0, so that the velocity gradient

v 9 N
ide COS¢3UL
vy 9 : 9
Vifo= | | fo=|smé5 | fo (B6)
0 0
v v

This simplification for f; being gyrotropic therefore yields

1 k . 0 e 0

E+ -vxB 'Vvﬁ):Ex _M Lﬁ_ﬁ_ k fO

c w /v o, o 8UH
+E, [(1 B Uk||> v v 3]’0]

w V] BUJ_ w aUH

+EZK1 vks + vk, >8f0

w 8vH
. 0 a
U (g e 2o B O )| (B7)
a) vlavL ULaUL

that is conveniently rearranged as

(E—I—iv ><B> Vofo = (B, + Eyw,) K _””k"> L K 3f0}

w V| Bvl a)av”

ok G )
—I—EZKI—U + %k ) o (v 1 k) af]
1

1) vy vy
(B3)

or alternatively as
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1 k 1 9 ky o
E+-vxB)-Vfy = (Ev,+Eu,) P vk Lo ki oo
C i w UJ_aUJ_ a)avH

—|—EZ [Eifo_vxkx—kvyky (aﬁ)_l)” %)} (B9)

8v|| w 81)“ ZaUL

In the cylindrical coordinate system d’v=v, dv, dv, d¢.

Appendix C. General kinetic /() distribution (effects of non-gyrotropy)

The calculation is actually not that difficult once the coordinate change is figured
out, as elaborated in the plasma physics books by Stix, Swanson, Akheizer etc. In the
general equation (2.15) the (1) quantities must be Fourier transformed according to

f(l)(x, v, [) :f(l)eik~x—iwr;
E(l)(x’, t/) — E(l)eik~x’—iwt’;
B(”(x’, t/) :B(l)eik-x’—iwt” (C 1)

and the equation (2.15) rewrites
L q e, 1
fDhx—tot — _ T / elkex it [E(') +-v' x B(”} - Vufo(') dr'. (C2)
m, J_ o c

In the cylindrical coordinate system with velocity (2.2) and the wave vector

ki cosyr
k= | kysiny |. (C3)
ki

The integration is changed to be done with respect to variable
t=t—1. (C4

The time ¢ is a constant here and since dtr = —dr, the integration reads fioo dr =

fi(—dr) = fooo dz. The variable transformation is performed according to

v, v cos(¢p + 271)
vV'=|v | = visin(¢+ 27) (C5)
v, V)
X X — 2 [sin(¢ + £27) — sing]
x = y: =Y |+ | +5lcos(¢+ £27) —cosP] | » (C6)
Z Z - T

which at time 7 =0 satisfies the initial condition. Now, by straightforward calculation
(and by using sin(a) cos(b) — cos(a) sin(b) = sin(a — b)), the exponential factor is
transformed as

kv, . )
k-xX —of =k-x — ot — Bl[sm(d) — Y+ 21) —sin(¢ — )] + (0 — k)T, (C7)
so that
eik-x’fiwt’ — eik-xfiwrefi(kluL/Q) sin(¢7w+91)e+i(klu/.{2) sin(¢7W)ei(w7kHv”)r. (C 8)
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The complicated expressions encountered in the kinetic dispersion relations originate
in using identity
oo
eizsian): Z ein¢Jn(Z)- (C 9)

n=—0o0

There are two such exponents, and therefore the linear kinetic theory contains two
independent summations, usually one through ‘n’ and one through ‘m’ (which should
not be confused with mass), i.e.

o0
. R . kLUL
—i(k 2 — 2 - - 2
e ikLvL/82) sin(¢—y+27) _ E e Me—v+ I)Jn( o . (C 10)
n=—00
ind kiv
) Co i 1
gHban /Do) - § grime-py ((;) , (C1D)
m=—0o0

and together
e ikLvr/$2) Si"(¢—W+Qf)e+i(kJ. v /£2) sin(¢—v)

oo oo ‘ A k k
= Z Z Hm=mG=V) pmin2Ty LU I L) (C12)
2 2

n=—00 m=—00

It is obvious that the quantity k, v, /€2 will be always present and it is useful to use
some abbreviations. Each book chooses a different notation, Swanson uses ‘b’, Stix
uses ‘z’, etc. Since we are interested in Landau fluid models, we choose to follow
the notation of Passot and Sulem 2006 and call this quantity for r-species A,, so'

_ kivy
r — Qr

) (C13)

where for clarity of calculations, we again drop the species index r. The transformation
of the full exponential factor (C8) therefore yields

eik-x’fia)t’ — eik-xfiwt Z Z e+i(m7n)(¢*10)e+i(w*ku”H *"-‘?)IJn (/l)Jm (/l) (C 14)

n=—00 m=—00

Using this result in (C2) allows the usual cancellation of the exponential factor
e**=! on both sides of the Fourier transformed equation, a step that we omitted to
explicitly write down many times before. The partially transformed equation (C2)
therefore reads

00 (o] o0
f<1) — _ 9 / Z Z o Tm=m)(@=V) ,tilw—kjv—n2)t
m,. Jo

n=—00 m=—00

1
x J,(D)T,, () (E“) + Ev/ X B(”) . Vuﬁ)(v/)] dr, (C15)

12Note that this notation should not be confused with notation in Peter Gary’s book where A is reserved
for quantities encountered in the final dispersion relation and is ~kﬁ_.
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where we still did not perform the coordinate change in the operator at the end of the
equation. From now on, for the electric and magnetic fields we drop the superscript
(1). Let us first calculate the gradient V ,fy(v’).

It is useful to emphasize a very important property

V' P =07 4 v} =0} cos’(¢ + 271) + v] sin’ (¢ + 27) = v, |, (C 16)

or in another words |v’, |=|v | that is often abbreviated with non-bolded v, =v, (and
since v‘/‘ = also |[v'|=|v]). At first, it can be perhaps a bit confusing when one writes
that the non-bolded v, =wv,, since v, # v,, v; # v, and also the bolded v’ 7 v. The
above identity implies that for the gyrotropic f; (which is a strict requirement for f;)

Sov' P =follvil?, vy, (C17)

further implying that
o _ o _ oh _

— = = = . (C18)
v a[vy | dlvi] duy
The V,fy can now be calculated easily, since
a afo 9|/ afo v ad afy v,
Yo _ o Olwil _ 8o v Ok _ U % (C19)
31);( 8|U/J_| Bv)’c Bvl V| Bv)’ BUL V|
and the gradient is written as (for gyrotropic dfy/d¢ = 0)
v, 9 9
T cos(¢ + Qr)m
Vo= | 252 | fo= | sin@+ 205 | k. (C20)
9
387” avy

It is actually simpler to postpone the introduction of angles ¢, ¥ and for a moment
keep a general notation v’ = (v, v)’,, v)) and k = (k,, ky, k;). To transform the (E +
(1/c)v' x B) - Vfy, one can do the completely same operations as were done in the
previous subsection where the operator (E + (1/c)v x B) - V,fy was considered. One
can just use the result (B9), add primes to all velocities and delete those on v, = v,
v, = v, finally yielding

L, , , viki\ 1 9fo | K 9fo
E+—v xB 'Vv’f() = (Exvx+EyU,) 1-——) 4 ——
c Y o ) v v,  way

+E. [3f0_ veky + vk (%_W%ﬂ . (€21

N 81)” w aUH V| 81@

which is equivalent to equation (4.83) in Swanson. Only now we introduce the angles
and finish the transformation. Since

v)’ckx—i—v}’,k, = vy cos(¢p + 271)k, cos ¥ + vy sin(¢p + 271)k, siny
= vk, cos(¢p+ 2t — ), (C22)

the transformation yields
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1
(E+ -v XB) - Vufo
c

= (E,cos(¢ + 227) + E, sin(¢ + £27)) [(1 — vk”> o + kvLBfo}

w 8UJ_ w BU”
a k a a
+E. [f0+Lcos(¢+.Qt—W) <vf°—vlf°)]. (C23)
BvH w aUJ_ al)H

To be clear, let us write down the complete result (C 15) that we have for now

f(l) _ _QV/ Z Z €+i(m—n)(¢_¢)€+i(w_k“U”_nQ)TJn(/I)Jm(/l)
m, Jo

_ “‘) O kvy 3f0]

w ) vy w Jy

X {(EX cos(¢ + £27) + E, sin(¢p + £27)) [(1

+E, [% + k—L <v % —vLafo) cos(¢p + 21 —1//)]} dr, (C24)

8UH w ! 8UJ_ 81)”

where the x at the beginning of the second line is just a multiplication and not a
cross-product (the equation is not written in the vector form anyway). The result
agrees with Stix’s expressions (10.38) and (10.39), even though Stix at this stage did
not use the Bessel expansion yet. Stix now does not proceed with the evaluation of
the integral along 7, and instead goes ahead and already starts to partially calculate
the first-order velocity moment with integrals [ vf" d’v (first integrating over fozn do)
to eventually obtain the kinetic current j =Y gnu, =5, g, [ v,f d*v, and the
conductivity matrix (o); (through j = o - E) that leads to the kinetic dispersion
relation. Stix actually first derives (C23) plugged into (C2). After introducing the
Bessel expansion, Stix immediately performs the integration over d¢. The integration
over T is done later during other calculations, and this somewhat simplifies the amount
of algebra that needs to be written down. The simplified algebra is beneficial and
surely appreciated by experienced kinetic researchers, however, especially for new
researchers, it somewhat blurs the main point, how the kinetic dispersion relation
is derived. The kinetic dispersion relation is derived by obtaining the £, and by
calculating the current j. Moreover, we later want to obtain higher-order moments of
fU than just the first-order velocity moment. We therefore follow Swanson, Akheizer,
Passot and Sulem, and finish the calculation of f by evaluating the [~ dr integral
in (C24).

By examining equation (C24), there is only one factor that is T dependent in the
first line that needs to be integrated, ¢/@~*11=")7 and the factor is multiplied by four
different possibilities, cos(¢ + §21), sin(¢ + £27), 1 and cos(¢p + 21 — /). We first
need to examine the following integral

/ ¢ dx="L: if Im(a) > 0. (C25)
0 a

This perhaps surprising integral can be easily verified since an indefinite integral
'™ /(ia) exists and the curious limit

lim ¢ = lim e Re@HM@K — i gRe@romIm@x — (. if Im(a) > 0. (C26)

X—> 00 X—> 00 X—> 00
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Obviously, the Im(a) > 0 is a strict requirement. If Im(a) =0, the limit is undefined
since cos(x) and sin(x) always oscillate, and if Im(a) < O the limit diverges to Foo.
Therefore, one of the four needed integrals is

/ dekmdrgr - U i Imw) > 0, (C27)
0 o — kv, —ns2

where the Im(w) > 0 requirement is obtained, because k|, v, £2 are real numbers, n
is an integer and none of these can have an imaginary part. For the other 3 integrals
we need

R 1 [ . . .
/0 £l COS(¢+~QT) dr = 2/0 P (er(¢+9r) +efz(¢+.(2r)) dt

€i¢ o €_i¢ 0

— 7 ez(zH—Q)r dt 4 T / ez(u—.Q)r dr
0 0

e’ i N e g

2 a+ 82 2 a— R

(et e if Im(a) >0,  (C28)
= — . if Im(a) >0,
2\ax2 Ta=0 “

and similarly

. 1 . ) .
/ Pl sin(qb + .QT) dr = — Pl (et(¢+9r) _ efz(¢+(h)) dr
0 2i Jo
P e [0
- ei(a+.(2)r dT - / ei(a—.Q)‘L' d'L'
2 Jy 2 Jy
e’ i e

Ea+.§2 C 2ia-R

1 e e~ .
= — — ; if Im(a) > 0. (C29)
2\a+8£2 a—52

The 3 required integrals therefore calculate as

/ i@k —n2)e cos(¢p + 27)dr
0

. i} —i¢
_i ( ¢ + ¢ ) L (C30)

2 a)—kHU”—(l’l—l)Q C()—kHUH —(n—I—l).Q
/ ORI cos(p — Y 4+ 27) dr
0
i PUCaD) e~ io=v)
== + ; (C3D)
2 a)—kHU”—(I’l—l)Q C()—kHUH —(l’l—l—l)g

/ e @R gin(¢p + R27) dt
0

1 e e ¢
= - ) (C32)
2 C()—kHU”—(I’l—l)Q C()—kHUH —(l’l—l—l)g
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and all 3 results require Im(w) > 0. This strictly appearing restriction is removed later
by the analytic continuation, once the fluid integrals over the fV are calculated. We
therefore managed to finish the integration of (C24) along the unperturbed orbit and
our latest full result for fV reads

f(l)z_ﬂ Z Z eHm=m@=y (] ()

m,
n=—00 m=—00

iE, e N ¢
X
2 Cl)—kHU”—(l/l—l)Q a)—kHvH —(l’l+1)9

N E, e e
2 C()—k”UH —(l’l—l)Q (,()—k||1)||—(l’l+1)9

AR T
w 8UJ_ w 8vH

+Ez |:l af() + E (U“aﬁ) — ULaﬁ)>

a)—kHvH—nQTv” w

i elo—v e~ io—v¥)
X = + . (C33)
2 w—kHv”—(n—l).Q C()—k”UH —(l’l+1)Q

Obviously, the result is not very pretty, and we would like somehow to pull out the
denominator w — kv, — n§2 from all the expressions, so that the ‘resonances’ are
grouped together. The trouble is the shifted (n — 1)§2 and (n + 1)§2. However, all
expressions are preceded by >~ . It is therefore easy to shift the summation by
one index, where terms that contain (n — 1)§2 require shift n =1/+ 1, and terms that
contain (n + 1)£2 require shift n =1 — 1. The transformation is easy to calculate, for
example the terms proportional to E, transform as

Z e+1(m—n)(¢_‘/f)Jn (/1) .
oo ® =k — (n—1D$2
N pim— 1) ”
_ (m—i— - J /l w— kon — 19
1;,06 i )w—kuvn_m
- —i(¢—1) pi¢
= H D@y () ———
/=Zooe el )a)—kHUH_lQ
- +iim=D($—v) .
— T (D) o
/; ¢ 1 )a)—kHUH — 182 ( |
o0 X 7i¢
S ey
P @ =k — (n+ 12
= Z €+l(m—l+l)(¢_l//)Jl—| (/l)—
P w — kv — 182
= +i(m—1) (=) - o
_ e () .
zzz—;e 1 )a)—kHUH_IQ o
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Adding the two equations together, both E, terms therefore transform as

o Hm=D@—)

(C34)+(C35):Z P —

I=—00

(T1 (D™ + T, (De™) . (C36)

The transformation of terms proportional to E, is almost identical since the 2 terms
are just subtracted, and it is equivalent to

e Him=D(@=v)

_ _ +iy —iy
(C34) — (C35) = 1; Py S—T> (et =T (De™™) . (C37)

The terms proportional to E, are now very easy to transform and

oo i ,]//
Z Hm @@= () oy
oo " (,l)—k”l)” — (n— 1)9
— +i(m—1)(¢—lﬂ)J H)—— C38
l;;e LT Py e (C38)
o —i(¢—v)
Z e+i(m—n)(¢—1/f)_]n(/l) e
w—kjvyy—m+1)82
n=—0o0 I
— Fim=D@=Py (3 , C39
l;;e Sl Py s (C39)
and together
X pHm=D@—¥)
C38)+(C3N=) —————= T +I1(). (C40)

P w — kHU” — 12

We therefore managed to rearrange the summation and equation (C33) for fO
transforms to

. ° > eTim=D(¢—=1¥) iE, ) )
U ol 30 { |75 (et 4 3, 0e)

m, 00 M——00 w — kHU” — 2 2
" 2 (JIH(/DE J (e )] [(1 w 8vl+ w v
a k ) 0 ]
+Ez |:IJI(/D8‘f) + i (U”af) — UJ_af)> % (J[.H(/l) +J1_1(/l)):| } . (C41)
I 1 1

This is much prettier result than (C 33) since all the cyclotron resonances of the same
order are nicely grouped together. We are essentially done, however, there is one more
step that allows further simplification and that is the use of Bessel identities

21
Ji1@) + I (@) = ZJZ(Z); (C42)
Jim1(2) = i (2) = 23(2), (C43)
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where the prime represents a derivative, so J)(z) = 9J,(z)/dz. The contributions
proportional to E,, E, are rewritten as

T e 43, (De™ = T ()(cos ¥ + isiny) + - (D)(cos ¥ — i sin )
= (i1 (D + T () cos ¥ + i Ji41(A) — T () sinyr
= %J;(/l) cos Y — 2iJy(A) sin y; (C44)

T Det™ =T (De™ = T (D (cos ¥ +isin ) — Ji_ (D) (cos ¥ — i sin )
= (J1 (D) =T () cos ¥ +i (Ji11 (D) +Ji-1 () sin

= —2J/() cos ¥ + i%J,u) sin (C45)

and the contributions proportional to E, are trivial. The expression for f reads

20 X Hm-DG—Y)

m _ _9r K (1 I
= m, IZ Z ©— Koy — ZQJm(/l) { [lEx (/IJI(/I) cos Y — iJ;(A) sin w)

+iE, <iJ;(ﬂ) cos ¥ + L1,() sin w)] [(1 - ”"k> o, kv 8f0]
z w 8UJ_ w avH

+iE.J/(2) {% LRl <vaf° - af“)] } : (C 46)

aUH w A BUJ_ vlaUH

Pulling the i out to the front, re-grouping the E,, E, terms together and renaming [/ — n
(since it is somewhat nicer and cannot be confused with imaginary i, even though it
can be confused with density n,), together with reintroducing the species index r for
‘D for, A, and $£2,, yields the ‘grand-finale’ result of this section, in the form

] ad i i(m—n)(p—y)
0= e LA E
g M n;wm;oo w — kyvy —n$2, () A (Excos ¥ +E, sin )
k ofo, k ofo,
+ iJ,(2,) (—E, siny + E, cos 1//)} [(1 — U”> fo L Fave fo ]
w avJ_ w 81)”

TELW) [af"’ L (8f°’ -~ af”’)] } . (C47)

aUH w 8vH V| aUJ_

The quantity A, = k,v,/$2,, and $2, = g,By/(m,c). The expression is equivalent to
equation (4.88) in Swanson.!?

C.1. Case =0, propagation in the x—z plane

If we are interested only in linear dispersion relations (and not in the development of
higher-order fluid hierarchy suitable for numerical simulations), we can restrict
ourselves to the propagation in the x—z plane, as we have done many times
before when solving dispersion relations. In the x—z plane, the wavenumber
k = (k:, 0, k;) = (ki, O, k), or equivalently the angle ¥ = 0. In this case, the
expression (C47) simplifies to

13Swanson and others use notation dfo/dvy =fp1 and dfp/dv =fp), also in Swanson’s notation A, =b.
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l(m n)¢
o _ S — O
fr n—z—oo m; w — k”l)” —n.Q ( r)
« | g Ly (E,| |([1- ko) Yo | Kivs O
A, w ) ov ® Jv
of 12 [ Ofe Oy
+EJ,(4,) [ or _ 2 <UL L — i )] } (C48)
8U|| wv | aUH aUJ_

which is equivalent to the equation (10.3.12) in Gurnett and Bhattacharjee. In this case,
the coupling of the electric field components with the sum over index m disappears,
and the sum can be left in its original form Y > _ e™™?], (1) = ¢t*"¢  yielding

m=—0o0

—mqu

m _ lqr i sing
fr m, n;@ w — k”UH — n.Q
« LW v ag, | [ (1= ) Yo kve Ao
A, w /) dvy w Jy
o 12 [ Ofe O
+EJ, () [ for 1 (m for _ o >]} (C49)
81)” (O a'UH 8UJ_

If the last term proportional to E, is compared with the expression (5.2.1.9) of
Akhiezer, it appears that Akhiezer has a typo, where instead of the correct v, there
is a typo vy.

C.2. General fV for a bi-Maxwellian distribution

Prescribing f; to be a bi-Maxwellian distribution function, the general expression
(C47) for fO further simplifies. Since in the Vlasov expansion the gyrotropic f; was
assumed to dependent only on v, i.e. fo(vi, vﬁ) and be x, ¢ independent, the fluid
velocity u is removed from the distribution function and the ‘pure’ bi-Maxwellian is

oo _ 2 2
WL gy —arv] (C 50)
T T

Jo=no,

where o) =m/ (2Tﬁo)), oy =m/ (2Tio) ), or in the language of thermal speeds, vfh” =

2Tﬁ0) /m=oqay ' and Vi = 2Tio) /m = a'. We prefer the « notation instead of the
thermal speed vy, since in long analytic calculations, there is a lesser chance of an

error.
It is straightforward to calculate that for a bi-Maxwellian
afo m,
2= =20V fo=— G v fos (C51)
o) 7
8f0 m,
E =—2a,v, fo= —ﬁvifo- (C52)

The bi-Maxwellian distribution f; therefore can be pulled out (together with —m,) and
the general expression (C47) rewrites
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e Him=m@—v)

o0 o0 Q
QIR E § r .
f; = lq,:ﬁ)r . m],n(/lr) { |:an(ﬂr)kl (Ex COS lp + Ey S w)

n=—00 m=—

(0)
1r T\ TLr

|r

1 ns2, 1 1
+ EJ. (1) @ T o \10 70 : (C53)

oy/ . 1 k”UH 1 1
+ iJ,(14)vy (—Ex siny + E| cos w) W + o |70~

I

C.3. General fV for a bi-kappa distribution
A bi-kappa distribution function (as used previously in Part 1 of the manuscript) reads

I'k+1) |o«
Jo=no——— f”i[l—l-a“vﬁ—l—ouvi

]—u+n
F(K—%) T T

, (C54)

where the abbreviated o = 1/(x6}), a1 =1/(k67) and the thermal speeds are 6} =
(1 —=3/Qi) Q2T /m,), 63 = (1 —3/(2k))(2T\) /m,). We have again emphasized the
species index r only where necessary, even though in the final expression for fV we

will use the proper «,, ory,. Also, the k-index should be written as «,, since the index
will be different for each particle species. The derivatives of f; are

b 2(k + Dayv

W _ _ LNy (C55)
dy 1 +apvj +av]

a 2 1

fo __ (k +2)ouvL2fO’ (C56)
avl_ 1+aHU”+aJ_Ul

which yields the fV for a bi-kappa distribution

iq, 20k, + Dfy, R > +i(m—n)($—v)
PRI U s T ) < I OB
m, (1 +<x||,v” +O(lr'UJ_) C()—k“'UH —I’lQr

n=—00 m=—00

£, .
X { {n],,(/lr)k (Ex cos ¥ + E, sin 1//)
L

kjvy

+ dJ (A)vy (—Ex sin ¢ + E, cos W)] [aﬂ + (o) —1r)

W
ns2,
+EJ.(4)v) |:Olr T (a — au)] } . (C57)

In the limit ¥k — oo, (C57) should ‘obviously’ converge to the bi-Maxwellian (C 53).

C.4. Formulation with scalar potentials @, W

In kinetic theory and especially in the formulation of Landau fluid models, instead
of electric fields, it is often useful to work with scalar potentials @, ¥, that should
not be confused with azimuthal angles ¢, i for the velocity and wavenumber in the
cylindrical coordinate system. The usual decomposition employs the scalar potential
@ and the vector potential A, according to
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B=B;+V x A; (C58)
10A

E=—-Vo———, (C59)
c Jt

and it is useful to choose the Coulomb gauge V - A = 0. By exploring the equation
for f, it is noteworthy that the perpendicular electric fields E,, E, are ‘coupled’
through the azimuthal angle . In contrast, the parallel electric field component E,
is on its own. Of course, this is partially a consequence of using the cylindrical
coordinate system, which has natural coordinates to describe gyrating particle. It
turns out that, in this case, the calculations can be simplified, if the (C59) is kept
for the perpendicular components E,, E,, but the E, field is rewritten with another
scalar potential ¥ according to

1 94,
E,=—0,D — — > (C60)
c 0t
E,=—03,® 134, (C61)
o c ot’
E.=—3V. (C62)

Here we follow the notation of Passot & Sulem (2006, 2007). Note that in §§ 3 and 4,
we used variable @ for the potential of the parallel electric field E,, which is here
referred to as ¥. This transformation enables the elimination of vector potential A, as
we will see shortly. Since for the E, component the (C59) is still valid, implying

1 0A, 0A,
E,=—0® —— =—-0,¥; = =—co,(P - V¥), (C63)
c 0t ot
or in Fourier space
Ck”
A,=— (D —V). (C64)
1)

Using the Coulomb gauge in Fourier space k -A =0 implies'*

kA, + kA, + kA, =0; (C65)
. kH Ckﬁ
Aycosy +A,sinyy =——A, = — (@ —V). (C66)
i kJ_ (,l)kJ_
The electric field components in Fourier space read
)
E =i [—qbkl cos ¥ + —Ax} : (C67)
c
Ey=i |-k, siny + 24, ; (C68)
c
E,=i[-k¥], (C69)

and the expression with E,, E, components on the first line of (C53) for f is

14The Coulomb gauge is sometimes called the ‘perpendicular gauge’ since the vector potential A is obviously
perpendicular to the direction of propagation k.
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E,cos {f +E,siny = i[—cbkmuf (A, cos ¥ + A, sin w)}
. .

w ckj ki
=i|-Qky ———(@—-V)| =i |—DPk, — — (@ —-V)
ckw ki
ki ki
= ik, |— 1+k—2 <D+k—2111 . (C70)
1 1
Furthermore, since 0B,/dt = —c(d:E, — 0,E,), which in Fourier space rewrites
(w/c)B, =k.E, — k,E,, implying
—E siny +E, cos ¥ = —B.. (C71)
CkL

The bi-Maxwellian equation (C53) then reads

e Him=m@—v)

W = — 1,
fr qrfOr Z Z a)—kHUH —n.Qr m( r)

n=—00 m=—0o0

kﬁ kﬁ WV
x e [ [(1+L2 ) e~ Tw | -3@w)——B.
kl kl ij_

X

()
TJ_r

YTy
1 ns2, 1 1
il == R X (C72)

©) ~ 70
Ir o \T), T

1 k” UH 1 1
w

+ lpJn(/lr)k” U”

which verifies (7) of Passot & Sulem (2006) (their preceding (6) contains a small
misprint, and on the right-hand side should have /¥ instead of f").
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