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Abstract

The main object of this paper is to provide the solution of an open problem raised by Professor
Ron DeVore concerning constructing interpolating process Hn[f, x] satisfying the inequality
(1.11). Results on simultaneous approximation are also obtained.
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1. Introduction and main results

Jackson's well-known theorem [6] concerning best approximation is of fun-
damental importance in the constructive theory of functions. Subsequently,
Jackson's theorem has been sharpened by S. N. Nikolskii [10], A. F. Timan
[12]. The essential feature of Timan's theorem is the improvement of the
order of approximation near the ends of the interval.

For a function f(x) denned on [ - 1 , 1] we put

(1.1) (or(f,t)= sup sup |Aj;/(x)|
-l<x,x+hr<\\h\<t

for the rth modulus of smoothness. Timan's theorem has been generalized
by J. A. Brudnyi [1] and may be stated as follows.

THEOREM A. For every continuous function f(x) defined on [ - 1 , 1] and
for an arbitrary natural number r and n greater than or equal to r - 1
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there exists an algebraic polynomial Pn(x) of degree at most n such that, for
- 1 <x< 1,

(1.2) \f(x)-Pn(x)\<Arcoif,

where Ar is a constant depending only on r.

In an earlier work the first author [13] gave a new proof of the inequality
(1.2) for the case r = 1. Here the process is a weakly interpolatory in the
sense that it is uniquely determined by the values of the given function at
the zeros of TchebychefF polynomial of the first kind.

There is an interesting question that was posed both by G. G. Lorentz and
S. B. Steckin as to whether it is possible to replace the inequality (1.2) by

(1.3) \f(x)-Pn(x)\<Arcor[f,

This was shown to be possible in the case r = 1 by S. Teljakovskii [11] and
in the case r = 2 by Ron DeVore [5]. The first author and T. M. Mills [8]
also gave an interpolatory proof of the inequality (1.3) for r = 1. It turns
out the process developed in [8] cannot provide the proof of inequality (1.3)
for r = 2.

In a letter to the first author, Ron DeVore raised the problem of obtaining
an interpolatory process which also provides the inequality for r = 2 as well.
The main object of this paper is to show that the answer to this interesting
question is in the affirmative. Now we shall turn to describe these results.

Let

(1.4) rn(jc) = cosrt0,cos0 = ;c, - I <x< I ,

be the Tchebycheff polynomial of degree n . We denote by

(-l)fc+I(l -x2 )1/2 T (x)
(1.5) lkn(x) = ^ -*—- ,k=\,2,...,n

" X~Xkn

the fundamental polynomials of Lagrange interpolation based on the nodes
xkn where

., .. (2k- l)n , , „
(1.6) * f c n = c o s v ^ ,k=\,2,...,n
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are the zeros of Tn(x) in ( - 1 , 1). Write

( L 7 )

and

{ y r ^
4 ) ,K - Z , 1, ... , n - I

Let / e C [ - l , 1], we define

fc=i

and

(1.10) Hn(f, x) = Gn{f, x) - ^±^L{Gn{f, 1) - /(I))

Concerning Hn(f,x) we shall prove the following.

THEOREM 1. Let f e C [ - l , 1] anrf / / „ [ / , x] be defined as in (1.10).
Then we have

(1.11) \f(x)-HH(f, x)\ < Cxco2 ( / ;

THEOREM 2. Ler / e C ( 1 ) [ - l , 1] a«c? / / „ [ / , x] be defined as in (1.10).
Then we have

(1.12) |

Furthermore if

n n ^ K
(1-13) n

2 _ x .

https://doi.org/10.1017/S1446788700034248 Published online by Cambridge University Press

https://doi.org/10.1017/S1446788700034248


[4] Pointwise estimates for an interpolation process 287

then

(1.14) \Q'n(f, x) - f\x)\ < c,co if';

The next theorem provides the solution of the problem of simultaneous
approximation of a function and its derivatives through interpolation poly-
nomials (weak interpolation).

THEOREM 3. Let f(x) e C ( 1 ) [ - l , 1] and

(1.15)

/„(/, x) = Hn(f, x) - {±tp-(Tn(x) - Tn(l))(H'n(f, 1) - /'(I))

4n2 {Tn{x)-Tn{-\)){H'n{f,-\)-f\-\)).

Then we have

(i.i6) |/ r )W-yn
(r )(/,x)| <

2. Representation problem

Let nn be the set of all polynomials of degree at most n . We shall prove
the following formula for Ptl_l e nn_l.

LEMMA 2.1. Let Pn_l e nn_l. Then we have (x = cos9)
(2.1)

In In)) + 4Pn_l(cos(6 + n/n)

6P,,_1(cos0) + 4Pn_1(cos(0 - n/n)) + / ^ ( c o s ^ - 2n/n))}.

Since Gn{f, x) is a linear process, we only need to verify if (2.1) is valid
for

Pn-i(x) = cosi/d, v = 0, 1, . . . , n - 1.
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From the definition of Gn{f, x) we have

(2.2) Gn{Pn_x, xJn) =

From (1.7) and (1.8) we have

6l2n(x) + 4l3n(x) + I4>n(

16
k = 3,4, ... ,n-2,

>-n.nV~> 1 6

Denote by In(Pn_l,x) the right hand side of (2.1). For j = 1 we
have

= x)Gn(Pn_l,xln)

and

+6cosu6ln + 4cosu (dXn - ^

1 F i n vn In 5n
-r-2 lOcos^— + 5cosi/^— + cosi/^-
16 [ In In 2n

Similarly, we can prove that Gn{Pn_x, xjn) = In{Pn_x,xjn) for ; =
2,3,... ,n. Now we note that Gn {Pn_x, x) and In{Pn_x, x) are both
polynomials of degree at most n - 1 and agree with each other at x = xjn ,
j = 1, 2 , ... , n . From this it follows that

and the lemma is proved.
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3. Estimates of An{f, x)

Put

4,(/,x) = 2 [/(xcos^) -/(x)] +8 [/(xcos£) -/(x)]

(3.1) ~(l+x)

- ( 1 - x )

We shall now prove the following.

LEMMA 3.1. Let / e C(2)[-l, 1] then we have

(3.2) \An(f, x)| < c ^ ^ M 2 , M2 = max

where c is an absolute constant independent of n, x and f.

PROOF. A simple calculation shows that

(3.3) . „ .
= Icos—- 1 1 / (?/,) + 4 (cos - - 1J / (̂ 2)

and

( M ) v co4)+4/(-coSi)-V(-D

where - 1 < nx, n2, >/3, rj4, < 1. Also note that

(3.5) An(f,
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From (3.3), (3.4) and (3.1) we have

A'H(f, x) = 2 [cos ( £ ) / ' (*cos^) -f\x)]

+ 8 c o s - / JCCOS- ) - f (x)\

- (cos ̂  - l) f\Vl) - 4 (cos£ - l) f\n2)

= 2 [cos^ (/ ' (xcos^) -/'<*)) +/'(x) (cos^ - l)]

+ 8 [coŝ  (/' (xcos^) -f'(x))+f'(x) (cos£ - l)]

+ (cos ̂  -

+ 4 (cos £ -

Therefore, by the Mean Value Theorem we have

(3.6) \A'n(f,x)\<32sin2{^)M2.

Next, let 0 < x < 1 then by (3.5) and (3.6) we have

An(f, x) = An(f, x) - An(f, l) = (x- l)A'n(f,

Hence

(3.7) \An{f,x)\ < (l-jc)32il

Similarly if - 1 < JC < 0, we obtain

(3.8) W/. ,^

From (3.7) and (3.8) we obtain the required result.
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4. Main estimates

We shall now be able to prove the following.

LEMMA 4.1. Let / e C ( 2 ) [ - l , 1] and let qn_l(x) be the polynomial sat-
isfying the inequality, for -1 < x < 1

(4.1) \f{x)-qn_iix)\<CiLl^M2,M2= max \f(x)\.
n — is-ts1

Then we have

(4.2) \Hn[qn_,, x] - qn_x{x)\ < c2{\{x))2M2 , - \ < x < \ ,

where c , , c2 are absolute positive constants independent of n, x, f, and

PROOF. From the definition of Hn(f, x) as given by (1.9), (1.10) and
Lemma 2.1 we have

(cos if

l e W f f , . , , x) - qn_x{x)) = qn_x (̂ cos [Q + ^ ) ) + Aqn_x (cos (d + ^

+ Aqn_x (cos (e-%))- ^ . . . (cosf l) + qn_x (

(4-3) - ( l + x ) ^ . . , ( c o s ^ ) +4qn_l (cos5) - 5 ^

- (1 -x) {<?„_,(- cos £ - cos ^ -

where ^ n (^ w _, , x) is defined by (3.1) and Bn(qn_x, x) is stated as follows.

*„(«,-! ' *) - «.-! (C0S

(4.4)

If we set a, = cos 0 cos ̂ , /?, = sin 6 sin ^ , a2 = cos 0 cos | , and fi2

sin 0 sin \ then

5 n (^_ ! , X) = Aj ^ _ , ( a , ^

(4.5) = A^(<?„_,(<*,) - / (a , ) )
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Since pl, p2 = 0{^^) and 1 - a, = 0(1 - x2 + n~2) and 1 - a\ =
0{l-x2 + n~2) it follows from (4.1) and (4.5) that

(4.6) BH{gH_ltx) = o(^- + ^JM2.

Furthermore by (4.1) and (3.1) we have

(4.7) \An{qn_x - f, x)\ = O [

Next by (4.3), (3.2), (4.6), (4.7) we have

(4.8) l6[Hn{qH_1,x)-qn_1(x)]

This proves Lemma 4.1.

We also remark that if / e C ( 2 ) [ - 1 , 1 ] then

(4.9) \Hn[qn_x,x]-qn_x{x)\ = O\]—f-\M2,M1= max
\ ft I I S S

Let 0 < x < 1, then

(4.10) Hn[qn_l,x]-qn_l(x)

= Hn[qn_x, x] - qn_x{x) - {Hn{qn_x, 1) - ^ _ ,

where x < £ < 1.
If / T T x > l/« then from (4.2) it follows that \Hn[qn_x, J C ] - ^ _ , ( X ) | =

0(^-)M2 . When s/Y^x < 1/n we use (4.10) and

(4.11) \Hl[qn_x,x)-q'n

(This is immediate from the result of V. K. Dzyadyk [3] and the fact that
Hn{qn_x, x) - qn_x(x) is itself a polynomial of degree at most n - 1.) Com-
bining the results of (4.10) and (4.11) we have

\Hn[qn_x, x] - qn_x(x)\ < C^M2 < C{
)—^M2.

n n
The proof of (4.9) for the case when -1 < x < 0 is similar.
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5. Fundamental estimates

Here we shall prove the following.

LEMMA 5.1. Let f e C ( 2 ) [ - l , 1] and let Qn_x{x) be the polynomial of
degree at most n - 1 satisfying (4.1). Then we have

(5.1) \Hn{f - qn_x, x)\<cJ—^-M2.
n

PROOF. First we give a corresponding estimate for Gn{f,x). From the
definition of Gn(f,x) as given by (1.9) we have

(5.2) Gn{f-qn_x, x) =
fc=i

From (4.1) and [13] (C is an absolute positive constant) we have

(5-3) J2\XknM\<C
k=l

and it follows that l-x2
n = O(n~2),\-x

2
nn = O(n~2),

(5-4) \(f(xkn) - qn_x{xkn))Xkn{x)\ = O(n~4)M2, k = 1, 2; n- 1, n.

Next we consider the sum

(5.5) c(x) = J2(f(xkn) - qn^(xkn))Xkn(x).
k=3

Clearly

CM2
 ("-2

U=3

Next, we note that for k = 2, 3 , . . . , « - 2 (see [13]),

(5.7) 4>k{x) + <f>k+l{x) = ( - 1 ) coswOsin
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where

From these observations it follows that

(5.9) £ ( 1 - x2
knMk(x) + </>k+l{x)\ < (1 - x2) J2 \h(x) + 4>k+1{x)\

k=3 k=3

fc=3

By (5.7), (5.8), (5.9) it follows that

n-2

Hence

(5.10)
k=3

From (5.10) and (5.6) it follows that

(5.H) \C(x)\<^(l-x2 + n-2).
4«

Therefore we have

(5.12) !<?„(/-,„.,, »)| _ O {^f + J , ) .maxj/'MI.

(Here we have used (5.2), (5.4), (5.5) and (5.11)). Now from the definition
of Hn{f, x) as given by (1.10) and (5.12) it follows that

(5.13)

Let 0 < x < 1. We have two cases to consider, First, if y/\ - x > l/n then
from (5.13) we have

(5.14) \Hn{f - qn_, ,x)\ = O V~jP\ M2.
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Next, consider \ / l —x < 1/n . Since Hn(f - qn_l, 1) = 0 we have

(5.15) Hn{f-qn_l,x) = Hn{f-qn_l,x)-Hn{f-qn_{,\)

= (l-x)H'n{f-qn_1,t),x<Z<l.

Next, we note that Hn(f - qn_x, x) is itself a polynomial of degree at most
n - 1 and satisfies the inequality (5.13). Therefore, using the Dzyadyk in-
equality [3] we obtain

(5.16)

Therefore from (5.15) and (5.16) we have

Therefore for 0 < x < 1 (similarly also for - 1 < x < 0)

(5.17) \HH(f-qn_l,x)\ = o(^-MA .

This proves the lemma.

6. Proof of Theorem 1

Here we will provide the proof of Theorem 1. Let / e C [ - 1 , 1]. Then

f(x)-Hn[f,x]

where qn_x{x) is the polynomial of degree at most n - 1 satisfying (4.1).
By (4.1), (4.9) and (5.1) we have

(6.2) \f(x) - Hn[f(x)]\ = 0 (^-^)

Now applying the theorem of Ron DeVore [5] (Theorem [2.4]) it follows that
if feC[-\, 1] then

(6.3) |/(*) - Hn(f(x)\ < Cco2 (f,

This proves our main theorem.
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7. Proof of Theorem 2

Here we provide the details of the proof of Theorem 2. Let / e C(2)[-1,1].
First we note that

+H'n(Pn_l,x)-H'n(f,x)

Here we have chosen Pn_{(x) to be the approximating polynomial of f(x)
on [-1 , 1] such that

(7.2) \f(x) -PH_t(x)\ < C5 ( l ^ - + - U M2,M2 = max \f"(x)\
\ n n j -'<*<'

and

(IVi \f(x\-P (x\\ < C \ \ \M
(7.3) i / w pn-M)\<c6y n + ni)

Mi-
The existence of such a polynomial is well known (see [11, Theorem 1, p.
164]). Clearly

(7.4) 17,1 = \f\x) - P'n_x{x))\ - O ( ~X + ̂  J M2.

Following as in the proof of (4.2) it follows that

(7.5) \PH_x(x) -Hn{Pn_,x)\ = O [ ^ - + ^M2.

Now, we note that /-"„_, (x) - Hn{Pn_x, x) is itself a polynomial of degree at
most n - 1 satisfying (7.5) and from Dzyadyk inequality [3] we obtain

(7.6) \K-i(x) - H'n{Pn_x, x)\ = C7 ( ~X + ̂  J ll/"ll •

Similarly we also obtain for / e C2[- l , 1]

(7.7) \Hn(Pn - / , x)\ < C8 f i - ^ + -1 ) M2, - 1 < x < 1
\ " n J

and

(7.8) I/I^CP^, - / , JC)| < C9
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Therefore for fe C ( 2 ) [ - l , 1] we obtain from (7.1), (7.4), (7.6) and

297

(7.8) \f\x) - H'n(f, x)\ < C
10

^ J M2, - 1 < x < 1.

Therefore applying DeVore [Theorem 2.5] we have for / ' e C [ - l , 1]

\f\x) - H'n(f, x)\ < Cn<o If', N / l~*2 + ±) .

The proof of (1.14) is easy and so we omit the details.

8. Proof of Theorem 3

PROOF OF THEOREM 3. From Theorem 2, we have

(8.1) \H'n(f, ±1) - / ' ( ± 1 ) | < Cco(f', 1/H2) .

Also, we note that

(8.2) - * T—*— < — , - ^ T—2— < \ - x .

Combining (8.1) and (8.2), we obtain

Tn(x)-TH{1) (l+xf[H'n(f, 1)- / '

< C m i n { l / n 2 , l - x , l+x)}co(f', l/n2).

If 1 - x2 > l/n2 , then we have

If 0 < 1 - x2 < l/n2 , we have 1 - x2 < ^ ^ - ,

\ ft / ** \ "

Moreover, we have /.(±1) = 0. Hence for x e [ - 1 , 1] we obtain

(8.3)
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Similarly we have

[15]

(8.4)

<C
n \ n

Thus, from Theorem 1, (8.3), (8.4) and (1.15), we get

\f(x)-J(f,x)\<C

By (8.1) and the definition of /,(*) we have

\l[(x)\ < Ceo (/', 1 ) , \l'2(x)\ < Ceo ( / ' , -L) .

Then from Theorem 2, and the above estimates

\f\x) - J'n(f, x)\ < Ceo if',

On the other hand it is easy to verify that / ' (±1 ) - J'n{f, ±1) = 0. Hence,
using similar arguments as before, we can prove that

\f\x) - J'n(f, x)\ < Ceo if',

This proves Theorem 3 as well.
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