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SYNCHRONOUS AND ASYNCHRONOUS 
REVERSIBLE MARKOV SYSTEMS(1) 

BY 

D. A. DAWSON 

ABSTRACT. The relationships between synchronous and asyn­
chronous reversible Markov systems are investigated. It is shown 
that the invariant measure of such systems is a second order 
Markov random field. The conditions under which the invariant 
measure is a first order Markov random field are obtained. 

1. Introduction. It has been shown by F. Spitzer [4] that a Markov system 
with continuous time parameter which is time reversible has an invariant measure 
which corresponds to a Markov random field. We introduce the concept of an 
asynchronous discrete time Markov system which has the same property. In this 
paper these asynchronous systems are compared and contrasted with the class of 
synchronous Markov systems which were introduced by the author in [2]. 

2. Basic terminology. Let A be a countable set, S a finite set and T=SA. T will 
serve as the state space for the class of Markov chains to be discussed. Let ^ be 
the cr-algebra of subsets of V generated by the coordinate functions and for B^A9 

let &B be the ff-algebra generated by the coordinates in B. A mapping P: T(g)^-> 
[0, 1] is a probability transition kernel if for each y eT, P(y, •) is a probability 
measure on ^ and for every G e @, P(-, G) is a ^-measurable function. 

To each a G A, there is an associated finite subset of A denoted by N(a.) whose 
elements are called the nearest neighbours of a. We assume that the sets JV(-) 
satisfy the condition: 

(2.1) p e ]V(a) if and only if a G N(p). 

For each a, a mapping 

9 a : S * w ® S w - * [ 0 , l ] 

is a local probability transition kernel if for each | G SN{a\ qa(£, •) is a probability 
mass function on ^{a}. qa(-9 •) is said to be strictly stochastic if for each | G SN(a) 

and s G S, qa(Ç, •?)>(). 
The kernel P(-, •) is said to be the synchronous kernel associated with the col­

lection {qa(-, •): a G A} if for every finite subset B^A, y ET and {xa e S:OLE B} 

(2.2) P(y, {/:y(a) = xa for each a G B}) = J J ^ ( a ) ^ *«) 
aeB 
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where for C^A and y e T, 7rcy is the restriction of the function y to the domain C. 
Let r ' = {0, \}A and let &' be the cr-algebra of subsets of V generated by the co­

ordinate functions. Let Q be a probability measure on <&' which satisfies the con­
dition: 
(2.3) for any two finite subsets Dx and Z>2 of A with Dx f\ D2 = 0, 

e*(Z>i; Z)2) = Q({y:y(a) = 1 for a e D± and y(a) = 0 for a G D2}) 

> 0 

if and only if the set Dx contains no pair of distinct nearest neighbours of 
A, that is, a and /? with a G N((î) and oc 5̂  /?. 

For example let £}x be the measure which makes the coordinates independent and 
such that for each a e A9 fii({y:y(a)=l})=l/2. Then let F: T->r be the mapping 
defined by 

F(y)(a) = y(a) if y(0) = 0 for all /? GiV(a)-{oc} 

= 0 if y(j8) = 1 for some 0 e iV(a)-{a}. 

Then if Q^G^Q^F-^G)), it is easy to verify that Q2 satisfies condition (2.3). 
Given a measure Q on ^ ' which satisfies condition (2.3) and a collection {qa: 

oc G ̂ 4} of local probability transition kernels the associated asynchronous proba­
bility transition kernel P(% •) on T is defined as follows. For each finite subset 
B^A, ye T and {xae S:OLEB}9 

(2.4) P(y9 {y :y(a) = xa for each a G B}) 

= I r f i * ( A B - D ) I I « ^ M . ) y , x « ) I T ô(ya9xa)\ 

where the summation runs over all subsets D of B and 

<5()>«, *«) = 1 if Ja = *« 

= 0 i f j ; a ^ x a . 

Note that the crucial property of asynchronous kernels is that simultaneous 
transitions at neighbouring sites are forbidden. 

A probability measure ju, on ^ is said to be an invariant measure for the kernel 
P(-, •) if for each G G g?, 

(2.5) /*(G) = (P(Ç, G)/i(df). 

A probability measure \x on G is said to be locally invariant for the collection 
{gra: a G A} if for each a, it is invariant for the kernel defined by 

P*(y> {y-Y(P) = xfi for each peB}) = qa(irma)y, *«) I I Kxfi9 ty) if oc e B 
peB 

= JJd(xfi9yfi) i fa^JS . 
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In other words Pa(-, •) is the kernel in which a local transition is allowed at a but 
nowhere else. 

3. Reversible systems. Given a finite subset B^A we denote by dB the set 
of elements in A—B which are nearest neighbours of elements of B. We define a 
sequence of boundaries drB as follows : 

ar+1J5 = drB U d(B U drB). 

In other words drB is the set of points in A—B whose "distance" from B is less 
than or equal to r. 

A probability measure [i on ^ is said to represent an rth order Markov random 
field if 

(3.1) for any finite B c A and G e &B, [JL(G) > 0, 

and 

(3.2) if B E= {a} where a G A and G G ^ , then [x(G \ <&Bc) = /*(G | ^ r I ? ) 

with probability one. 
Let f i = T z + where Z+={0, 1, 2, 3 , . . . }, let & denote the product cr-algebra 

ot subsets of Q and for n=0, 1, 2 , . . . let Xn(co) denote the nth coordinate of co, 
that is, the state of the system at time n. Given an invariant initial probability meas­
ure ix on r and the kernel P(-, •) we can construct a measure P on (£i, ^) such that 
{Xn} forms a time homogeneous Markov chain with transition probabilities given 
by P(-, •)• If {^n} is a Markov chain with invariant initial measure, then the Markov 
chain reversed in time is also a time homogeneous Markov chain. The Markov 
chain is said to be reversible if for G e @ 

(3.3) P(X0 G G I cr(Zi)) = P(Xl9 G) with probability one. 

PROPOSITION 3.1. Let {Xn:n>0} be a strictly stochastic Markov system (either 
synchronous or asynchronous) associated with a family of local kernels {qa(-, •)• 
cue A} and let [i be a measure which is locally invariant. Then jbt represents a first 
order Markov random field and \i is invariant for the asynchronous system. 

Proof. Consider a fixed site a0 e A and fix the boundary conditions on 3({a0}). 
Since the measure is locally invariant, JU(- \ @{<Xo)c) is the invariant measure for the 
Markov chain obtained by allowing a sequence of transitions at the site a0. But 
since the system is strictly stochastic, JU(- | #{(lof) is uniquely determined and de­
pends only on the boundary conditions on d(oc0}. 

We now show that fz is invariant for the asynchronous system. Let B be a finite 
subset of A and let G={y:y(<x)=xa for each a G B} G @B. Then 

[P(y, GMdy) = 2 Q*(D, B-D) f n qJL*moy, *J I I <5()>«, x > ( ^ ) . 
J DCS J <xeD aeB-D 
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Hence it suffices to show that if Q*(D, B-D)>0, then 

a.s. (3.4) f I T « . fawd* *«) I T %y„ xa)[i(dy \ ^Bo) = KG | &Bc) 
J aeD aeB-D 

But since D={al9. .. 9 aD} contains no pair of nearest neighbours if Q*(D9 B— 

D)>0, 

Si Tl^NMy, *J IT ô(y*> **)Kdy) = Pai ° • • • o P^(G \ &Bc) 
aeD aeB-D 

where 

PaX' I 9so) =jPJy, 'May | <$BC\ 

The result then follows by the local invariances. 
The next result is a discrete time analogue of a result of F. Spitzer [4] for con­

tinuous time systems. 

PROPOSITION 3.2. Let {Xn} be a Markov chain on the state space Y whose proba­
bility transition kernel is the asynchronous kernel associated to a strictly stochastic 
family of local kernels {qa(', * ) : a £ ^ } - Assume that pi is an invariant probability 
measure and assume that the corresponding Markov system is reversible. Then [À 
is a first order Markov random field and ju is locally invariant. 

Proof. Since the qa(-, •) are strictly stochastic it is easy to verify that if G is a 
finite cylinder set, then JU(G)>0. Let BX=E{VLQ} and fory>2, let B^B^ \J dB^. 
Let yl9 y2 e V be such that 

Let the events al9 a29 b, c be defined as follows 

al = {^BxX0 = ^Bjl} 

a2 = {^B^Q — ^B^} 

(3-4) U - / V 1 

c = {irBk_BlX0 = irBlr-BtYi} f o r s o m e finite k-

Let aX, at, b+
9 c+ be defined as in (3.4) but with X0 replaced by Xx. 

By the definition of conditional probability and (2.4), we have 

(3.5) P(al9 b, c | at, b+) = p(al9 b, c)q(al9 b; a2)Q*(Bl9 B2-Bàlp(al9 b). 

The reversibility assumption implies that 

(3.6) P(al9 b9 c | at, b+) = P(a+ b+
9 c+ \ a29 b) 

= Q*(Bl9 B^B1)q(a29 b; ai)P(c+ \ a29 b; BJ 
where 

P(c+ \a29b; BJ = (pBl(y, c)K*y \ az> b) 
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and PBl(y9
 c) is defined as in (2.4) except that Q*(*9-)is replaced by 

QUD19 D2) 

= 6({y-7(a) = 1 for a e Dl9 y(a) = 0 for a e D2} | y{\y(u) = 1 for a e B j ) . 

From (3.5) and (3.6) 

a 7^ m,+ \ n J , . R ^ [K^b)q(al9b;a2)l , 
(3.7) P(c^ \a29b; BJ = — — Lu(c al9 fc). 

L^(a2, b)q(a29 b; a^J 
But since ^cP(c+ \ a29 b; B±)= ^c ju(c \ al9 b)=l where the summation is over all 
configurations over Bk—B29 it follows that 

(3.8) p(al9 b)q(al9 b; a2)/^(a2, b)q(a2, b;a1) = 1. 

We now consider two cases. 

Case 1. |S |>2 where |S|=number of elements in S. If az={7rB XQ-=TTB y3} 
where 7TBi(yz)^7TBi(y2) and 7TBi{y^iTBi(y^9 then from (3.7) and (3.8), 

(3.9) p(c | al9 b) = p(c | a„ 6) = P(c+ \a2,b; BJ. 

Hence conditional on on @B^Bl, ^Bk-B% and <SBx are conditionally independent. 
Since this is true for all k9 [i represents a first order Markov random field. 

Case!. | 5 |=2 , ^={0,1}. 
By (3.7) 

.+ ..+ I . > - ^ P(c+>b\ a29b\B,) = P(c+ \a29b; BJ = P(c+, b+ \a2,b; BJ = 

= Ĵ5i0>> c)fi(dy)lfi(a29 b) 

= P^Cy, a2)^{dy)lix{a29 b) by reversibility 

= P(c, ft, 4 , b+ | B!)M«2, 6) 

= [Kai> b9 c)q(al9 b; a2)+^(a2, b9 c)q(a2, b; aj\lp(a29 b) since ax U a2 = Q. 

Hence 

/^(c | al9 b) = /<c | aa, b)q(a2, b; a2)+^(c \ al9 %(<*!, b)q(al9 b; a2)l/j,(a2, b) 

= ft(c | a2, fc)^(^2» b; a2)+[t(c | al5 fc)4(a2, b; ax) by (3.8). 

But since q(a29 b; a^)~\—q(a2, b; a2)9 this implies that 

and the proof is completed as in Case 1. 
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Since [i represents a first order Markov random field, the local invariance of // 
follows immediately from (3.8). 

PROPOSITION 3.3. Let \x represent a first order Markov random field. Then there 
exists an asynchronous Markov system having p as invariant measure and such that 
the corresponding system is reversible. 

Proof. Let the local transition kernels q(al9 b\ a2) where al9 a29 b are defined as in 
Proposition 3.2 be defined as follows. If ax^a29 let 

(3.8) q(al9 b;a2) = - if < 1 
Kp(aAb) [i{a1 \b) 

and let 

1 „ Ma21 b) 
= — i f m 2 J> 1 

K piaAb)-

(3.9) q(al9 b;a1) = 1- 2 <ïOi, b; a2) 

where K is the number of elements in the set S. For each b, it is easy to verify that 
q(-,b; •) is a stochastic matrix and that 

(3.10) fx{a11 b)q(al9 b;a2) = p(a21 &)g(aa, b; fli). 

This implies that ju is locally invariant and hence fi is also invariant for the asyn­

chronous system and the system is reversible. 

COROLLARY. Let JJL represent a first order Markov random field. Given a finite 
setB^-A andGe <SB9 

(3.11) KG\&Bc) = p(G\&dB) 

with probability one. 

Before stating the next result we must introduce a weaker form of a technical 
condition due to R. L. Dobrushin [3]. The measure /u on (T, ^ ) is said to satisfy 
the D-condition if there exists a version of the conditional distribution JLC(- | (SB C) 
such that 

(3.12) Max Supfc \/t(a \ 7rBcy)-fj,(a | irBcy')\ = r(fc) -> 0 
***BX

 x 1 

as k->co where Sup .̂ is the supremum taken over all y and y' such that TTB __By = 

PROPOSITION 3.4. Let {Xn} be the strictly stochastic synchronous Markov system 
associated with the family of local transition kernels {qa(*9 '):& e A}. Assume that 
ju is an invariant measure satisfying the D-condition and such that the corresponding 
Markov system is reversible. Then p represents a second order Markov random 
field. 
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Proof. Let Bi9 i> 1 be defined as in the proof of Proposition 3.2. Let 

a% = {TTBX0 = yBJ where yB^ e TTBT 

a2 = {TTBX0 = yBi} where y^ e TTBT and yB% ^ yB^ 

b = {7TB-BXQ = yB_B) where yB_B± e TTB_BY 

c = {"BZ-BXO = 7B,-B) where yB_B^ e TTB_BY 

d^i^-B^o^yB.-B,} where yB_Bz e TTB_BT 

and for some k>4, let 

where yBk_Bi e TB]_B^ and 

where 

YBk+i~Bk 7TBk+i~Bk * 

Let af, at, b+, c+, d+, e+ be defined in the same way but with X0 replaced by Xx. 
Given a finite set B^A, we define 

q.SBvdBxSB_+ [0> t ] a s f o l i o w s : 

^ ; > ; ) = IT^«(7riV(«^;j;«)-
aeB 

By definition 
(3.13) P fo , b9 c9d9e\ at, b+, c+, d+, e+) 

= \jt(al9 b, c, d, e)\n{a2, b, c, d, e)] • q(al9 b; a2) 

X <l(ai> b, c; b)q(b, c, d; c)P(d+, e+ | al9 b9 c, d9 é). 

Because the system is reversible, we also have 

(3.14) P(al9 b, c9d9e\ at, b\ c\ d\ e+) 

= q(a29 b; a1)q(a29 b9 c; b)q(b9 c, d; c)P(d+e+ | a29 b9 c9 d9 e). 

From (3.13) and (3.14) we have 

P(a2, b9 c, d, e9 d
+, e+) _ q(al9b; a2)q(al9b9 c;b) 

P(al9 b9 c9 d9 e9 d
+

9 e
+) q(a29 b; a^)q{a29 b9c;b) 

Because d(Bé-B3)c:(B2-'B1) \J (Bk-Bé)9 

P(a29 b, c, d, e, d+
9 e

+) ^ P(a29 b, c, d, e, e+) 

P(al9 b9 c9 d, e, d+
9 e

+) P(al9 b9 c9 d9 e9 e
+) 

and therefore 

f..,. P(a29 b9 c, d, e9 e
+) _ q(al9 b; a2)q(al9 b, c; b) 

(3-16) 7T, Z ~, T\ = V\au <*2, b9 c) = — — — . 
P(al9 b9 c, d9 e, e+) q(a29 b; a±)q(a29 b9c\b) 

2 
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But 

P(a29 b, c, d9 e9 e
+) 2/*(&, c, d, e,f)q(d, e,f; e)^{a2 \ b9 c, d, e9f) 

(3.17) 
P(al9 b9 c9 d9 e9 e

+) 2 p(b9 c9 d, e9f)q(d9 e9f; e)p,{a1 \ b9 c9 d9 e9f) ' 

But by condition D9 for / = 1 , 2 

l^fo | b, c, d9 e,/)-^ | b9 c9 d9 e)\ < r(k) 

where r(k)-+0 as k->oo. 
Hence for z = l , 2 

(3.18) 

2>(&, c9 d9 e9f)q(d9 e9f; e^fa \ b9 c9 d9 e9f) = p,(a{ | b9 c, d9 e)P(b9 c9 d9 e9 e
+) + 0* 

f 

where 

0i = 2M*>> c> à9 e9f)q(d9 e,f; e)]p{a{ \ b9 c9 d9 e,f)-p(at | b, c9 d, e)] 
f 

and 

|0,l < P(b9 c9 d9 e9 e+)r(h). 

From (3.16), (3.17) and (3.18), 

[x(a21 b9 c, d9 e) 

= ip(al9 a29 b9 c)p>(a1 | b9 c9 d9 e) + (ip(al9 a29 b9 c)d1—Q2)jP{b9 c9 d9 e9 e+). 

But since 

(3.19) \(yj(al9 a2, b9 c ) ^ - ^ ) P(b9 c9 d9 e9 e
+)\ < {ip{al9 a29 b9 c) + l)r(fc), 

lim (fi(a21 b9 c9 d, e)jp(a1 | b9 c, d, e)) = ip(al9 a29 b9 c). 
fc-+oo 

Since ip{al9 a29 b9 c) does not depend on d or e9 

(3.20) K « i | ^ ) = M « i | ^ 3 - B 1 ) 

and /bt represents a second order Markov random field. 

COROLLARY 1. Under the conditions of Proposition 3.4, /u represents a first order 
Markov random field if and only if 

(3.21) g ( « i , M ; f t ) 
q(a29 b9c;b) 

does not depend on c. 

Proof. By (3.19) and (3.20), 

Ma21 b> c) ___ q(ai,b9a2)q{al9b9c9b) 

Kai | °> c) <l(a2> b'> 0i)<2(>2> b9 c; b) ' 
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But under the condition (3.21) 

M<*21 b, c)l[x{a1 I b, c) 

does not depend on c and hence / / ( ^ | b, c)=fi(ai | b) and \i represents a first 
order Markov random field. 

COROLLARY 2. Let iV*(a)=92({a}) and consider the family of local transition 
kernels {defined with respect to N*(-)) defined by 

(3.23) «.*(«, b, c; a2) = ^ ^ , b - , b ) ' 
q(a29 b; ajq(a29 b9c;b) 

Then under the conditions of Proposition 3.4, \JL is locally invariant with respect to the 
family {q*(-, •)} and invariant with respect to the associated asynchronous family. 

Proof. The local invariance with respect to the family {#*(-, •)} follows immedi­
ately from (3.21). The invariance with respect to the associated asynchronous 
family then follows from Proposition 3.1. 

4. Synchronous systems and Markov random fields. In this section we consider 
Markov systems in the following two cases. 

Case I. A-2>9 the set of integers with N(k)={k—1, k, k+l}9 S={0, 1}. 

Case II. A=Z2, the integer lattice in the plane with 

N(k9 I) = {(fc-1,1), (fc, /), (fc+1, 0, G-h k), ( ï+1 , fc)}; S = {0,1}. 

The family {qa{-9 -): a e A) is translation invariant if for each a e ^{a} and b e ^v ( a ) , 

(4.1) qex(e*b; 6*a) = qa(b; a) 

where 6 is a translation on A and 0* is defined by 

0*b(P) = HO^P). 

Similarly a Markov random field fi is homogeneous if for a e ^{a)9 b e @N{oc) and 
a translation 0, 

(4.2) ii{a | b) = K0*a | 0*b). 

A homogeneous system of local transition kernels {qa(-9 -):OLEA} is symmetric 
if for a e &{Q} and b e @N(0)9 

q0(<f>*b'9a) = q0(b;a) 

where ^ is a reflection about 0 in Case I and (/> is any reflection in one of the axes 
in Case II and 

<£*b(oc) = Hf"1")-
A homogeneous system of local transition kernels {qa{-9 •):& eZ2} is said to be 

degenerate if for all a e ^{a}, b e @N(a)9 

(4.3) <lo(b'9a) = q0(irb9a) 
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where TT is either TT{(0>1)J (0f0)t (0>_1)} o r TT{(1> 0) (0> 0)§ {_lt 0)}. In other words the 
system is degenerate if the interaction is essentially one dimensional. Similarly 
a Markov random field on Z2 is said to be degenerate if ju,(a \ b)=jLt(a \ 7rb). 

THEOREM 4.1. Let fi represent a homogeneous first order Markov random field 
on Z1. Then there exists a synchronous Markov system associated with a symmetric 
translation invariant family of local transition kernels {qa(\

 m):xeA} for which [x 
is an invariant measure. 

Proof. F. Spitzer [4] has shown that such a Markov random field is charac­
terized by 

(4.4) [M{\1 k nearest neighbours occupied) = l / ( l+a0r£) 

and 

/J(0 | k nearest neighbours occupied) = a0ro/(l+oc0ro) 

with a 0 >0, r 0 >0 and where we say that a site is occupied if it assumes the value 
1. In order to find the appropriate family of local transition kernels {qa(-, -):<*. e A} 
it suffices to find a family such that 

(4.5) ^ ^ * ( ° ' »' C; b) = a0rî, k = 0, 1, 2 
q(l,b;0)q(l9b,c;b) 

where k is the number of sites which are occupied in the configuration b over 
{—1, 1}. Hence in particular 

(4.6) q(0, b9 c; b)lq(l, b, c;b) must be independent of c. 

where c is any configuration over the set {—2, 2}. Let 

g(k) = q(0, k; 0) 

where k is defined as above and 

h(k) = q(l9 k; 1). 

Using the condition (4.6) for the various possible choices for the configurations 
b and c we obtain the equations 

(g(2)/g(i)) = (gCD/gCO)), 

(h(2)//i(l)) = (h(l)/fc(0)). 
Hence 

g(k) = gu\ k = 0, 1, 2 
(4.8) 

h(k) = hv\ k = 0, 1, 2 
and 

( 4 . 9 ) «A» b> ^ b) _ u 2 _ v 

q(0,b,c;b) 
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where k is the number of sites in {—1,1} which are occupied in the configura­
tion b. 

Therefore by (4.5), 

(4.10) 
q(09 fc; 1) «-ft k h __ „k 

= u v a0r0 = ar 
4(1, k; 0) 

where a=w2a0, r=(vlu)r0; a > 0 , r > 0 . Then (4.10) implies that 

q(0, k; 1) = l-g(fc) = ar*«(l, fc, 0) = ar*(l-/i(fc)) fc = 0, 1, 2. 

Hence 

guk+ark-(oLh)(rvf-l = 0 , fc = 0 ,1 , 2 

Letting d=—<x.h, w=rv9 this becomes 

gu2+ar2+dw2 = l 

(4.11) gu+<xr+dw = 1 

g + a + d = l . 

The system (4.11) is a system of three equations in three unknowns which has a 
solution if and only if the Vandermonde determinant 

2 2 

(4.12) 

and is given by 

( l - r ) ( l ~ w ) 

w 
w 
1 

= (w — r)(u—w)(r—w) ^ 0 

(4.13) g = 
(w—r)(w—w) 

a = • 
(M-I)(I-W)^ 
(w —r)(r—w) 

d = 
( M - l ) ( r - l ) 

(w—vv)(r—w) 

Moreover in order for the solution to generate a probability transition kernel 
we must satisfy g>09 d<0. Because of the symmetry of the problem it suffices to 
show that this can be done in the case r > l . We will show that a solution exists 
satisfying 

(4.14) w > r > 1 > u. 

In this case (4.12) is automatically satisfied and also g > 0 , rf<0 is satisfied. 
The remaining condition is 

(4.15) (w-r)l(w—1) = (l/a)((l—«)/(r—«)) where a is given. 

If we chose w<l so that 

(4.16) ( l / a ) ( ( l -M) / ( r -u ) )< 1 

it is then possible to solve (4.15) with w>r. Hence if we consider the local transition 
function obtained from this solution, then the corresponding synchronous system 
has [JL as an invariant measure and the proof is complete. 
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THEOREM 4.2. Let \i represent a homogeneous non-degenerate first order Markov 
random field on Z2. Then there does not exist a reversible synchronous Markov 
system associated with a symmetric and translation invariant family of local tran­
sition kernels having JU as invariant measure. 

Proof. A homogeneous non-degenerate first order Markov random field in 
Z2 is characterized (F. Spitzer [4]) as follows : 

Ml|fe i ; /c2) = l / ( l+a r tv t 2 ) 

MO | fci; fc2) = arMVft+aff1??») 

with a > 0 , rx>0, r2>0, r^l, r<^\ and where 

k± = number of neighbouring sites occupied in the vertical direction 

k2 = number of neighbouring sites occupied in the horizontal direction. 

From Corollary 1 to Proposition 3.4 it follows that a necessary condition for a 
reversible synchronous system with local transition kernels {qa(-,-):OLEZ2} to 
have /a as an invariant measure is 

(4 1 7) 4(Q> b; 1) g(0, b,c;b) = £frfb pk 

q(l9b;0)q(l,b,c;b) 

If b is the configuration over the boundary of a single site, then b can assume 16 
different values (see Figure 1). 
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Let 
<p(b) = q(0,b;0) 

( 4 - 1 8 ) <P'0>) = « d , b; 1). 

If we assume that the system {#„(•, •)'.«. e Z2} is symmetric, then 

<K/i) = ç'C/s); vC/a) = <p(fù 

(4.19) 95^3) = Ç<e«) = 9(eù = V(e,) 

<P(oi) = <p(o3); <p(où - f(o4). 
From (4.17) 

(4.20) R(c) = g ( ° ' b' C; fc) is independent of c. 
g(l, 0, c; Z>) 

Let 6 = J 2 (cf. Figure 1) and let us compute R(c) for a number of choices for c. 
The different configurations chosen for c are listed in Figure 2. Then we obtain 

(4.21) R(A) = yVùlvVdvVù 

(4.22) R(B) = ç>2(0i)9>V2)/rU) 

(4.23) R(C) = <ps(d2)l9(e2)<pVi) 

(4.24) R(D) = <pXd,)l<p{e2)<p\fè 

(4.25) R(E) = vXdJIyioMA) 

(4.26) K(F) = <f(dJI<p(oJ<p(fJ 

(4.27) K(G) = fifdfio.MdùlfidiMeMeù-

We then obtain 

(4.28) <p(0l) = <p{h)<p\fùl<pXdù 

from (4.21) and (4.25) 

(4.29) ?(o2) = <pVi)<p(A)l<pXd2) 

from (4.21) and (4.26) 

(4.30) <p(dx) = cpXttvXfùlvXdè 

from (4.21), (4.22), (4.28) and (4.29) 

(4.31) <K*i) = <pXfi)l<P(d2) 

from (4.21) and (4.24) 

(4.32) <p(e,) = <pXA)l<p(d2) 

from (4.21) and (4.23) 

(4.33) <p(e3) = <K/iM/2)Mrf2) 
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from (4.21) and (4.27). Similar results are obtained in the same way for q>'(b). 

Equations (4.28)-(4.33) imply that 

q(0,b;0) = gukM* 

( 4 . 3 4 ) q(l,b;l) = ht&vp 

where 

kx = number of sites in b in the vertical direction which are occupied 
k2 = number of sites in b in the horizontal direction which are occupied. 

Then 

/A *>c\ Q( ' b, C'9 b) kl k2 2-ki 2-fc2\ 
(4.35) — — = 1/(1?! v2

2ux
 xw2

 2) 
4(1, b, c; b) 

and therefore by (4.17) 

(4.36) S & ^ = « # # 
4(1, b;0) 

where a=aw1w2, ^ i=^ i /w l 5 r2—f2v2\u2. Therefore 

(4.37) 1-4(0, b; 0) = arf lrj»(l-«(l , b; 1)). 

From (4.34) and (4.37) we obtain 

(4.38) oLfpii'+dwpwir+giifyl* = 1; kl9 k2 = 0, 1, 2 

where d=—0Lh, wx=rxvl9 w2=r2v2. Letting k2=0 in (4.38), we obtain 

arl+dwl+gul = 1 

(4.39) ari+dWi+gUi = 1 

a+rf+g = l 
and letting k2—\ in (4.39), we obtain 

(ar2)ri+(dw2)wi+(gw2)wi = 1 

(4.40) (ar2)r?+(dw2)wx+(gu2)ux = 1 

(ar2)+(dw2) + (gw2) = 1. 

But the systems (4.39) and (4.40) can only hold in two situations 

(4.41) r2 = w2 = u2 = 1 

or (4.42) the coefficient determinant 

rx wx ux 

1 1 1 
= (wi-riXMi-WiXWx-ri) = 0. 
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We must exclude (4.41) since it would imply that the system is degenerate. There­
fore u±=rx or w^Wi or w1=r1. But in any of these three cases we arrive at a system 
of equations of the following form 

arî+(d+g)wî+e = 0 

(4.43) 0Lrl+(d+g)w1+e = 0 

a+(d+g) + e = 0 with e = - 1 . 

But (4.43) has a non-trivial solution for oc, (d+g), e only if 

( l~r 1 ) ( l~w 1 ) (w 1 - r 1 ) = 0. 

Hence w1=r1 or w±=l or ^ = 1 . But each of these cases again leads to a system 
of the form 

a r ! + ( d + g + e ) = 0 
( 4*4 4 ) K+(d+g+e) = 0 

which implies that r x = l and hence w1=r1=u1=l. Therefore equations (4.39) 
and (4.40) imply that either u1=w1=r1=l or w 2 =w 2 =r 2 =l which implies that 
the system is degenerate. Hence it is impossible to find a system of local transition 
kernels satisfying (4.17) and the proof is complete. 

To complete this section we consider a phenomena discovered by R. P. Kinder-
mann [4]. He discovered an example of a one dimensional synchronous Markov 
system whose invariant measure satisfies the condition 

fx(a | b, c) depends on c but not on b, 
that is, 

(4.45) K-\$B'0=K-\&B3-B) 

where Bl9 B2, Bz are defined as in the proof of Proposition 3.2. We call such a 
random field a Kindermann field. Consider a synchronous Markov system in Z 1 

and let 

g(fc) = g(0,fc;0) 

ft(fc) = «(1, k; 1). 

For a reversible system which has /LC as an invariant measure, we have 

M% 1 b, c) q(a^ b,c; b) q(a2, b; ax) 
(4.46) = . 

Mfl21 b> c) <2K, b, c; b) q(al9 b; az) 
If ji is a Kindermann field we obtain the following equations by allowing b and c 
to assume their various possible values in (4.46). 

(AA1, g (0 ) ( l -g (0 ) )_h(0 ) ( l -h (0 ) ) 
{ ' g (D( i -g ( i ) ) ii(ixi—/i(i» 
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g(0)(l-g(l)) fc(0)(l-fc(l)) 
(4.47b) 

(4.47c) 

(4.47d) 

g(l)( l-g(2)) fc(l)(l-fc(2)) 

g( l ) ( l -g( l ) )__Kl) ( l - fo( l ) ) 

g(2)(l-g(2)) fc(2)(l-fc(2)) 

g(l)( l-g(0)) h(l)(l-h(0)) 

g(2)(l-g(l)) fc(2)(l-fc(l)) 

We can rewrite (4.47a) and (4.47c) as 

g(0)(l-g(0)) = g ( l ) ( l -g( l ) ) = g(2)(l-g(2)) = 

ft(0)(l-ft(0)) fc(l)(l-fc(l)) fc(2)(l-fc(2)) 7' 

The pair (g(i), h(i)) must be a solution of 

x 2 - x = y(y*-y). 

In the case y = l , we obtain x=y or x=\— y and in the latter case the remaining 
equations 4.47b and 4.47d reduce to 

(4.48) h(0)h(2)(l-h(l)f = h2(l)(l—/Î(2))(1 — /i(0)). 

In the case /*(l)=l/2, (4.48) becomes 

fc(2) = l - / i (0) . 

Hence one solution of the system (4.47) is given by 

h(i) = l - g ( 0 , i = 0 , l , 2 , 

h(l) = h fc(2) = l - fc (0 ) . 

This example is the one discovered by R. P. Kinderman in the context of models of 
voting behaviour. Hence for a Kindermann field, h(0), h{\) h(2) forms an arith­
metic progression whereas for a Gibbs field h(0), h(l), h(2) forms a geometric 
progression. 
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