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Gramsch and Lay [8] gave spectral mapping theorems for the Dunford-Taylor
calculus of a closed linear operator T ,

σ̃i(f(T )) = f(σ̃i(T )),

for several extended essential spectra σ̃i. In this work, we extend such theorems for
the regularized functional calculus introduced by Haase [10, 11] assuming suitable
conditions on f . At the same time, we answer in the positive a question made by
Haase [11, Remark 5.4] regarding the conditions on f which are sufficient to obtain
the spectral mapping theorem for the usual extended spectrum σ̃. We use the model
case of bisectorial-like operators, although the proofs presented here are generic, and
are valid for similar functional calculi.
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1. Introduction

Let T be a bounded self-adjoint operator on a Hilbert space H. A spectral singular-
ity λ ∈ σ(T ), where σ(T ) denotes the spectrum of T , is said to be in the essential
spectrum of T if λ is not an isolated eigenvalue of finite multiplicity, see [21].

If T is not self-adjoint, or if T is an operator on a Banach space X, most modern
texts define the essential spectrum σess(T ) of T in terms of Fredholm operators,
that is, λ ∈ σess(T ) iff λ − T is not a Fredholm operator. Recall that a bounded
operator T is a Fredholm operator if both its nullity nul(T ) (dimension of its kernel)
and its defect def(T ) (codimension of its range) are finite. One of the main useful
properties of the essential spectrum (defined this way) is that it is invariant under
compact perturbations. As a matter of fact, σess(T ) = σ(p(T )), where p(T ) is the
projection of T in the Calkin algebra, i.e., the quotient algebra of the bounded
operators L(X) on X modulo the compact operators K(X) on X.
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However, several different definitions for the essential spectrum were intro-
duced in the 1950s and 60 s, especially in the framework of differential oper-
ators. For instance, if we denote by Gl (Gr) the semigroup of left (right)
regular elements in the Calkin algebra L(X)/K(X), Yood [22] studied the
spectral sets of T ∈ L(X) given by σ2(T ) := {λ ∈ C : λ − p(T ) /∈ Gl} and σ3(T ) :=
{λ ∈ C : λ − p(T ) /∈ Gr}. Indeed, he obtained the following characterizations of the
semigroups p−1(Gl), p−1(Gr):

p−1(Gl) = {T ∈ L(X) | nul(T ) < ∞ and ranT is complemented},
p−1(Gr) = {T ∈ L(X) | def(T ) < ∞ and kerT is complemented},

where ran T, ker T denote the range space of T and the kernel of T respectively.
Alternatively, spectral sets associated with semi-Fredholm operators have also

been referred to as essential spectra. More precisely, let Φ+, Φ− be given by

Φ− := {T ∈ L(X) | nul(T ) < ∞ and ranT is closed},
Φ+ := {T ∈ L(X) | def(T ) < ∞}.

Then Gustafson and Weidmann [9] used the term essential spectra for the spectral
sets σ4(T ) := {λ ∈ C : λ − T /∈ Φ−}, σ5(T ) := {λ ∈ C : λ − T /∈ Φ+}, while Kato
[13] considered the spectral set σ6(T ) := σ4(T ) ∩ σ5(T ), i.e., λ ∈ σ6(T ) iff λ − T is
not in Φ− ∪ Φ+. Note that σ2(T ) = σ4(T ) and σ3(T ) = σ5(T ) if T is an operator
on a Hilbert space, but these identities do not hold in general in the framework of
Banach spaces, see the work of Pietsch [18].

In another direction, Browder [3] defined the essential spectrum of T (σ8(T ) here)
as those spectral values of T which are not isolated eigenvalues of finite multiplic-
ity of T nor isolated eigenvalues of finite multiplicity of the adjoint operator T ∗

(cf. [14]). It turns out that λ /∈ σ8(T ) iff λ is a pole of the resolvent of finite rank
[3, Lemma 17]. With this in mind, Gramsch and Lay [8] considered the following
additional essential spectrum, which is given by

σ9(T ) := {λ ∈ C | the resolvent of T is not meromorphic at λ}.
Nevertheless, the essential spectrum of Browder σ8(T ) fails to be invariant under
compact perturbations. In this regard, Schechter [19] defined the essential spec-
trum of T , σ7(T ) here, as the largest subset of σ(T ) which is invariant under
compact perturbations. Equivalently λ /∈ σ7(T ) iff λ − T is Fredholm with index
zero, i.e., nul(λ − T ) = def(λ − T ) < ∞. For a more systematic treatment of all
these essential spectra, we refer to § 2.

In this work, we deal with spectral mapping theorems for all the different essential
spectra described above, that is, identities of the form

σi(f(T )) = f(σi(T )). (1.1)

There, f is a function in the domain of some functional calculus of a (possibly
unbounded) operator T .

At this point, the first approach to a Banach space functional calculus of
unbounded operators is the so-called Dunford-Taylor calculus. For this calculus,
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one considers functions f which are holomorphic in an open set containing the
extended spectrum σ̃(T ) of T , defined by σ̃(T ) := σ(T ) ∪ {∞} if T is unbounded
and σ̃(T ) := σ(T ) otherwise. Then, for unbounded T , f(T ) is given by

f(T ) := f(∞) +
1

2πi

∫
Γ

f(z)(z − T )−1 dz, (1.2)

where Γ is a suitable finite cycle that avoids σ̃(T ). Moreover, the Dunford-Taylor
formula above (1.2) still works when the curve Γ touches σ̃(T ) at some points
a1, . . . , an and f is not holomorphic at a1, . . . , an, as long as f tends to a finite
number at each point a1, . . . , an fast enough to deal with the size of the resolvent
at these points. In this case, we say that f has regular limits (at a1, . . . , an) and
denote it by E(T ).

Furthermore, in the setting of strip-type operators, Bade [2] introduced a ‘regu-
larization trick’ in order to define f(T ) for functions which do not grow too fast at
∞. This ‘regularization trick’ was further developed, in the framework of sectorial
operators, by McIntosh [15], Cowling et al [4] and Haase [10]. In particular, frac-
tional powers and/or logarithms can be defined for suitable unbounded operators
with this ‘regularization trick’.

Here, we consider the ‘regularized’ functional calculus of meromorphic functions
developed by Haase [10], which is based on the following idea. A meromorphic
function f is in the domain of the regularized functional calculus of T , which we
denote by f ∈ M(T ), if there exists a holomorphic function e ∈ E(T ) such that
e(T ) is injective and ef ∈ E(T ). In this case, one defines

f(T ) := e(T )−1(ef)(T ), (1.3)

which is a (possibly unbounded) closed operator on X.
Spectral mapping theorems, i.e., identities of the form (1.1), were proven by

Gramsch and Lay [8] in the setting of the Dunford-Taylor calculus, for most
(extended) essential spectra described here, see § 2 for their definitions. González
and Onieva [7] used a unified approach and gave simpler proofs for these spectral
mapping theorems. Their proofs are based on the following observations:

1) a closed operator T with non-empty resolvent set is essentially invertible iff,
for b ∈ C \ σ(T ), the bounded operator T (b − T )−1 is essentially invertible
[7, Lemma 1],

2) for f, g in the domain of the Dunford-Taylor calculus of T , one has (fg)(T ) =
f(T )g(T ) = g(T )f(T ). As a consequence, (fg)(T ) is essentially invertible
if/only if (see [7, Lemma 3]) both f(T ), g(T ) are essentially invertible,

where we say that an operator A is essentially invertible (regarding the essential
spectrum σi) if 0 /∈ σi(A);

3) if f is in the domain of the Dunford-Taylor calculus of T , then one can assume
that f has a finite number of zeroes of finite multiplicity.

It sounds sensible to ask whether these spectral mapping theorems can be
extended to cover the functions in the domain of the regularized functional
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calculus given by (1.3). This is partly motivated by potential applications in Fred-
holm theory, in particular when considering fractional powers or logarithms of
unbounded operators. For instance, we make use, in an ongoing work with L.
Abad́ıas, of the results presented here to describe the essential spectrum of frac-
tional Cesàro operators and Hölder operators acting on spaces of holomorphic
functions. However, there are two main difficulties for such an extension of the
spectral mapping theorem. First, for f, g ∈ M(T ), it is not true in general that
(fg)(T ) = f(T )g(T ) = g(T )f(T ), so item 2) above fails. Indeed, one only has the
inclusions f(T )g(T ), g(T )f(T ) ⊆ (fg)(T ), where S ⊆ T means that dom S ⊆ dom T
with Sx = Tx for every x ∈ dom S. Secondly, since the function f may not be holo-
morphic at the points a1, . . . , an where the integration path touches σ(T ), item 3)
above also fails to be true.

Nevertheless, in the setting of sectorial operators, Haase [11] overcame these two
problems for the usual extended spectrum σ̃, and obtained the spectral mapping
theorem

σ̃(f(T )) = f(σ̃(T )), (1.4)

for a meromorphic function f in the domain of the regularized functional calculus,
i.e., f ∈ M(T ), such that f has almost logarithmic limits at the points a1, . . . , an

where the integration path Γ touches σ̃(T ). This ‘almost logarithmic’ condition on
the behavior of the limits of f is stronger than asking f to have regular limits
at a1, . . . , an. As a matter of fact, Haase leaves open the question whether the
hypothesis of f having regular limits is sufficient to obtain the spectral mapping
theorem, see [11, Remark 5.4].

Still, it is far from trivial to extend the spectral mapping theorem (1.4) from the
usual extended spectrum to the (extended) essential spectra described here. This
extension, which is given here, is the main contribution of the paper. Even more, we
obtain spectral mapping theorems for the essential spectra described above and for
functions f with regular limits lying in the domain of the regularized functional cal-
culus of meromorphic functions (1.3), answering in the positive Haase’s conjecture
on regular limits explained above.

To obtain these results, on the one hand we provide a slightly simpler proof for the
spectral inclusion of the usual extended spectrum, i.e., f(σ̃(A)) ⊆ σ̃(f(A)), than the
one given in [11]. As a matter of fact, we no longer make use of the composition rule
of the functional calculus. Such a simplification allows us to weaken the condition
on the function f from almost logarithmic limits to the (quasi-)regular limits, cf.
[11, Remark 5.4]. On the other hand, the core of the paper contained in § 3 and 4,
is devoted to address the items 2) and 3) above, so we cover all the essential spectra
described here.

In this work, we use the model case of bisectorial-like operators, which is a family
of operators that slightly generalizes the one of bisectorial operators, see for instance
[1, 16]. This is partly motivated by two reasons. On the one hand, we want our
results to cover the case when T is the generator of an exponentially bounded group.
This is because, in a forthcoming paper, we obtain spectral properties of certain
integral operators via subordination of such operators in terms of an exponentially
bounded group, namely, a weighted composition group of hyperbolic symbol. On
the other hand, the another incentive to do this is the fact that the regularized
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functional calculus for bisectorial-like operators is easily constructed by mimicking
the regularized functional calculus of sectorial operators [10, 12]. Finally, bisectorial
operators play an important role in the field of abstract inhomogeneous differential
equations over the real line, so we are confident that our results have applications
of interest in that topic.

Nevertheless, the proofs presented here are generic and are valid for similar func-
tional calculi to the one presented here. Indeed, the abstract properties collected
in lemmas 2.7–2.11 are the key to prove our results. In particular, our method
also works for the regularized functional calculus of sectorial operators and the
regularized functional calculus of strip-type operators, see Subsection 5.2.

The paper is organized as follows. The regularized functional calculus for
bisectorial-like operators is detailed in § 2. In § 3, we give the spectral mapping
theorems for a bisectorial-like operator A in the case the integration path Γ does
not touch any point of σ̃(T ). The general case is dealt with in § 4. We give some
final remarks in § 5, such as the answer in the positive to Haase’s conjecture
[11, Remark 5.4].

2. Extended essential spectra and regularized functional calculus for
bisectorial-like operators

Let us fix (and recall) the notation through the paper. X will denote an infi-
nite dimensional complex Banach space. Let L(X), C(X) denote the sets of
bounded operators and closed operators on X, respectively. For T ∈ C(X), let
dom T, ran T, ker T denote the domain, range, null space of T , respectively. More-
over, we denote the nullity of T by nul(T ), and the defect of T by def(T ). The
ascent of T , α(T ), is the smallest integer n such that ker Tn = ker Tn+1, and the
descent of T , δ(T ), is the smallest integer n such that ranTn = ranTn+1.

Now we recall the definition of the different essential spectra described in the
Introduction. Following the notation and terminology of [7, 8], set

Φ0 := {T ∈ C(X) |nul(T ) = def(T ) = 0},
Φ1 := {T ∈ C(X) |nul(T ),def(T ) < ∞},
Φ2 := {T ∈ C(X) |nul(T ) < ∞, ranT complemented},
Φ3 := {T ∈ C(X) |def(T ) < ∞, ker T complemented},
Φ4 := {T ∈ C(X) |nul(T ) < ∞, ranT closed},
Φ5 := {T ∈ C(X) |def(T ) < ∞},
Φ6 := Φ4 ∪ Φ5,

Φ7 := {T ∈ C(X) |nul(T ) = def(T ) < ∞},
Φ8 := {T ∈ Φ7 |α(T ) = δ(T ) < ∞},
Φ9 := {T ∈ C(X) |α(T ), δ(T ) < ∞}.
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We observe that these operator families satisfy the following spectral inclusions

Then, the respective spectra σi(T ) are defined in terms of the above families by

σi(T ) := {λ ∈ C |λ − T /∈ Φi} for 0 � i � 9.

Note that σ0(T ) is the usual spectrum σ(T ) and most modern text use the term
essential spectrum to denote the set σ1(T ). It is also worth saying that the works
[7, 8] also considered the essential spectrum σ10(T ) defined in terms of nor-
mally solvable operators, i.e., operators with closed range, see [5]. However, there
exist bounded operators S, T on Hilbert spaces for which σ10(T 2) �⊆ (σ10(T ))2 and
σ10(S2) �⊇ (σ10(S))2, see [8, Section 5].

Next we define the extended essential spectra σ̃i(T ).

Definition 2.1. Let T ∈ C(X). We define

σ̃i(T ) :=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
σi(T ) if

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

dom T = X, for i ∈ {0, 7, 8},
codim(dom T ) < ∞, for i ∈ {1, 3, 5},
dom T closed, for i ∈ {4, 6},
dom T complemented, for i = 2,

dom Tn = dom Tn+1 for some n ∈ N, for i = 9,

σi(T ) ∪ {∞}, otherwise.

Note that σ̃0(T ) is the usual extended spectrum σ̃(T ). If the resolvent set
ρ(T ) is not empty, σ̃i(T ) coincides with the extended essential spectrum intro-
duced by González and Onieva [7], which satisfies that ∞ ∈ σ̃i(T ) if and only if
0 ∈ σi((μ − T )−1) for any μ ∈ ρ(T ). In particular, if T has non-empty resolvent
set, σ̃i(T ) are non-empty compact subsets of C∞ except for i = 9 (see [8]), where
C∞ denotes the Riemann sphere C ∪ {∞}. If T has empty resolvent set, σi(T ) is a
closed subset of C for i ∈ {0, 1, 2, 4, 5, 6, 7}, see [6, Section I.3] and [22]. We do not
know if σ̃i(T ) or σi(T ) are closed in the other cases.

Now we turn to the definition of the regularized functional calculus of bisectorial-
like operators. Its construction is completely analogous to the one of the regularized
functional calculus of sectorial operators given by Haase in [10, 12], and the
adaptation of it from the sectorial operators to the bisectorial-like operators is
straightforward.

Given any ϕ ∈ (0, π), we denote the sector Sϕ := {z ∈ C : |arg(z)| < ϕ}. For any
ω ∈ (0, π/2] and a � 0, we set the bisector

BSω,a :=

{
(−a + Sπ−ω) ∩ (a − Sπ−ω) if ω < π/2 or a > 0,

iR if ω = π/2 and a = 0.

see Fig. 1 for a sketch of such a bisectorial-like set.

Spectral mapping theorems for essential spectra 639

https://doi.org/10.1017/prm.2023.106 Published online by Cambridge University Press

https://doi.org/10.1017/prm.2023.106


Figure 1. Spectrum of a bisectorial-like operator and integration path of the
functional calculus.

Definition 2.2. Let (ω, a) ∈ (0, π/2] × [0,∞) and let A ∈ C(X). We will say that
A is a bisectorial-like operator of angle ω and half-width a if the following
conditions hold:

• σ(A) ⊆ BSω,a.

• For all ω′ ∈ (0, ω), A satisfies the resolvent bound

sup
{

min{|λ − a|, |λ + a|}‖(λ − A)−1‖ : λ /∈ BSω′,a

}
< ∞.

We also set MA := σ̃(A) ∩ {−a, a,∞}. For the rest of the paper, (ω, a) will denote
a pair in (0, π/2] × [0,∞).

Given a Banach space X, we denote the set of all bisectorial-like operators on
X of angle ω and half-width a in X by BSect(ω, a). We omit an explicit mention
to X for the sake of simplicity. Notice that A ∈ BSect(ω, a) if and only if both
a + A, a − A are sectorial of angle π − ω in the sense of [12].

We denote by O(Ω),M(Ω) the sets of holomorphic functions and meromorphic
functions defined in an open subset Ω ⊆ C, respectively. For A ∈ BSect(ω, a), let
UA := {−a, a,∞} \ σ̃(A). If σ(A) �= ∅, set

rd :=

{
dist{d, σ(A)}, if d ∈ {−a, a},
r(A)−1, if d = ∞,

d ∈ UA,
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where dist{·, ·} denotes the distance between two sets, and r(A) the spectral radius
of A. If σ(A) = ∅ (so σ̃(A) = {∞} and ∞ /∈ UA), set ra = r−a := ∞.

For d ∈ UA suppose that sd ∈ (0, rd). Then, for ϕ ∈ (0, ω), set Ω(ϕ, (sd)d∈UA
)

as follows. If UA = ∅ (i.e., MA = {−a, a,∞}), we set Ωϕ := BSϕ,a. Otherwise, for
each d ∈ UA, let Bd(sd) be a ball centred at d of radius sd, where B∞(r∞) =
{z ∈ C | |z| > r−1

∞ }. Then, we set Ω(ϕ, (sd)d∈UA
) := BSϕ,a \ (

⋃
d∈UA

Bd(sd)). Note
that, if ϕ < ϕ′ < ω and sd < s′d < rd for each d ∈ UA, then the inclusion
Ω(ϕ′, (s′d)d∈UA

) ⊆ Ω(ϕ, (sd)d∈UA
) holds. Thus we can form the inductive limits

O[ΩA] :=
⋃ {

O(Ω(ϕ, (sd)d∈UA
))

∣∣∣ 0 < ϕ < ω, 0 < sd < rd for d ∈ UA

}
,

M[ΩA] :=
⋃ {

M(Ω(ϕ, (sd)d∈UA
))

∣∣∣ 0 < ϕ < ω, 0 < sd < rd for d ∈ UA

}
.

Hence, O[ΩA],M[ΩA] are algebras of holomorphic functions and meromorphic
functions (respectively) defined on an open set containing σ̃(A) \ MA. Next, we
define the following notion of regularity at MA.

Definition 2.3. Let f ∈ M[ΩA]. We say that f is regular at d ∈ {−a, a} ∩ MA if
limdom f�z→d f(z) =: cd ∈ C exists and, for some ϕ ∈ (0, ω)∫

∂BSϕ′,a,|z−d|<ε

∣∣∣∣f(z) − cd

z − d

∣∣∣∣ |dz| < ∞, for some ε > 0 and for all ϕ′ ∈
(
ϕ,

π

2

]
,

where ∂Ω denotes the boundary of a subset Ω ⊂ C. If ∞ ∈ MA, we say that f is
regular at ∞ if limz→∞ f(z) =: c∞ ∈ C exists and∫

∂BSϕ′,a,|z|>R

∣∣∣∣f(z) − c∞
z

∣∣∣∣ |dz| < ∞, for some R > 0 and for all ϕ′ ∈
(
ϕ,

π

2

]
.

We say that f is quasi-regular at d ∈ MA if f or 1/f is regular at d. Finally, we
say that f is (quasi-)regular at MA if f is (quasi-)regular at each point of MA.

Remark 2.4. Note that if f is regular at MA with every limit being not equal to
0, then 1/f is also regular at MA. If f is quasi-regular at MA, then μ − f and 1/f
are also quasi-regular at MA for each μ ∈ C. A function f which is quasi-regular at
MA has well-defined limits in C∞ as z tends to each point of MA.

Next, let E(A) be the subset of functions of O[ΩA] which are regular at MA. Note
that E(A) is a subalgebra of O[ΩA]. Indeed, it is readily seen that it is a vector space,
and the identity f(z)g(z) − cfcg = g(z)(f(z) − cf ) + cf (g(z) − cg) yields that E(A)
is closed under the point-wise product. Then, for any b ∈ C\BSϕ,a, the set identity

E(A) = E0(A) + C
1

b + z
+ C

1
b − z

+ C1, (2.1)

holds true, where 1 is the constant function with value 1, and

E0(A) :=

{
f ∈ O[ΩA] : f is regular at MA with lim

z→d
f(z) = 0 for all d ∈ MA

}
.
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Given a bisectorial-like operator A ∈ BSect(ω, a), we define the mapping
Φ : E(A) → L(X) determined by setting Φ(1/b + z) = (b + A)−1, Φ(1/b − z) =
(b − A)−1, Φ(1) = I, and

Φ(f) := f(A) :=
1

2πi

∫
Γ

f(z)(z − A)−1 dz, f ∈ E0(A), (2.2)

where Γ is the positively oriented boundary of Ω(ϕ′, (s′d)d∈UA
) with ϕ < ϕ′ < ω and

sd < s′d < rd, where f ∈ O(Ω(ϕ, (sd)d∈UA
)).

Lemma 2.5. Let a � 0, 0 < ω � π/2 and A ∈ BSect(ω, a). The mapping Φ :
E(A) → L(X) is a well-defined algebra homomorphism.

Proof. The proof is analogous to the case of sectorial operators (see [12, Section
2.3]) with some minor changes. We give below a sketch of such a proof.

First, note that the integral (2.2) is well defined in the Bochner sense since
z 
→ (z − A)−1 is analytic, so continuous, and

∫
Γ
|f(z)|‖(z − A)−1‖ |dz| < ∞ for all

f ∈ E0(A). Also, such an integral is independent of the choice of ϕ′, (s′d)d∈UA
by

Cauchy’s theorem. Fix b ∈ C \ BSϕ,a for now. To see that Φ is well defined one has
to prove that Φ(g) is independent of the decomposition of g ∈ E(A) via the set sum
(2.1). So take K,M,N ∈ C such that the function given by

f(z) := K +
M

b + z
+

N

b − z
, z ∈ C,

lies in E0(A) (note that K = 0 if ∞ ∈ MA). Let Γ be an integration path as in
(2.2). Assume a ∈ MA (i.e., a ∈ σ̃(A)) and a > 0. Since f ∈ E0(A), an application
of Cauchy’s theorem shows

1
2πi

∫
Γ

f(z)(z − A)−1 dz =
1

2πi

∫
Γε

f(z)(z − A)−1 dz, for all ε > 0 small enough,

where Γε is the (suitable oriented) path given by

Γε := {z ∈ Γ | �(z) � 0} ∪ {z ∈ Γ | �(z) > 0, |z − a| > ε} ∪ {z ∈ C | |z − a|
= ε, | arg(z − a)| � ϕ′}.

After applying a similar trick to all the points in MA, one can change Γ in the
integral above by an integration path that does not touch σ̃(A) (even in the case
a = 0). Thus,

1
2πi

∫
Γ

f(z)(z − A)−1 dz = Φ̃(f) = K + M(b + A)−1 + N(b − A)−1,

where Φ̃ denotes the Dunford-Taylor functional calculus of A, see [20, Section V.8]
for more details. We conclude that the mapping Φ is well defined, and a similar
trick as above shows that Φ is independent of the choice of b ∈ C \ BSϕ,a.

On the other hand, reasoning as in the case of sectorial operators (see [12, Lemma
2.3.1]), several applications of Cauchy’s theorem and the resolvent identity show
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that Φ is an algebra homomorphism when restricted to E0(A). After that, a few com-
putations with products of the type (b − z)−1(b + z)−1, (b ± z)−1g(z), g ∈ E0(A),
show that indeed Φ is an algebra homomorphism from E(A) to L(X) (see also [12,
Theorem 2.3.3]). �

Next, we follow the regularization method given in [10] to extend the functional
calculus Φ to a regularized functional calculus (also denoted by Φ), which involves
meromorphic functions.

Definition 2.6. Let a � 0, 0 < ω � π/2 and A ∈ BSect(ω, a). Then, a function
f ∈ M[ΩA] is called regularizable by E(A) if there exists e ∈ E(A) such that

• e(A) is injective,

• ef ∈ E(A).

For any regularizable f ∈ M[ΩA] with regularizer e ∈ E(A), we set

Φ(f) := f(A) := e(A)−1(ef)(A).

By [10, Lemma 3.2], this definition is independent of the regularizer e, and f(A)
is a well-defined closed operator. We denote by M(A) the subset of functions of
M[ΩA] which are regularizable by E(A). As in the case for sectorial operators [10,
Theorem 3.6], this regularized functional calculus satisfies the properties given in
the lemma below. For A,B ∈ C(X), we mean by A ⊆ B that dom A ⊆ dom B with
Ax = Bx for every x ∈ dom A.

Lemma 2.7. Let A ∈ BSect(ω, a) and f ∈ M(A). Then

1. If T ∈ L(X) commutes with A, that is, TA ⊆ AT , then T also commutes with
f(A), i.e. Tf(A) ⊆ f(A)T .

2. ζ(A) = A, where ζ(z) = z, z ∈ C.

3. Let g ∈ M(A). Then

f(A) + g(A) ⊆ (f + g)(A), f(A)g(A) ⊆ (fg)(A).

Furthermore, dom(f(A)g(A)) = dom(fg)(A) ∩ dom g(A), and one has equal-
ity in these relations if g(A) ∈ L(X).

4. Let λ ∈ C. Then

1
λ − f(z)

∈ M(A) ⇐⇒ λ − f(A) is injective.

If this is the case, (λ − f(z))−1(A) = (λ − f(A))−1. In particular, λ ∈ ρ(A)
if and only if (λ − f(z))−1 ∈ M(A) with (λ − f(A)−1) ∈ L(X).

Proof. The statement follows by straightforward applications of the Cauchy’s
theorem, the resolvent identity, and [10, Section 3]. �
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Let σp(T ) denote the point spectrum of a closed linear operator T .

Lemma 2.8. Let A ∈ BSect(ω, a), λ ∈ σp(A) and f ∈ M(A). Then f(λ) ∈ C and
f(A)x = f(λ)x for any x ∈ ker(λ − A).

Proof. See [11, Proposition 3.1] for the analogous result for sectorial operators. �

Lemma 2.9. Let A ∈ BSect(ω, a), f ∈ E(A) and λ ∈ (dom f) \ MA such that
f(λ) = 0. For each b ∈ ρ(A), the function b − (·)/λ − (·)f lies in E(A).

Proof. The claim follows by the definitions of E(A) and regular limits. �

Lemma 2.10. Let A ∈ BSect(ω, a), f ∈ M(A) and λ ∈ σ̃(A) \ MA such that
f(λ) �= ∞. There is a regularizer e ∈ E(A) for f with e(λ) �= 0.

Proof. The proof is analogous to the case of sectorial operators, see [11,
Lemma 4.3]. �

Lemma 2.11. Let A ∈ BSect(ω, a) and f ∈ M[ΩA]. Assume that f is regular at MA

and that all the poles of f are contained in C\σp(A). Then, f ∈ M(A). Moreover,
if every pole of f is contained in ρ(A), then f(A) ∈ L(X).

Proof. The proof is the same as in the case of sectorial operators, see
[11, Lemma 6.2]. We include it here since we need it in the proof of Theorem
5.3.

Let f ∈ M[ΩA] be as required. That is, there exists ϕ ∈ (0, ω) and sd ∈ (0, rd)
for each d ∈ UA such that f ∈ M(Ω(ϕ, (sd)d∈UA

)). Since f has finite limits at MA,
we can assume that f has only finitely many poles by making ϕ, (sd)d∈UA

bigger.
Thus, let λj for j ∈ {1, . . . , N} be an enumeration of those poles of f and let nj ∈ N

be the order of pole of f located at λj , for j ∈ {1, . . . , N}. Then, the function
g(z) := f(z)ΠN

j=1(λj − z)nj /(b − z)nj has no poles, i.e. g ∈ O[ΩA], and is regular
at MA. Hence g ∈ E(A). Moreover, setting r(z) := ΠN

j=1(λj − z)nj /(b − z)nj , one
has that the operator r(A) = ΠN

j=1(λj − A)nj (b − A)−nj is bounded and injective,
since by assumption {λ1, . . . , λn} ⊆ C \ σp(A). In short, f is regularized by r, so
f ∈ M(A).

Now, assume that the poles of f lie inside ρ(A). Then the operator r(A) is
not only bounded and injective, but invertible too, from which follows f(A) =
r(A)−1(rf)(A) ∈ L(X). �

3. Spectral mapping theorems for MA = ∅
For A ∈ BSect(ω, a), the spectral mapping theorems (1.1) given in [7, 8] are appli-
cable to every f ∈ E(A) whenever MA = ∅. This section is devoted to extend these
spectral mapping theorems to all f ∈ M(A) when MA = ∅.

First, we proceed to state the spectral inclusion of the spectrum σ̃.

Proposition 3.1. Let A ∈ BSect(ω, a), f ∈ M(A), and assume that f is quasi-
regular at MA. Then

σ̃(f(A)) ⊆ f(σ̃(A)).
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Proof. The proof runs along the same lines as in the case of sectorial operators, see
[11, Proposition 6.3]. As in lemma 2.11, we include the proof here since it will be
needed in the proof of Theorem 5.3.

Take μ ∈ C such that μ /∈ f(σ̃(A)). Then 1/μ − f ∈ M[ΩA] is regular in MA, and
all of its poles are contained in ρ(A). By lemma 2.11, we conclude that (μ − f)−1 ∈
M(A) and that (μ − f)−1(A) is a bounded operator. Thus, it follows that μ − f(A)
is invertible, hence μ /∈ σ̃(f(A)).

Assume now that μ = ∞ /∈ f(σ̃(A)). Then f is regular at MA and its poles are
contained in ρ(A). Another application of lemma 2.11 yields that f(A) is a bounded
operator, so ∞ /∈ σ̃(f(A)). �

Next, we give some technical lemmas.

Lemma 3.2. Let A ∈ BSect(ω, a), e, f, h ∈ M(A) and 0 �= c ∈ C with fh = e − c.
Suppose that e(A), h(A), f(A) ∈ L(X). Then

y ∈ ran h(A) ⇐⇒ e(A)y ∈ ran h(A).

Proof. Implication =⇒ follows from e(A)h(A) = h(A)e(A); and ⇐= follows from
I = 1/c(e(A) − h(A)f(A)). �

The following lemma, which is a refinement of [11, Lemma 4.2], is crucial to deal
with regularized functions f ∈ M(A) which are not in E(A).

Lemma 3.3. Let f ∈ M(A) and λ ∈ σ(A) \ MA with f(λ) = 0, and let b ∈ ρ(A). If
g(z) := f(z)(b − z)/(λ − z), then g ∈ M(A), dom g(A) = dom f(A) and

f(A) = (λ − A)(b − A)−1g(A) = g(A)(λ − A)(b − A)−1.

Proof. Let e be a regularizer for f with c := e(λ) �= 0 (see lemma 2.10). Then
eg ∈ E(A) by lemma 2.9 and hence e is a regularizer for g. Define h :=
(λ − (·))/(b − (·)) ∈ E(A). Since f = hg, it follows dom g(A) ⊆ dom f(A).

For the converse, suppose that x ∈ dom f(A), so there is y ∈ X such that
(ef)(A)x = e(A)y, i.e.,

e(A)y = (ehg)(A)x = h(A)(eg)(A)x ∈ ran h(A).

Observe that e − c = f̃h with

f̃(z) := (b − z)
e(z) − c

λ − z
, z ∈ dom f.

By lemma 2.9, one has f̃ ∈ E(A). By lemma 3.2, there exists v ∈ X such
that y = h(A)v. This yields h(A)(eg)(A)x = e(A)y = e(A)h(A)v = h(A)e(A)v,
that is, (eg)(A)x − e(A)v ∈ ker h(A). But ker h(A) = ker(λ − A) ⊆ ker(c − e(A)) ⊆
ran e(A), see lemma 2.8. Hence (eg)(A)x ∈ ran e(A), so x ∈ dom g(A) as claimed.

Finally, the identity f(A) = h(A)g(A) = g(A)h(A) follows by what we have
already proven and lemma 2.7(3). �
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Remark 3.4. Let T ∈ C(X) with non-empty resolvent set, and α(T ), δ(T ) < ∞.
Then α(T ) = δ(T ) =: pT and X = ker T pT ⊕ ranT pT , see for example [20, Theorem
V.6.2].

Remark 3.5. Let T ∈ C(X) with non-empty resolvent set, and let b ∈ ρ(T ) and
λ ∈ C. Then λ − T ∈ Φi if and only if (λ − T )(b − T )−1 ∈ Φi for all 0 � i � 9, see
for example [7, Lemma 1].

Lemma 3.6. Let A ∈ BSect(ω, a), f, g ∈ M(A) with f, g quasi-regular at MA, 0 /∈
g(σ̃(A)) and such that

f(z) := g(z)
N∏

j=1

(
λj − z

b − z

)nj

,

for some b ∈ ρ(A), λj ∈ σ(A) \ MA, and nj ∈ N for j = 1, . . . , N . Then

(a) if f(A) ∈ Φi, then λj − A ∈ Φi for all j = 1, . . . , N and for all i except i = 7;

(b) if λj − A ∈ Φi for all j = 1, . . . , N , then f(A) ∈ Φi for all i except i = 6.

Proof. Set r(z) := ΠN
j=1(λj − z)nj /(b − z)nj , so r(A) ∈ L(X). Several applications

of lemma 3.3 imply dom g(A) = dom f(A) and f(A) = r(A)g(A) = g(A)r(A). More-
over, proposition 3.1 yields 0 /∈ σ̃(g(A)), so g(A) is surjective and injective.
Therefore ker f(A) = ker r(A) and ran f(A) = ran r(A), so f(A) ∈ Φi iff r(A) ∈ Φi

for 0 � i � 7. By replacing f, g, r by powers fn, gn, rn with n ∈ N, we cover the
cases i = 8, 9.

Since the bounded operators (λj − A)(b − A)−1 commute with each other, we
have:

1. if r(A) ∈ Φi, then (λj − A)(b − A)−1 ∈ Φi for all j = 1, . . . , N , and for all i
except i = 7,

2. If (λj − A)(b − A)−1 ∈ Φi for all j = 1, . . . , N , then r(A) ∈ Φi, for all i except
i = 6.

see for example [7, Lemma 3] and [8, Lemma 5(c)]. Hence, the claim follows from
remark 3.5. �

We give now the main result of this section.

Proposition 3.7. Let A ∈ BSect(ω, a), f ∈ M(A), where f is quasi-regular at MA.
Then

(a) f(σ̃i(A)) \ f(MA) ⊆ σ̃i(f(A)) for all i except i = 7.

(b) σ̃i(f(A)) ⊆ f(σ̃i)(A) ∪ f(MA) for all i except i = 6.

Proof. Take i �= 7 and let μ ∈ C be such that μ ∈ f(σ̃i(A)) \ f(MA). By considering
the function f − μ instead of f , we can assume without loss of generality that μ = 0.
As 0 /∈ f(MA), f−1{0} ∩ σ̃(A) must be finite. Let λ1, . . . , λN be all the points in
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f−1{0} ∩ σ̃(A) (so λj ∈ σ̃i(A) for some j ∈ {1, . . . , N}), and let nj be the order of
the zero of f at λj . Let b ∈ ρ(A) and set

g(z) := f(z)
N∏

j=1

(
b − z

λj − z

)nj

. (3.1)

Then 0 /∈ g(σ̃(A)) and is g quasi-regular at MA. Several applications of lemma 3.3
imply g ∈ M(A), and lemma 3.6(a) yields f(A) /∈ Φi.

Take now i �= 6 and let μ ∈ C be such that μ /∈ f(σ̃i(A)) ∪ f(MA). We prove that
μ /∈ σ̃i(f(A)). We can assume μ = 0. Again, f−1{0} ∩ σ(A) has finite cardinal, so
let g be as given in (3.1). Since λj − A ∈ Φi for all j = 1, . . . , n, applications of
lemmas 3.3 and 3.6(b) yield f(A) ∈ Φi, as we wanted to show.

Assume now that μ = ∞. If ρ(f(A)) �= ∅ take b ∈ ρ(f(A)). An application of
what we have already proven to the function 1/b − f(z) shows the claim, see the
paragraph below definition 2.1. Hence, all that is left to prove is that we can assume
without loss of generality that ρ(f(A)) �= ∅. Take ν ∈ C \ f(MA), so f−1{ν} ∩ σ̃(A)
has finite cardinality. Let ν1, . . . , νM be all the points in f−1{ν} ∩ σ(A), and let mj

be the order of the zero of f − ν at νj . Let b ∈ ρ(A) and set

h(z) := (f(z) − ν)
M∏

j=1

(
b − z

νj − z

)mj

. (3.2)

Lemma 3.3 yields h ∈ M(A) with dom f(A) = dom h(A), and using (3.2) it is read-
ily seen that dom f(A)n = dom h(A)n for all n ∈ N. In particular, ∞ ∈ σ̃i(f(A)) if
and only if ∞ ∈ σ̃i(h(A)). Since 0 /∈ h(σ̃(A)), proposition 3.1 implies 0 ∈ ρ(h(A)).
Therefore, we can assume that ρ(f(A)) �= ∅, and the proof is done. �

4. General case

In this section we deal with the case MA = {−a, a,∞} ∩ σ̃(A) �= ∅. The difficulty
of this setting arises from the fact that f is not necessarily either holomorphic
or meromorphic at MA, so the factorization techniques used in § 3 do not apply
here. Also, note that item 3) in the Introduction is not true if f has a zero in MA.
To address this issue, we apply different techniques depending on the topological
properties (relative to σ̃(A)) of MA. If these points are isolated points of σ̃(A), we
provide useful properties of the spectral projections associated with such points in
lemmas 4.4 and 4.5. If otherwise, these points are limit points of σ̃(A), we make use
of a mixture of topological properties shared by all the essential spectra considered
here, and of the algebraic properties of the regularized functional calculus given in
propositions 4.6 and 4.7.

First, we give some remarks about MA. These are key for the proof of the spectral
mapping theorems.

Remark 4.1. Let T ∈ C(X) with non-empty resolvent set, d ∈ σ̃(T ) with d an
accumulation point of ρ(T ), and i �= 0, 9. The following statements about the
essential spectrum are well-known, see for example [6, Sections I.3 & I.4], [13,
Chapter 4§5] and [20, Section V.6].
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(a) If d is also an accumulation point of σ̃(T ), then d ∈ σ̃i(T ).

(b) If d ∈ σ̃i(T ) and d is not an accumulation point of σ̃i(T ), then there is a
neighborhood Ω of d such that σ̃(T ) ∩ Ω consists of d and a countable (possi-
bly empty) set of eigenvalues of T with finite dimensional eigenspace, which
are isolated between themselves.

(c) If d /∈ σ̃i(T ), then d is an isolated point of σ̃(T ). Moreover, d ∈
σp(T ) with nul(d − T ) = def(d − T ) < ∞, α(d − T ) = δ(d − T ) < ∞, and
dim(∪n�1 ker(d − T )n) < ∞.

Lemma 4.2. Let A ∈ BSect(ω, a), d ∈ MA and i, j �= 0, 9. Then

• d ∈ σ̃i(A) if and only if d ∈ σ̃j(A),

• if ∞ ∈ σ̃(A), then ∞ ∈ σ̃i(A).

Proof. If d ∈ σ̃6(A), then d ∈ σ̃i(A) since σ̃6(A) ⊆ σ̃i(A) for any i �= 0, 9. If d /∈
σ̃6(A), then remark 4.1(c) implies d /∈ σ̃i(A) for i �= 0, 9, and the first item follows.

Now, assume ∞ ∈ σ̃(A). If ∞ is an accumulation point of σ̃(A), remark 4.1(a)
implies ∞ ∈ σ̃i(A) (note that ∞ is an accumulation point of the resolvent set of
a bisectorial-like operator). Suppose then that ∞ is an isolated point of σ̃(A) and
take b ∈ ρ(A). Then 0 is an isolated point of σ̃((b − A)−1). Since (b − A)−1 is an
injective operator, 0 ∈ σ̃i((b − A)−1) by remark 4.1(c), and the claim follows. �

Take T ∈ C(X) with non-empty resolvent set, and let Λ be a subset of σ̃(T )
which is open and closed in the relative topology of σ̃(T ) (i.e. Λ is the union of
some components of σ̃(T )). If ∞ /∈ Λ, the spectral projection PΛ of T is given by

PΛ :=
∫

Γ

(z − A)−1 dz, (4.1)

where Γ is a finite collection of paths contained in ρ(T ) such that Γ has index 1 with
respect to every point in Λ, and has index 0 with respect to every point in σ(T ) \ Λ.
If ∞ ∈ Λ, then the spectral projection PΛ of T is given by PΛ := I − Pσ̃(T )\Λ, where
Pσ̃(T )\Λ is as in (4.1).

We collect in the form of a lemma some well-known results about spectral
projections, see for instance [5, Section V.9].

Lemma 4.3. Let T,Λ be as above. Then

1. PΛ is a bounded projection commuting with T ;

2. σ̃(TΛ) = Λ, where TΛ : ranPΛ → ran PΛ is the part of T in ranPΛ.

As a consequence, for λ ∈ Λ ∩ C, ker(λ − T ) ⊆ ran PΛ and ran(I − PΛ) ⊆
ran(λ − T ). Also, if ∞ /∈ Λ, then ranPΛ ⊆ dom T .

We also need the following two lemmas.
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Lemma 4.4. Let A ∈ BSect(ω, a), and let Λ ⊆ σ̃(A) be an open and closed subset
in the relative topology of σ̃(A). Then AΛ ∈ BSect(ω, a) with M(A) ⊆ M(AΛ), and
one has

f(AΛ) = f(A)|ran PΛ , and σ̃i(f(AΛ)) ⊆ σ̃i(f(A)),

for every f ∈ M(A) and i �= 7, 8.

Proof. It follows by lemma 4.3 that σ̃(AΛ) = Λ ⊆ BS(ω, a) ∪ {∞}. Moreover, it
is readily seen that (z − AΛ)−1 = (z − A)−1|ran PΛ for every z ∈ ρ(A). As a con-
sequence, one gets that AΛ is indeed a bisectorial-like operator on ranPΛ of
angle ω and half-width a, and that E(A) ⊆ E(AΛ) with f(A)|ran PΛ = f(AΛ) for
all f ∈ E(A). Thus, if e ∈ E(A) is a regularizer for f ∈ M(A), then e is also a
regularizer for f with respect to AΛ, so M(A) ⊆ M(AΛ).

Now, we have PΛf(A) ⊆ f(A)PΛ for every f ∈ M(A) by lemma 2.7. From
this and the above properties, it is not difficult to get, for every f ∈
M(A), f(AΛ) = f(A)|ran PΛ , with dom f(AΛ) = dom f(A) ∩ ranPΛ, ker f(AΛ) =
ker f(A) ∩ ran(PΛ), ran(f(AΛ)) = ran f(A) ∩ ran PΛ. Hence σ̃i(f(AΛ)) ⊆ σ̃i(f(A))
for i ∈ {0, 1, 4, 5, 6}.

Thus, all that is left to prove are the spectral inclusions for σ̃2, σ̃3 and σ̃9.
Regarding the first case, assume f(A) ∈ Φ2, i.e., ran f(A) ⊕ W = X for some closed
linear subspace W . Then ran f(AΛ) ⊕ (ran f(A) ∩ ran(I − PΛ)) ⊕ W = X since
ran f(A) = ran f(AΛ) ⊕ (ran f(A) ∩ ran(I − PΛ)). Thus, there exists a bounded
projection P̃ from X onto ran f(AΛ). Then, P̃ |ran PΛ is a bounded projection
from ranPΛ onto ran f(AΛ), that is, ran f(AΛ) is complemented in ran PΛ, so
f(AΛ) ∈ Φ2. An analogous reasoning with dom f(A) and dom f(AΛ) shows that,
if ∞ ∈ σ̃2(f(AΛ)), then ∞ ∈ σ̃2(f(A)). Hence, the inclusion σ̃2(f(B)) ⊆ σ̃2(f(A))
holds for any f ∈ M(A).

Similar reasoning proves the inclusion for σ̃3. For σ̃9, the inclusion follows from
α(f(A)) = max{α(f(B)), α(f(A)|Z)} and δ(f(A)) = max{δ(f(B)), δ(f(A)|Z)}, see
[20, Problem V.6]. �

Let A ∈ BSect(ω, a). Recall that MA \ σ̃i(A) = MA \ σ̃j(A) for i, j �= 0, 9, see
lemma 4.2. Then, by remark 4.1(c), MA \ σ̃i(A) is an open and closed subset of
σ̃(A) (in the relative topology of σ̃(A)) for i �= 0, 9. Also,

Lemma 4.5. Let A ∈ BSect(ω, a), and let Λ = σ̃(A) \ (MA \ σ̃j(A)), with j �= 0, 9.
Then MAΛ ⊆ σ̃i(AΛ) for all 0 � i � 6 and

σ̃i(f(A)) = σ̃i(f(AΛ)), f ∈ M(A), 1 � i � 6.

Also, codim(ranPΛ) < ∞.

Proof. The inclusions σ̃i(f(AΛ)) ⊆ σ̃i(f(A)) are given in lemma 4.4. Let us show
that the inclusions σi(f(A)) ⊆ σi(f(AΛ)) also hold. To do this, we prove the
following claims for all f ∈ M(A),

(1) If nul(f(AΛ)) < ∞, then nul(f(A)) < ∞.

(2) If def(f(AΛ)) < ∞, then def(f(A)) < ∞.
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(3) If ran f(AΛ) is closed/complemented in ran PΛ, then ran f(A) is
closed/complemented in X.

(4) If ker f(AΛ) is complemented in ranPΛ, then ker f(A) is complemented in X.

Set Ω = σ̃(A) \ Λ, so Ω = MA \ σ̃i(A) for any i ∈ {1, . . . , 6}. Lemma 4.3 implies
σ̃i(A|Ω) = ∅ for all 1 � i � 6. Note that, given a closed operator T with ρ(T ) �= ∅
on a Banach space Y , the essential spectra σi(T ), 1 � i � 8, are empty if and only
if Y is finite-dimensional. This implies that ranPΩ is finite dimensional (see e.g.
[8, Section 5] and remark 3.5), i.e., codim ran PΛ < ∞ since ranPΛ and ranPΩ are
complementary subspaces. Since ker f(AΛ) = ker f(A) ∩ ran PΛ and ran f(AΛ) =
ran f(A) ∩ ran PΛ (see the proof of lemma 4.4), we conclude that claims (1) and (2)
hold true.

For the claim regarding closedness in (3), assume ran f(AΛ) is closed in ran PΛ,
so ran f(AΛ) is closed in X too. Since ran f(A) = ran f(AΛ) ⊕ ran f(AΩ), we have
that ran f(A)/ ran f(AΛ) is finite-dimensional in X/ ran f(AΛ), hence closed. Thus
ran f(A) is closed in X. For the claim regarding complementation in (3), assume
ran f(AΛ) ⊕ U = ranPΛ for some closed subspace U . Note that ran f(AΩ) ⊕ V =
ran PΩ for some finite-dimensional closed subspace since dim ranPΩ < ∞. There-
fore ran f(A) ⊕ (U ⊕ V ) = X, and (3) follows. An analogous reasoning proves the
claim (4).

Now, a similar reasoning as above with subspaces dom f(A),dom f(AΛ) shows
that, if ∞ ∈ σ̃i(f(A)), then ∞ ∈ σ̃i(f(AΛ)) for all 1 � i � 6. Therefore, σ̃i(f(A)) ⊆
σ̃i(f(AΛ)), as we wanted to show.

Finally, to prove that MAΛ ⊆ σ̃i(AΛ) (for all 1 � i � 6), note that MA \ σ̃i(A) =
σ̃(A) \ Λ ⊆ ρ(AΛ) by lemma 4.3. �

We are now ready to prove the spectral mapping theorems for most of the
extended essential spectra considered in the Introduction. For the sake of clarity,
we separate the proof of each inclusion into two different propositions.

Proposition 4.6. Let A ∈ BSect(ω, a) and let f ∈ M(A) be quasi-regular at MA.
Then

σ̃i(f(A)) ⊆ f(σ̃i(A)), for all i except i �= 6, 9.

Proof. The inclusion for σ̃0 is already given in Proposition 3.1. For 1 � i � 5, we
can assume MA ⊆ σ̃i(A) without loss of generality by lemma 4.5. Thus σ̃i(f(A)) ⊆
f(σ̃i(A)) for 1 � i � 5 by proposition 3.7(b).

Now, we show the inclusions for σ̃7, σ̃8. So take i ∈ {7, 8}, and let μ ∈ C \
f(σ̃i(A)). Note that we can assume μ = 0. If 0 /∈ f(MA), proposition 3.7(b)
implies 0 /∈ σ̃i(f(A)). So assume 0 ∈ f(MA). As 0 /∈ f(σ̃i(A)), lemma 4.2 and
remark 4.1(c) imply that f−1{0} ∩ σ̃(A) is a finite set. Let λ1, . . . , λN be an
enumeration of (f−1{0} ∩ σ̃(a)) \ MA, and let n1, . . . , nN be the multiplicity of
f at λ1, . . . , λN respectively. Set r(z) := ΠN

j=1(λj − z)nj /(b − z)nj for some b ∈
ρ(A), and g(z) := f(z)/r(z) for z ∈ D. Several applications of lemma 3.6 yield
g ∈ M(A) and f(A) = r(A)g(A) = g(A)r(A) with dom f(A) = dom g(A). Also,
one has g−1{0} ∩ σ̃(A) ⊆ MA \ σ̃i(A). Then, g−1{0} ∩ Λ = ∅ where Λ := σ̃(A) \
(MA \ σ̃i(A)). Thus, g(AΛ) is invertible by proposition 3.1 and lemma 4.4. On
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the other hand, dim ran(I − PΛ) < ∞ by lemma 4.5 (see also lemma 4.2), so
g(Aσ̃(A)\Λ), r(Aσ̃(A)\Λ) ∈ Φi. Since r(A) ∈ Φi (see e.g. [7, Lemma 3] and [8, Lemma
5(c)]), we conclude that r(AΛ) ∈ Φi. Thus, reasoning with f, g, r and fn, gn, rn as in
the proof of lemma 3.6, we obtain f(AΛ) ∈ Φi. Using again that dim ran(I − PΛ) <
∞, one gets f(A) ∈ Φi as claimed, that is 0 /∈ σ̃i(f(A)).

Now, for i = 7, 8, assume ∞ /∈ f(σ̃i(A)). Reasoning as at the end of the proof of
proposition 3.7, we can assume ρ(f(A)) �= ∅ without loss of generality. So let ν ∈
ρ(f(A)). An application of what we have already proven to the function 1/(ν − f)
shows that 0 /∈ σ̃i((ν − f(A))−1), that is ∞ /∈ σ̃i(f(A)) for i = 7, 8, and the proof
is finished. �

The proof of the proposition below contains the answer to the question/open
problem posed in [11], where the inclusion f(σ̃(A)) ⊆ σ̃(f(A)) was established only
under additional assumptions on f regarding its behaviour at the points in MA.
This is done via the following simple observation (missing in [11]), which in the
end is very helpful to prove the spectral mapping theorem for the essential spec-
tra: since the inclusion f(σ̃(A) \ MA) ⊆ σ̃(f(A)) has already been established in
[11, Corollary 4.5] (see also proposition 3.7) and σ̃(f(A)) is closed, one may sup-
pose without loss of generality that each point in MA is isolated in σ̃(A). Passing
to a subspace via spectral projections, one may suppose that σ̃(A) consists only of
a single point of MA, say d. Now, the inclusion theorem [11, Proposition 6.3] (see
also proposition 4.6) tells σ̃(f(A)) ⊆ f(σ̃(A)) = {f(d)}. Since the spectral projec-
tion is non-trivial, the set σ̃(f(A)) must be non-empty, hence equals {f(d)}. This
tells f(d) ∈ σ̃(f(A)), the missing information.

Proposition 4.7. Let A ∈ BSect(ω, a) and let f ∈ M(A) be quasi-regular at MA.
Then

f(σ̃i(A)) ⊆ σ̃i(f(A)), for all i except i �= 7, 9.

Proof. Note that σ̃6(f(A)) ⊆ σ̃i(f(A)) for each i �= 7, 9. Thus, proposition 3.7 and
lemma 4.2 yield that it is enough to prove the claim for i ∈ {0, 6}. Hence, we assume
i ∈ {0, 6} from now on.

Let μ ∈ f(σ̃i(A)) with μ �= ∞, so we can assume μ = 0 without loss of general-
ity. If 0 ∈ f(σ̃i(A)) \ f(MA), then 0 ∈ σ̃i(f(A)) by proposition 3.7(a). So assume
0 ∈ f(σ̃i(A)) with 0 ∈ f(MA). If any point in f−1{0} ∩ σ̃i(A) is an accumulation
point of σ̃i(A) (and we rule out the trivial case where f is constant), then 0 is an
accumulation point of f(σ̃i(A)) \ f(MA) ⊆ σ̃i(f(A)) (see proposition 3.7(a)), thus
0 ∈ σ̃i(f(A)) since σi(T ) is closed for any T ∈ C(X). So assume that each point in
f−1{0} ∩ σ̃i(A) is an isolated point in σ̃i(A), and set

VA := {d ∈ f−1{0} ∩ σ̃i(A) |d is not an isolated point of σ̃(A)},
which is a finite set by remark 4.1(c).

Assume first that VA is not empty (thus i = 6). One has that, for each d ∈
VA, there is some neighbourhood Ωd of d such that Ωd ∩ σ̃(A) = {d, λd

1, λ
d
2, . . .},

where λd
j ∈ σp(A) \ σ6(A), each λd

j is an isolated point of σ(A), and λd
j −−−→

j→∞
d.

Thus, (f−1{0} ∩ σ̃(A)) \ (MA ∪ (∪d∈VA
Ωd)) is a finite set. Let κ1, . . . , κN be the
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elements of this set, let n1, . . . , nN be the multiplicity of the zero of f at κ1, . . . , κN

respectively, and set g(z) := f(z)ΠN
j=1(b − z)nj /(κj − z)nj . Several applications of

lemma 3.3 yield g ∈ M(A) with dom g(A) = dom f(A), and

f(A) =

⎛⎝ N∏
j=1

(
(κj − A)(b − A)−1

)nj

⎞⎠ g(A) = g(A)
N∏

j=1

(
(κj − A)(b − A)−1

)nj
,

(4.2)
where in the last term we regard (κj − A)(b − A)−1 as bounded operators on
dom f(A). Let us show that 0 ∈ σ̃6(g(A)), from which follows 0 ∈ σ̃6(f(A)), see
for example [6, Theorem I.3.20]. Note that g−1{0} ∩ σ̃(A) ⊆ MA ∪ (∪d∈VA

Ωd), and
that if d ∈ MA \ σ̃6(A) then d is an isolated point of σ̃(A), see remark 4.1(a).
As a consequence, 0 is an accumulation point of C \ g(σ̃(A)). Thus, proposition
3.1 implies that 0 is an accumulation point of ρ(g(A)). If 0 is also an accumu-
lation point of σ̃(g(A)), then 0 ∈ σ̃6(g(A)) by remark 4.1. So assume that 0 is
not an accumulation point of σ̃(g(A)). Since σp(g(A)) ⊆ g(σp(A)) (lemma 2.8),
and λd

j ∈ σp(A) with λd
j −−−→

j→∞
d for each d ∈ VA, it follows g(λd

j ) = 0 for all but

finitely many pairs (j, d) ∈ N × VA. Hence, the set g−1{0} ∩ σp(A) has infinite car-
dinal, so nul(g(A)) �

∑
λ∈g−1{0}∩σp(A) nul(λ − A) = ∞. Then remark 4.1(c) yields

0 ∈ σ̃6(g(A)), as we wanted to prove.
Now, assume VA = ∅ for i = 0, 6, so each d ∈ f−1{0} ∩ σ̃i(A) is an isolated

point of σ̃(A). Set Λ := f−1{0} ∩ MA ∩ σ̃i(A). Note that, in the case i = 6,
then dim ranPΛ = ∞ as a consequence of lemma 4.3. Since f(Λ) = {0}, we have
σ̃(f(AΛ)) ⊆ {0} by proposition 3.1. Hence, σ̃i(f(AΛ)) = {0} since σ̃i(f(AΛ)) can-
not be the emptyset (at least for any operator with non-empty resolvent set, see
for example [8, Section 5] and remark 3.5). Therefore, 0 ∈ σ̃i(f(A)) by lemma 4.4,
as we wanted to show.

Finally, we deal with the case μ = ∞. Reasoning as at the end of the proof of
proposition 3.7, we can assume that ρ(f(A)) �= ∅. Take any ν ∈ ρ(f(A)), so ∞ ∈
σ̃i(f(A)) if and only if 0 ∈ σ̃i((ν − f(A))−1). But 0 ∈ σ̃i((ν − f(A))−1) by applying
what we have already proven to the function 1/(ν − f), and the proof is finished. �

As a consequence, we have the following

Theorem 4.8. Let A ∈ BSect(ω, a) and f ∈ M(A) quasi-regular at MA. Then

σ̃i(f(A)) = f(σ̃i(A)), for all i except i �= 6, 7, 9,

f(σ̃6(A)) ⊆ σ̃6(f(A)),

σ̃7(f(A)) ⊆ f(σ̃7(A)).

Proof. Immediate consequence of propositions 4.6 and 4.7. �

It is known that the spectral mapping theorem does not hold (in general) for
σ̃6, σ̃7, see for instance [6, Section 3]. However, we do not know if it holds for σ̃9

for the regularized functional calculus considered here. Indeed, it holds if MA = ∅,
see proposition 3.7.

J. Oliva-Maza652

https://doi.org/10.1017/prm.2023.106 Published online by Cambridge University Press

https://doi.org/10.1017/prm.2023.106


5. Final remarks

5.1. Operators with bounded functional calculus

A natural question is whether the condition of quasi-regularity can be relaxed in
Theorem 4.8. For instance, one may think of a function f ∈ M(A) with well-defined
limits (through the domain of f) at MA. The properties of bounded functional
calculi (see for instance [4, 12, 17]) are very helpful.

Definition 5.1. Let A ∈ BSect(ω, a). We say that the regularized functional
calculus of A is bounded if f(A) ∈ L(X) for every bounded f ∈ M(A).

Lemma 5.2. Let A ∈ BSect(ω, a) and f ∈ M(A). Then f is regular at σp(A) ∩ MA.

Proof. The proof is analogous to the case of sectorial operators, see [10, Lemma
4.2]. �

Theorem 5.3. Let A ∈ BSect(ω, a) such that the regularized functional calculus of
A is bounded, and let f ∈ M(A) with (possibly ∞-valued) limits at MA. Then

σ̃i(f(A)) = f(σ̃i(A)), for all i except i �= 6, 7, 9,

f(σ̃6(A)) ⊆ σ̃6(f(A)),

σ̃7(f(A)) ⊆ f(σ̃7(A)).

Proof. The proof of this claim is completely analogous to the path followed in this
paper to prove Theorem 4.8. Indeed, the quasi-regularity notion is only explicitly
needed in the proofs of lemma 2.11 and proposition 3.1. This creates a ‘cascade’
effect, and all following results need the quasi-regularity assumption in order to
apply proposition 3.1. Therefore, we will prove the claim once we prove the following
version of proposition 3.1:

“Let A ∈ BSect(ω, a) such that the regularized functional calculus of A is
bounded, and let f ∈ M(A) with (possibly ∞-valued) limits at MA. Then
σ̃(f(A)) ⊆ f(σ̃(A)).”

We outline the proof of this claim. Let μ ∈ C∞ with μ /∈ f(σ̃(A)), and set
fμ = 1/(μ − f) if μ ∈ C or fμ = f if μ = ∞, and we will show that fμ ∈ M(A)
with fμ(A) ∈ L(X). Note that fμ has finite limits at MA. Even more, fμ is
regular at σp(A) ∩ MA by lemma 5.2. Proceeding as in the proof of lemma
2.11, we can assume that fμ has finitely many poles, all of them contained
in ρ(A). Let r(z) := Πn

j=1(λj − z)nj /(b − z)nj , where λj , nj are the poles of fμ

and their order, respectively. Hence, rfμ has no poles, is regular at σp(A) ∩ MA

and has finite limits at MA, thus rfμ is bounded. For any b ∈ ρ(A), the func-
tion h(z) := 1/(b − z)Πd∈{−a,a}\σp(A)(z − a)/(b − z) regularizes rfμ, so rfμ ∈ MA.
Since the regularized functional calculus of A is bounded, then rfμ(A) ∈ L(X).
Moreover, r(A) is bounded and invertible. Therefore, hr regularizes fμ with
fμ(A) = r(A)−1(rfμ)(A) ∈ L(X), and the claim follows. �

Spectral mapping theorems for essential spectra 653

https://doi.org/10.1017/prm.2023.106 Published online by Cambridge University Press

https://doi.org/10.1017/prm.2023.106


5.2. Spectral mapping theorems for sectorial operators and
strip-type operators

Lemmas 2.7–2.11 are the key properties of the regularized functional calculus
of bisectorial-like operators that we use in the proofs given in § 3 and 4. There-
fore, for similar regularized functional calculi satisfying such properties, one may
prove spectral mapping theorems for essential spectra analogous to the ones given
in Theorem 4.8. In particular, we obtain the following results for the regularized
functional calculus of sectorial operators and the regularized functional calculus of
strip-type operators considered in [11].

Theorem 5.4. Let A be a sectorial operator of angle φ ∈ [0, 2π), and let f be a
function in the domain of the regularized functional calculus of A that is quasi-
regular at {0,∞} ∩ σ̃(A). Then

σ̃i(f(A)) = f(σ̃i(A)), for all i except i �= 6, 7, 9,

f(σ̃6(A)) ⊆ σ̃6(f(A)),

σ̃7(f(A)) ⊆ f(σ̃7(A)).

Theorem 5.5. Let A be a strip-type operator of height h � 0, and let f be a function
in the domain of the regularized functional calculus of A that is quasi-regular at
{∞} ∩ σ̃(A). Then

σ̃i(f(A)) = f(σ̃i(A)), for all i except i �= 6, 7, 9,

f(σ̃6(A)) ⊆ σ̃6(f(A)),

σ̃7(f(A)) ⊆ f(σ̃7(A)).

5.3. A spectral mapping theorem for the point spectrum

To finish this paper, we give a spectral mapping theorem for the point spec-
trum. To prove it, we need to restrict to functions f ∈ MA satisfying the following
condition:
(P) For each d ∈ MA such that f(d) /∈ f(σp(A)) ∪ {∞}, there is some β > 0 for
which

• if d ∈ C, then |f(z) − cd| � |z − d|β as z → d, or

• if d = ∞, then |f(z) − cd| � |z|−β as z → d,

where cd denotes the limit of f(z) as z → d.

Proposition 5.6. Let A ∈ BSect(ω, a) and f ∈ M(A) such that f is quasi-regular
at MA. Then

f(σp(A)) ⊆ σp(f(A)) ⊆ f(σp(A)) ∪ f(MA).

If, furthermore, f satisfies condition (P) above, then f(σp(A)) = σp(f(A)).

Proof. The proof of the inclusions f(σp(A)) ⊆ σp(f(A)) ⊆ f(σp(A)) ∪ f(MA) runs
the same as for sectorial operators, see [11, Proposition 6.5]. Assume now that
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f satisfies (P). All that is left to prove is that, if μ ∈ f(MA)\f(σp(A)), then
μ /∈ σp(f(A)). The statement is trivial if μ = ∞, so assume μ ∈ C\f(σp(A)), and
consider the function g := 1/(μ − f), which is quasi-regular at MA. Note that poles
of g are precisely f−1{μ} ⊆ C\σp(A). Moreover, g is regular at MA ∩ σp(A), since
by assumption μ /∈ f(σp(A)). Let now

hl,m,n(z) :=
(z − a)m(z + a)n

(b − z)l+m+n
, z ∈ C, l,m, n ∈ N, b > a.

Then, by the assumptions made on f , hl,m,ng is regular for some m,n, l
large enough, and where l,m, n = 0 if ∞, a,−a /∈ σ̃(A)\σp(A) respectively. Since
hl,m,n(A) = (A − a)m(A + a)n(b − A)−(m+n+l) is bounded and injective, hl,m,n reg-
ularizes g. Hence g ∈ M(A), which by lemma 2.7(4) implies that μ − f is injective,
as we wanted to show. �
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