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Abstract

We consider the stochastic volatility model obtained by adding a compound Hawkes
process to the volatility of the well-known Heston model. A Hawkes process is a self-
exciting counting process with many applications in mathematical finance, insurance,
epidemiology, seismology, and other fields. We prove a general result on the existence
of a family of equivalent (local) martingale measures. We apply this result to a particular
example where the sizes of the jumps are exponentially distributed. Finally, a practical
application to efficient computation of exposures is discussed.
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1. Introduction

Valuation of assets and financial derivatives constitutes one of the core subjects of modern
financial mathematics. There have been several approaches to asset pricing, all of which can be
classified into two larger groups: equilibrium pricing and rational pricing. The latter gives rise
to the commonly used methodology of pricing financial instruments by ruling out arbitrage
opportunities. As is well known, the absence of arbitrage is closely related to the existence
of a probability measure, the so-called risk-neutral measure, here denoted by Q. Prices of
derivatives are expectations under this measure. This connection is known as the fundamental
theorem of asset pricing [18].

In contrast, markets evolve in time, and they do so under the so-called real-world measure,
here denoted by P. While we can attempt to model market movements under P, we also need
the dynamics under Q for pricing purposes. If we are only interested in pricing, then modelling
under Q and calibrating is possible by matching market prices to theoretical ones. However,
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for asset liability management, investors often need to assess their positions under P. A com-
mon risk management practice is to compute the risk exposure as a way to set economic and
regulatory capital levels. Stein [51] shows that exposures computed under the risk-neutral mea-
sure are essentially arbitrary. They depend on the choice of numéraire and can be manipulated
by choosing a different numéraire. Even when one chooses commonly used numéraires, these
exposures can differ by a factor of two or more. Furthermore, a crucial feature when assess-
ing risk exposures is their distribution. While models under Q may have well-known tractable
distributional properties, this need not be the case upon passage to the P-world and vice versa.
For instance, the Vasicek model for interest rates is invariant under a restricted family of mea-
sure changes. This is a desired property of the Vasicek model, but it does not need to hold for
other models. Another example in which the passage from P to Q is relevant is that of certain
commodity markets. In such markets the modelling of the convenience yield is of consider-
able importance because of risks related to the storage of goods. For instance, see [11, 25,
28] for modelling commodity markets using Hawkes processes. In particular, [28] employs a
modelling framework with jumps in the volatility term. As well as in the study of commodity
markets, the change of measure is also important for the term structure of interest rates. For
example, [8] includes a marked Hawkes process in the original Heath—Jarrow—Morton setup
and investigates the pricing of vanilla fixed-income derivatives.

It is common practice in the literature to assume that such a measure change exists and set
up a model under the risk-neutral measure. Nonetheless, such an assumption is not innocuous,
and nonsensical results can occur if it is not satisfied; see e.g. the discussion in [52] and the
references therein. For instance, [9, 48] show examples of models for which no equivalent local
martingale measure exists. See also [47] for conditions to check the existence of equivalent
martingale measures under Markovian models without jumps.

From the modelling perspective, we adopt a stochastic volatility model with jumps where
the volatility process is itself not Markovian. The non-Markovianity can be justified by the
clustering of volatility; see e.g. [16]. It is true, however, that when we enlarge the state space to
include the information provided by the intensity process, the model is Markovian. However,
the underlying intensity process cannot be directly observed from data in most cases. Some
filtering techniques are needed to estimate it; see e.g. [12]. Some recent works modelling clus-
tering of volatility using Markov models in higher dimensions are [5, 7, 17, 29, 32, 37, 43,
46, 49].

The literature on non-Markovian stochastic volatility models is vast. Here we mention some
works on fractional volatility models, which appear when the fractional Brownian motion
is used as a driving noise for the volatility. The main characteristics of such noise are the
possibility of modelling short- and long-range dependence due to the fractional decay of its
auto-correlation function and the ability to generate trajectories which are Holder continuous
of index different from 1/2, corresponding to the case of Brownian motion. Fractional models
with long-range dependence were first studied in [15]. Then [2] introduced Malliavin calcu-
lus to study the asymptotics of the implied volatility in general stochastic volatility models,
including fractional models with long- and short-term dependence. The popularity of rough
models (short-term dependence models) started with the findings of [26]. Their name stems
from the roughness of the underlying noise in the stochastic evolution of volatility. Several
studies in this direction have been carried out; see e.g. [22, 23, 26, 31], to name a few. None
of the aforementioned works discusses change of measure. In fact, it is not clear whether the
volatility process in the rough Heston model (see e.g. [22, 23]) is strictly positive, which is a
necessary condition for a proper change of measure to be possible.
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The rough Heston model extends the classical Heston model to a model with fractional
noise. Moreover, it is proven in [21, 35, 36] that the rough Heston model can be obtained as a
limit of diffusion processes where the noise is a Hawkes process. The latter justifies our choice
of model with a self-exciting Hawkes factor.

The inclusion of jumps in the volatility may not be so clear at first glance. Often, researchers
include jumps in the stock process in order to capture sudden changes of asset returns; see for
instance [3, 14, 24]. Classical stochastic volatility models without jumps, such as the Heston
model, have the property that returns conditional on volatility are normally distributed. This
property fails to explain many features of asset price behaviour. By adding jumps in the returns,
one can model sudden changes such as economic crashes, as well as having more freedom in
the modelling of distributions of asset returns. Nevertheless, jumps in returns are transient; in
other words, a jump in returns today has no impact on the future distribution of returns [24].
Hence, Markov models for jumps in the asset dynamics, such as Poisson processes, are often
used. On the other hand, volatility is highly persistent. If the dynamics is driven by a Brownian
motion, then volatility can only increase gradually by a sequence of small normally distributed
increments. Self-exciting jumps in the volatility provide a rapidly moving persistent factor.
This justifies our use of the Hawkes component in the volatility.

Several works support the presence of jumps in the diffusive volatility. The papers [6, 20, 44]
provide evidence for the presence of positive jumps in volatility. For example, [44, Section 5.4]
contains an empirical study on the higher moments of the volatility process, seeking evidence
of jumps in volatility as first conjectured by [6]. The findings of [44] indicate the possibility of
jumps (with positive mean jump size) in the stochastic volatility process, or at least fatter-tailed
innovations in the volatility process. This justifies the choice of positive self-exciting jumps
in our volatility, which we model by compounding a Hawkes process with independent jump
sizes. The positivity of jumps also allows us to keep volatility from hitting zero with probability
one, but on the other hand, the self-exciting property of the Hawkes process may cause the
process to explode. For this reason, we assume a stability property to prevent explosion; see
[34, Section 3.1.1].

In this work, we look at a Heston-type stochastic volatility model with correlated Brownian
motions and add a jump part to the volatility process, namely, a compound Hawkes process
with an exponential kernel in the intensity process. In this setting our model can be embedded
into a Markovian framework by adding the intensity component, as in e.g. [19, 20]. In [19] the
authors provide a thorough discussion on the general topic of affine processes and a charac-
terization of regular affine processes. We show that a passage from IP to Q and vice versa is
possible for a rich enough family of probability measures. It is worth noting that our model has
three non-tradable noises and one tradable asset, being thus incomplete. This gives rise to non-
unique choices of measure change. The proof of existence of equivalent martingale measures
for the classical Heston model is conducted in [52].

The paper is organized as follows. In Section 2 we present our stochastic volatility model
with correlated Brownian noises and a compound Hawkes component in the volatility. We also
present some useful results on the existence and positivity of the volatility process. In Section 3
we prove the main results of this paper. First we study the integrability of the exponential
of the integrated variance, and then we prove the existence of (local) martingale measures
in our model. Finally, in Appendix 5, we prove some technical lemmas on the existence
of solutions of ordinary differential equations (ODEs) that appear in the proofs of the main
results.
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2. Stochastic volatility model

Let T eR, T > 0 be a fixed time horizon. On a complete probability space (2, A, P), we
consider a two-dimensional standard Brownian motion (B, W) = {(B;, W;) , t € [0, T]} and its
minimally augmented filtration F&W) = {]-',(B’ " telo, T1}. On (2, A, P), we also consider
a Hawkes process N = {V;, t € [0, T} with stochastic intensity given by

t
AM=Ao+a / e PU=9an;,
0

or, equivalently,
dri = —B(A: — Ao)dt + adNy,

where Ao > 0 is the initial intensity, 8 > O is the speed of mean reversion, and « € (0, §) is the
self-exciting factor. Note that the stability condition

o0
a/ eiﬂsds=g<1
0 B

holds. See [4, Section 2] and [34, Section 3.1.1] for the definition of N. We then consider
a sequence of independent and identically distributed (i.i.d.), strictly positive, and integrable
random variables {J;};>1 and the compound Hawkes process L = {L,, t € [0, T]} given by

N
L = ZJ,-.
i=1

We assume that (B, W), N and {J;};>1 are independent of each other. We write FL=
{FE, 1 €10, T1} for the minimally augmented filtration generated by L and

F={FR=F""vFt tel0, 11}

for the joint filtration. We assume that A = Fr, and we work with F. Since (B, W) and L are
independent processes, (B, W) is also a two-dimensional (F, IP)-Brownian motion.

Finally, with all these ingredients, we introduce our stochastic volatility model. We assume
that the interest rate is deterministic and constant, equal to r, but a non-constant interest rate
can easily be fitted into this framework. The stock price S = {S;, r € [0, T]} and its variance
v={w, t€[0, T]} are given by

ds /
dvy = —k(vy — V) dt + o \/vidW; + ndL,, 2.1)

where Sp > 0 is the initial price of the stock, u : [0, T] — R is a measurable and bounded
function, p € (—1, 1) is the correlation factor, vy > 0 is the initial value of the variance, x > 0
is the variance’s mean reversion speed, v > 0 is the long-term variance, o > 0 is the volatility
of the variance, and 7 > 0 is a scaling factor. We assume that the Feller condition 2«v > ois
satisfied; see [1, Proposition 1.2.15].

Note that our stochastic volatility model is the well-known Heston model but with a com-
pound Hawkes process added in the variance process. The procedure for proving strong
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existence and pathwise uniqueness of the stochastic differential equation (SDE) in (2.1) is
essentially given in [45, Chapter V.10, Theorem 57]. Informally, between jump times, the SDE
is just a standard Cox—Ingersoll-Ross (CIR) model with an initial condition that depends on
the value of the compound Hawkes after the jump has occurred. Since strong existence and
pathwise uniqueness are proven for the SDE that defines the CIR model (see [1, Theorem
1.2.1]), one can properly interlace the solutions of the continuous-path SDE and the jumps as
is done in [45, Chapter V.10, Theorem 57] and prove strong existence and pathwise uniqueness
for our SDE in (2.1). In particular, this implies that v is a positive process.

Proposition 2.1. Equation (2.1) has a pathwise unique strong solution.

Since the sizes of the jumps of the compound Hawkes process are strictly positive, one
expects that our variance is greater than or equal to the Heston variance. We prove this property
following the proof of [38, Chapter 5.2.C, Proposition 2.18]. The procedure is the same as
there, but in our case some extra computations will appear because of the jump contribution of
the compound Hawkes process. Recall that the variance of the Heston model is strictly positive,
because the Feller condition is assumed to hold; see the reference from before [1, Proposition
1.2.15]. In particular, we will prove that the process v is also strictly positive.

Proposition 2.2. Let V= {v;, t € [0, T1} be the pathwise unique strong solution of

t t
%:w—xf&fmw+o//@w; (2.2)
0 0

Then
Plw e Q:Vi(w) <vi(w) V[0, T]}) =1,

where v is the pathwise unique strong solution of (2.1).

Proof. See [1, Theorem 1.2.1] for a reference on the solution of the SDE in (2.2). There

exists a strictly decreasing sequence {an}?lio C (0, 1] with ag = 1, lim;,_, 5o a, = 0, and

n—-1 Iy
—_— n’
an u

. +1
for every n > 1. Precisely, a,, = exp(—%).
For each n > 1, there exists a continuous function p, on R with support in (a,, a,—1) such
that

2
0= pul0) = (2.3)

holds for every x > 0 and [ a‘;”" on@)dx = 1.
Then the function

Xl py
Yn(x) = /0 /0 Pn(u)dudy 2.4

is even and twice continuously differentiable, with |/ (x)| <1 and lim,_, o ¥,(x) = |x| for

x € R. Furthermore, {1/,}7° is non-decreasing.
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Next, define the non-decreasing function ¢,(x) = ¥,,(x)1(0,c0)(x). Note that

lim ¢,(x) = max{x, 0} =:xT.
n—oo

Define I; := v; — v; for t € [0, T]. Applying 1t0’s formula, we get

t 1 t
onl) = 0u(0) + /0 sl + 5 /0 o1, dITE
+ ) [onlo) — onlls-) — @I,-)AL] .

O<s<t

Note that
dly = —k (Vs — vg)ds + 0(\/7? — Jv_s) dWy — ndLs,

Ul =0 (VF, — ) ds 4 dIL,

2
The latter implies that d[l]g=a2(,/vs—ﬁ) ds and AL = —Av,= —nAL,.

Therefore,
t t
onll) = —x / LI + o f ahtts) (Vs — )
—77/%(1 )dL—i-—/ (I) \/> \/_3> ds
+ Y [eall) = enli)] +n Y ¢h )AL
O<s<t O<s<t
Note that n fé @, (Is=)dLs =1 D 0<s<t @, (I;—)AL;. Since Iy — I,_ = —nAL; <0and ¢, is a

non-decreasing function, we have Y _; [¢n(Iy) — ¢n(Is-)] <O0.
By (2.3) and (2.4), and using that |/x — Y < +/lx = y| for x, y > 0, we obtain

wi[(l;)(ﬁ—«/v_x)z n(ﬁ; V)’ <2

Vs — Vs

:

Since |¢, (x)| < 1, we can conclude that

t t — Uzt
onl) <k / I:'ds +o / 90;,(1.;—) (\/ Vs — &/ Vs) dWs + 7 (2.5)
0 0

In order to use the zero mean property of the Itd integral,

t
IE[ / ontls) (Vi = o) dws} =0, 2.6)
0
we need to check that

E[ / [ oL (L)* (\/"st — Jﬂ)z ds} < 00. 2.7
0
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Now,

E[ i 1 (V- ) ds] —g| | a1 (V- ) 11{1S>0}ds]
0 L 0

t 2
<E /0 (\/"‘Z—\/V_Y) ]l{1S>0}dS]

t
<E f Vsdsi|
0

t
= / E[V,] ds. (2.8)
0
In [27, Section 2, Equation (2.3)], we see that for 7 € (0, T7,
~ ey , . 4icvge ! 4k
1720 k(t) Xs (k(t)) with k([) = m and §:= ?,

where x gz(k(t)) denotes a non-central chi-squared random variable with § degrees of freedom
and non-centrality parameter k(¢). Then

2(1 _ e—Kt)

Bl = = (3 k(0) =voe ™ +7(1 = ™).

Since ¢+ E[V;] is a continuous function on [0, T], the integral in (2.8) is finite, which
implies that the integral in (2.7) is finite and (2.6) holds. Taking expectations in (2.5), we
have

t 2
Blo,io) <« [ B[]+ 2.
0

Sending 7 to infinity yields E[7;] <« [y E[Z;] ds. One can check that

i B[] ds < oo. 2.9)
0

In fact,

t t t t
f |E[Is+]|ds=/ E[lj]ds=/ E[151{1S>0}]ds§/ E[¥] ds < oo,
0 0 0 0

where the last integral is finite, as we have seen before.
Applying a version of Gronwall’s inequality where only the condition (2.9) is required, we
get E[I;"] =0 for all 7 € [0, T]. This means that

P({w e Q:Vi(w) <vi(w)}) =1 Vie [0, T].

Since the sample paths of V are continuous and the sample paths of v are cadlag, we get
that

P{w € Q:V(w) <v(w)Vt€[0,T]}) =1.
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Corollary 2.1. The variance v = {v;, t € [0, T} is a strictly positive process.

Proof. Recall that we have assumed that the Feller condition 2V > 02 is satisfied.

Therefore the process v defined by (2.2) is strictly positive; see [1, Proposition 1.2.15]. Finally,
by Proposition 2.2 we have that
P{w € Q:Vi(w) <vi(w) V€ [0, TT}) = 1.

We conclude that the process v is also strictly positive. O

3. Risk-neutral probability measures

To prove the existence of a family of risk-neutral probability measures, we follow the clas-
sical approach, employing Girsanov’s theorem in connection with Novikov’s condition. Thus,
we need to study the integrability of the exponential of the integrated variance, that is, what

values ¢ > 0, if any, satisfy
T
E|:exp (c/ vudu>:| < 00.
0

By Corollary 2.1, v is strictly positive and the expectation above is finite for ¢ < 0, but for
our applications is essential that ¢ can be strictly positive. Looking at the proof of [52, Lemma

3.1], one can see that for ¢ < % the following holds:

T
]E|:exp<c/ T/’udu>:| < 00, (3.1
0

where V is the standard Heston volatility given by

t t
'{It:vo—/c/ (ﬁ;—f))ds+0f \/ﬁdwv.
0 0

The procedure for proving that (3.1) holds is to show that

T
E[exp(c/ Vudu>] <exp(—(kv)®(0) —voyr(0)) < oo, (3.2)
0

where ® and i satisfy the following generalized Riccati equations:

2
VAGES %wz(o + kY (0) +c, (3.3)
—@'(1) =Y (),
Y(T)=d(T)=0.

Because of the jump contribution of the compound Hawkes process, this procedure is more
delicate in our model. However, we can obtain a bound similar to that of (3.2), with an addi-
tional function that will be the solution of an ODE involving the moment generating function
of J; and the Hawkes parameters « and 8.
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We start by making an assumption on the moment generating function of J;. We write M
for the moment generating function of Ji, that is, M;(t) =E[exp(tJ1)]. Since J; is strictly
positive, M; is well defined at least on the interval (—o0, 0].

Assumption 3.1. There exists €; > 0 such that My is well defined on (—o0, €;), and it is the
maximal domain in the sense that

lim M;(t) = oo.

t—)GJ

Since €5 > 0, all positive moments of J are finite.

Note that this assumption holds for the gamma distribution, the chi-squared distribution, the
uniform distribution, and others.

We start studying the functions that will appear in a bound like (3.2) for our variance. To
find the ODEs that define those functions, one can consider the process M = {M(¢), t € [0, T}
defined by

t
M(t) =exp (F(t) + Gy, + HA: + ¢ / vudu> ,
0

for some unknown functions F, G, H: [0, T] — R satisfying F(T) = G(T) = H(T) = 0. Note

that
T
M(T) :exp(c/ vudu> .
0

Hence, E[M(T)] is exactly the expectation that we want to study. Now, if there exist func-
tions F, G, and H such that M is a local martingale, since it is non-negative, it will be a
supermartingale and then

T
E|:exp (c / vudu):| =E[M(T)] < M(0) = exp(F(0) + G(0)vo + H(0)Ap) ,
0

where the last expression will be finite as long as F, G, and H exist and are well defined on
[0, TT.

The generalized Riccati equations for F, G, and H are obtained by applying 1t6’s formula
to M and equating the drift terms to 0. This is done formally in Proposition 3.1. In the next
lemma we study the existence of solutions of the generalized Riccati equations for our model.
Note that the ODE for G is slightly different from the ODE for v in (3.3); this depends on
whether one considers the expectation in (3.1) with the parameter ¢ or —c and on how one
defines the process M. The proof of the next lemma is deferred to the appendix, because it is
rather technical and based on ODE theory.

Remark 3.1. It is worth pointing out that our model is based on a three-dimensional affine pro-
cess according to [19, 20, 40]. However, the results in Lemma 3.1 and Proposition 3.1 cannot
be deduced from the general setup of those papers. For instance, the existence of the exponen-
tial moment proved in Proposition 3.1 is actually an assumption in [20, Proposition 1], which
is required to prove the (exponential) affine transform formula. Similarly, in [19, Theorem
2.16(ii)] the authors prove that the exponential moment exists under the assumption that the
solutions of some generalized Riccati equations admit an analytic extension. Nevertheless, they
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do not give conditions to guarantee such an extension of the solutions. That is our contribution
in Lemma 3.1 and Proposition 3.1, where we find the generalized Riccati equations for our
particular model and study the existence of solutions to them. An analogous situation occurs
with [40, Theorem 2.14(b)].

It is also important to note that Lemma 3.1 is, essentially, based on qualitative ODE theory
to study the maximal lifetime of solutions to generalized Riccati ODEs. Similar arguments are
used in [39] to characterize moment explosions in some affine stochastic volatility models.
Even though Proposition 3.1 can be related to moment explosions, the results in [39] cannot be
straightforwardly applied to prove Proposition 3.1. The reason is that in the setting of [39] it is
assumed that the variance process is a Markov process, while in our case we need to enlarge it
with the intensity of the Hawkes process to obtain a Markov process. Therefore, an additional
differential equation appears in our work that needs to be studied. In conclusion, even though
Lemma 3.1 involves ODE theory arguments similar to those of [39], a detailed investigation is
required in our setting.

Lemma 3.1. For ¢ < <5 define D(c) := k2 — 202,

— 202’
2nc(eD(c)T — 1)
D(c) — k + (D(c) + k) ePOT”

Ac) =
and

2
cj:= sup {ch—Z:A(c)<ej and M;(A(c))féexp<g—l>}.
20 o B

Then0 < ¢ < 2’;—22, and for ¢ < ¢y, the following hold:

(i) The ODE

/ 1 22
G(t):—zo G“(1)+ kG(t) —c,
G(T)=0

has a unique solution in the interval [0, T]. The solution is strictly decreasing and is
given by

26(POTD _ 1)
D(c) — k + (D(c) + k) ePOT=D"
(ii) The function t — M;(nG(1)) is well defined for t € [0, T].
(iii) Define U := sup,co. 1) M;(nG(1)). Then U = M;(nG(0)) and

1<U§§exp(%—l>.

H'(1)= BH(1) — M;(nG(1)) exp(eH(1) + 1,
H(T)=0

G(t)=

(iv) The ODE

has a unique solution in [0, T].

Proof. See Lemma A.1 in the appendix. O
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Observation 3.1. One could also assume that the domain of M, is big enough so that the

function t —~ M;(nG(¢)) is well defined on the interval [0, T for any value of ¢ < 2—2 Then
one can prove the existence of H by applying the Picard—Lindelof theorem (see [30, Chapter
II, Theorem 1.1]), which yields the following conditions:

K2 1
CS@ and /3+f(U)OlS?,

where f(U) is some function of U. Therefore, there would be more admissible values of ¢, but
o and B would have to satisfy an inequality involving 7', which is quite restrictive; for the sake
of generality, we prefer to avoid this.

Note that, a priori, there is no explicit expression for ¢; in the previous lemma, because it is
not possible to solve the inequalities

A <e) and MA@y <’ exp<g - 1) .
o B

Moreover, ¢; depends on My, n, k, 0, T, €7, , and B. However, one can get an explicit value
for ¢; that is suboptimal but does not depend on 7. We obtain an expression for that suboptimal
value and give some examples.

Corollary 3.1. Define cs by
2
¢y = min K& KMJ_l éexp g—1 ,K— .
20 2 o B 202

Proof. See Lemma A.1 in the appendix. (]

Then 0 < ¢; < ¢y

Note that we can apply Lemma 3.1 for any ¢ < c¢g, because ¢y < c;. We now give some
examples of the value c;.

Example 3.1.

(i) If J1 ~ Exponential(X), then

. KA 1_a 1_a K2
ol (-5(1-5) - 25)

(ii) If J1 ~ Gamma(u, A) with &, A > 0 as the shape and the rate, respectively, then

N 2 ! 1 K2
cs=min{ — | 1 — il By
2n (g exp(% _ 1)) K 20
(iii) If J1 =j > 0, then
K ﬂ o K2
¢y = min In +—-=1),—1t.
2nj a B 202
Proof. See Example A.1 in the appendix. O
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We have studied the conditions under which the generalized Riccati equations have a well-
defined solution on the interval [0, T]. We now proceed to studying the integrability of the
exponential of the integrated variance, following the method noted at the beginning of this
section.

Proposition 3.1. Lef ¢ < ¢;; then
T
E|:exp (cf vudu>:| < 00.
0

Proof. By Corollary 2.1, v is strictly positive and the expectation is finite for ¢ <0. We
focus on the case when 0 < ¢ < ¢;. We first define the function f: [0, T] x R3>R by

ft, x,y,2)=exp(F(t) + GO)x+ H(t)y + cz2) ,

where G and H are the solutions of the generalized Riccati equations given in Lemma 3.1,

that is,
G()= —%02G2(t) +kG(1) —c, (3.4)
G(T)=0
and
H'(1) = BH(t) — M;(nG(1) exp(aH(1) + 1, (3.5)
H(T) =0,
and F is given by
F'(t) = —kvG(t) — BroH(D), (3.6)
F(T)=0.

Note that with the assumption we have made on c, the functions F, G, and H are well defined
on [0, T7.

We also define the integrated variance V; := fé vudu. We let Y, := (t, v¢, As, V;) and define
the process M = {M(t), t € [0, T]} by M(t) =f(¢, vi, s, Vi) =f(Yy). Applying 1td’s formula to
the process M, we get

t

t t
M(t) = M(0) + / 3f (Ys_)ds + / af (Vs )dvs + / 3 (Y5 )dAg
0 0 0

t t
+ s Vs + 5 | rrsam;
0 0
+ Y [ —f(Yeo) = 0 (Vs ) Avg — 0, (Vs )ALs]

O<s<t
We have used that
[l =&’ [Nl =&’ N, = [A]; =0,
[V1i=0,
v, Ay =anlL, Nl;=anLl, = [v, Al =0,
[v, VI;=[A, V], =0.
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Moreover,
t 1
V] = / o*vds +n°[L], = ]} = / o*vyds,
0 0
dvy = —k(vy — V)dt + o \/vidW; + ndL;,
d)"t = —ﬂ()\.t — )\,O)dt -+ otht.
Hence,

t
M) — M(0) = fo [3zf(Ys) — kf(Ys)(vs = V) = BOyf(Ys)(As — Ro)

O (Ye)vs + %8fxf(Ys)02vs]ds

t

t t
+ / axf(Yr—)U«/V—des + / ayf(Ys—)ndLs + / 8)f(Ys—)05st
0 0 0
+ ) [ = f(Yso) = 9 (Y5 ) Avy = (Y )AL

O<s<t
Since Avy =nALg and Aly = a ANy, we have

t
f Of (YsIndLs = ) uf (Y-)Avs,
0

O<s<t

t
/ Of(YsdadNs =) 0 f (Y )Ads,
0

O<s<t

and we get

t
M) — M(0) = /O [80°(¥) = K0 (Vs = ) = BAFX) s — o)
1 2 2
+ (Vv + S0/ (Yo v Jds

t
+/0 af (Ys—)o \/vsdWy + Z [f(Ys) _f(YS—)] .

O<s<t

Next, we can write

D @) —fX] = D [fs v + Avg, s+ Aky, Vi) — f(Y, )]

O<s<t O<s<t
= Y [fls.vee +1ALs, Ay + AN, Vi) — f(¥,0)]
O<s<t
= > gls. ALy, AN),
O<s<t

where

g(s, ur, up) := f(s, vs— +nuy, Ae— +oaup, V) —f(Ys-).
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We now define Uy = (L, Ny), and fort € [0, T], A B(R2 \ {0, 0}), we let
NY(@t, A)=#{0 <s <t, AU, € A}.

We add and subtract the compensator of the counting measure NU to split the expression
into a local martingale plus a predictable process of finite variation. Note that the compensator
of the Hawkes process is given by Aﬁv = fot Aydu; see [4, Theorem 3]. One can check that the

compensator of the compound Hawkes process is given by AL =E[J;] fot Aydu. Thus,

t
Yl —fv)] = f / g(s, ur, u)NY(ds, du)
0 J(0,00)2

O<s<t
t
- / / g(s. w1, u2) (NU(ds. du) — 25y, (duy )31 (duy)ds)
0 ((),OO)2
t
+ / f o5, w1, w)hsPy, (duy )8y (duz)ds.
0 ((),OO)2
Note that

t t
f / g(s, ur, u2)rs Py (duy)dy (duz)ds = f / g(s, ur, DAsPy, (duy)ds.
0 J(0,00)? 0 J(0,00)
We conclude that
t
M) — M(0) = /O [3xf(Ys) — 10 (Ys)(vs — V) = BOyf (Y5)(As — 20)

1
RO+ 30Tt [ gt DAPy )

(0,00)

t
+/ axf(st)U\/V_S‘iWs
0
t
+/ / g(s, ur, 1) (NY(ds, du) — AsPy, (duy)ds) .
0 J(0,00)

Recall that (¢, x, y, z) = exp(F(¢) + G(¢t)x + H(t)y + cz); thus,

af(t, x,y, 2= (F (1) + G ()x + H (1)) (1, x, y, 2),
S (1, x, y,2) = G(O)f (1, x, y, 2),

of(t, x, y,2) =H@f (@, x, y, 2),

o.f(t, x,y,2)=cf(t, x, y, 2).

Furthermore,

g(sv ui, 1) Zf(s, Vs— + nui, )"Sf + o, VA) _f(sv Vs—, )"S75 VJ)
=1(5, Vs—» hs—, Vs) [exp(nui G(s)) exp(aH(s)) — 1]

Therefore,

/(0 )g(S, ut, DAsPy, (dur) = f(Ys-)As[M;(nG(s)) exp(aH(s)) — 1] .
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Using the specific form of the derivatives and the previous result, we see that the drift part
of M(t) — M(0) vanishes. That is, we have the following:

e Coefficient multiplying v in the drift:
1
f(¥y [G’(r) — kGt + 5c‘;(;)202 + c] =0,

where we have substituted Equation (3.4).

e Coefficient multiplying X in the drift:
() [H' (1) — BH(®) + M;(nG(®)) exp(aH(1) — 1] =0,

where we have substituted Equation (3.5).

e Free coefficient in the drift:
f) [F'(0) + kvG(t) + BroH([1)] =0,

where we have substituted Equation (3.6).

Therefore, the process M can be written as
t
M(t)= M) + /0 0 (Ys )0 /7rdW,
'
+ / / g(s, ur, 1) (NY(ds, du) — AsPy, (duy)ds) .
0 J(0,00)

We conclude that M is a local martingale. Moreover, since M is non-negative, it is a
supermartingale. Then

E[M(T)] = E[exp(F(T) + G(T)vr + H(DAr + cV7)]
T
= E[exp(c/ vudu)]
0
< M(0) =exp(F(0) + G(0)vo + H(0)1o) < oc.

Note that F(0), G(0), H(0) < 0o, because the functions F, G, and H are well defined on the
entire interval [0, T]. O

We write S = {§,, t € [0, T]} for the discounted stock price; that is, E = e~ "S;. We prove
the existence of a family of equivalent local martingale measures Q(a) parametrized by a
number a. Namely, Q(a) ~ P is such that S is an (F, Q(a))-local martingale.

Theorem 3.1. Let a € R and define Gt(a) = (M — ap\/V,),
J1=p2 \ Ve

1 1 t
Y@= exp(—/ 0 DdBy — ~ / (95“))2ds> ,
0 2 Jo

t 1 t
Zt(a) = exp(—a/ VsdWg — zaz/ vsds> ,
0 0
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and X,(a) = Y,(a) Zl(a) . The set

&= {Q(a) given by % =X(Ta) with |a| < \/271} (3.7

is a set of equivalent local martingale measures.
Proof. Define the process (BQ(“), WQ(”)) = {(39(”) , WIQ(“)), t€[0, T1} by

dBYY = 4B, + 0 dt,
AW = aw, + a./vdt. (3.8)

The dynamics of the stock is now given by

ds
T,t = [uf v <\/ -2, + ap\/v_fﬂ N (\/1 — p2dB + de;Q@) .

Note that
e — Ve <\/ 11— 20" + apﬁ) =r,

which is a necessary condition for Q(a) to be an equivalent local martingale measure. The
choice of the market price of risk processes 6@ and a,/v; is the same as in [52, Equations
(3.4) and (3.7)]. This choice preserves the standard Heston variance dynamics after the change
of measure.

To apply Girsanov’s theorem we need to check that the process X@ is an (F, P)-martingale.

Since X@ is a positive (F, P)-local martingale with X(()a) =1, it is an (F, P)-supermartingale
and it is an (F, P)-martingale if and only if

E[x]=1.
Using the fact that Z(T“) is F)V v Fk-measurable, we have
E[x] =E[r{"7" |
=E[E[r{'7" 17} v Ff|]
=E|Z"E[v{1F v FE]]. (3.9)

By Corollary 2.1, the variance process v is strictly positive. This implies that fOT (05(“) )zds <
00, P-almost surely. Since 9@ ig { ]-',W \% .EL} e[ T]-adapted,

1 T T
YO 7Y v FE NLognormal(—E / (61 ds, / (9§“>)2ds> :
0 0
and we obtain that E[Y(Ta)|}"¥v \% .7-'%] = 1. Therefore, substituting this in the last expression in

(3.9), we obtain E[Xgl)] = IE[Z(Ta)] and we only need to check that ]E[Z(Ta)] = 1. Since |a| <
2cy, %az < ¢, we can apply Proposition 3.1 and get that

T
E[exp(%az/ vudu):| < 00. (3.10)
0
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Hence, Novikov’s condition is satisfied, Z is an (F, P)-martingale, and we conclude that
E[x;"] =E[z{"] =1.

Then X is an (F,P)-martingale, Q(a)~P is an equivalent probability measure
defined by

@ :X(a)
arp T

ax = X{[ -6 aB,  a /W]

and (BQ(”), WQ(“)) as defined in (3.8) is a two-dimensional standard (F, Q(a))-Brownian
motion. The dynamics of the stock under Q(a) is given by

ds
?f =rdt + /v, (,/1 — p2dB2@ 4 ,odW,Q(a)) .
t

This implies that the discounted stock S is an (F, Q(a))-local martingale. Therefore, the set
€ defined in (3.7) is a set of equivalent local martingale measures. O

Observation 3.2. As pointed out at the beginning of this section, since %az is multiplying the

integrated variance in (3.10), it is important that ¢; is strictly positive in Lemma 3.1.

Observation 3.3. The dynamics of the variance under Q(a) € £ is given by

dvi = —kc (v — V) dt + /77 (dwﬁ@(‘” - aﬁdt) + ndL,
=—(k(v; — V) +aov,) dt + oﬁdW;@(a) + ndL,
= @ (v, _ W)) dt + o o aw®®@ 4 ndL, (3.11)

_ _kv

(@) — 5@
where «'% =k + ao and V\¢ = o

So far, we have proven that there exists a set of equivalent local martingale measures.
However, we need to study when those measures are actually equivalent martingale measures.
We prove that under the condition p? < ¢;, there exists a subset of £ of equivalent martingale
measures. The condition p? < ¢; may look quite restrictive. However, an inequality involving
the correlation factor p also appears in the proof of the existence of equivalent martingales
measures in the standard Heston model (see [52, Theorem 3.6]).

Theorem 3.2. If p> < ¢}, the set

Emi= {Q(a)eé’:|a|<min{@,ﬁ}} (3.12)

is a set of equivalent martingale measures.

Proof. Let Q(a) € &, C £. By Theorem 3.1, Sis an (F, Q(a))-local martingale with the

following dynamics:
ds,
§_’ =/ (,/1 — p2dB2@ + de§Q<“>> .
t
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Hence,

A t t 1 t
S; = Sp exp <\/ 1— ,02/ \/v_sdB(S@(“) + p/ \/v_de;@(”) ~3 / vsds> .
0 0 0

Since S is a positive (F, Q(a))-local martingale with Eo =38, it is an (F, Q(a))-
supermartingale and it is an (F, Q(a))-martingale if and only if EQ@ [§T] = So.
Similarly as we did in Theorem 3.1, we define the processes

Q). _ o ! aw_1=p* [
Y "7 =exp|/1—p JvsdBS P — — vsds |,
0 0
t 2 t
Z;@(a):: exp(,o/ \/v_deEQ(“) — p_/ vsds).
0 ‘ 2 Jo
Thus, S; = SoY, ,Q(a)Z;@(a). Using that Zg(a) is ]-';V w0y }"%-measurable, we have
RQ@ [§T] — SoEQ@ [Yg(m Z;@(“)] — SoEQ@ [EQ(a) [Y;Q(‘” Z;@(”H J-"}"@(‘” v }ﬂ]

= SoEY [ ZF R [yRO FFy FE|. (3.13)

Since fOT Vudu < 00, Q(a)-almost surely, and v is {]'",WQ(a) \ ftl‘ }te[oﬂ-adapted,

Q@) zW Q@ L 1-p* (7 2 !
YU Fr Vv Fr ~Lognormal | — 5 vyds, (1 — p°) veds | ,
0 0

and we have that EQ(“)[Y;Q(a)|f}V o v Fk]=1. Substituting this in the last expression
in (3.13), we obtain that EQ@ ET] = SyEQ@ [Z;@(“)], and hence we only need to check

EQ@ [Z;Q(a)] = 1. We will prove that Novikov’s condition holds, that is,

2 T
EQ@ [exp(% f vudu>:|<oo. (3.14)
0

Unlike in the proof of [52, Theorem 3.6], here we cannot directly apply Proposition 3.1
with the volatility parameters «® and 7@ given in (3.11) to prove that the expectation above
is finite. One reason is that under Q(«) the Brownian motion W@ and the compound Hawkes
process L are no longer independent, because

AW = AW, + a/vdr;

therefore, the dynamics of v is different under Q(a). In order to check (3.14) we note that
2 ,T 2 T
d
EQ@ | exp L / vudu | | =E| exp L / Vyudu Q@) ,
2 Jy 2 Jo dP

dQ(a)
dP

where
(@) ~(a)
=Y.'Z;",

and Y}“) and Z¥Z ) are given in the statement of Theorem 3.1.
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Repeating the same argument as in Theorem 3.1, we can write
02 (T - 02 (T
EQ@ [exp(—/ vudu)] =E exp(—/ vudu> y(Ta)Z(T“):|
2 Jo i 2 Jo
- o2 (T
=E E|:exp<7/0 vudu) Y0z FY v}'%ﬂ
- o2 (T
=E exp(;/o vudu> Z;?)E[Y;an]:y \/]-'%”
- 2 T
=E exp(p—/ vudu> Z(Ta)i|
i 2 Jo

r T 1 T
—E exp<—a / JVsdWy — 5(“2 ~ ) / vsds)],
L 0 0

Then, adding and subtracting a? fOT veds in the exponential and applying the Cauchy—
Schwarz inequality, we obtain

E[exp(—a /0 ! JvsdWy — %(a2 - %) /0 ' des>:| -

T T 1 t
= E[exp(—a/ JVsdWy — a* f vsds> exp(i(a2 + ,02) / vsds>]
0 0 0

T T 2 t 2
< ]E|:exp (—Zaf SvsdW, — 2a° / vsds)} IE|:exp<(a2 + ,02) / vsds>:| . (3.15)
0 0 0

Note that the first factor in (3.15) is the expectation of a Doléans—Dade exponential. Since

lal < \/gT, (recall the choice of a in (3.12)), 2a% < ¢;, and by Proposition 3.1, Novikov’s

condition holds:
T
E|:exp<2a2 / vsds)i| < 00.
0
Therefore, we have that

T T
E[exp(—Za / JvsdWy —2a® / vsds>]=1.
0 0

For the second term in (3.15), we again apply Proposition 3.1. We need a” + p? < ¢;, which
is true because |a| < +/c; — p2. Thus

t
IE[&:Xp((a2 + ,02) / vsds>i| < 00
0
p2 T
EQ@ |:exp<—/ vudu>i| < 00.
2 Jo

We conclude that EQ@ [Z;@(”)] =1, EQ@ [:S‘\T] =So, and S is an (F, Q(a))-martingale.
Therefore, &,, is a set of equivalent martingale measures. U

and
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4. Application: efficient computation of risk exposures

A common risk management practice is the computation of exposures, such as potential
future exposures, expected exposures, and expected positive exposures, among others. The
objective of such computations is to estimate the capital that the firm needs to hold in order
to manage its risks and comply with economic regulations. Therefore, computing exposures
correctly and efficiently is a fundamental risk management procedure that firms need to deal
with.

Stein [51] shows that exposures computed under the risk-neutral measure are essentially
arbitrary; they must be calculated under the real-world measure. It is proven in [51] that, under
the Black—Scholes model, exposures can differ by a factor of two or more across commonly
used numéraires and their corresponding risk-neutral measures.

On the other hand, efficient computation of such exposures is relevant for firms to optimize
the time and effort used in those calculations. As explained in [50, 51], computing exposures
under the real-world measure for a portfolio of derivatives can be computationally expensive.
The reason is that to compute exposures on derivative portfolios, one simulates risk factors to
the horizon date under the real-world measure, and then the portfolio is repriced under a risk-
neutral measure. Essentially, this requires performing a Monte Carlo within a Monte Carlo,
which can be extremely time-consuming. Moreover, such exposures are usually computed for a
variety of horizon times, making the computations even more costly. This is one of the reasons
motivating firms (wrongly) to compute exposures under the risk-neutral measure.

However, if a change of measure exists and the Radon—Nikodym derivative of that change is
known, such computations can be done in a far more efficient way. Following the explanation
in [51], let V be a portfolio of derivatives and consider a risk exposure of the type

R=E[Y(V7)] 4.1)

for some function Y. Now, assuming that ,02 < ¢y, let Q(a) € &, be a risk-neutral measure, and
let % = X(T” ) be as given in Theorem 3.1. Then R can be computed in the following way:

R=E[Y(Vy)] = EY@ [Y(VT) } = EQ@ |:Y(VT) 1 ] . 4.2)

dQ(a) X

The exposure R can often be calculated much more efficiently using the expression on the
right-hand side of (4.2) than using (4.1), because the calculations can be done entirely under
Q(a). Monte Carlo techniques such as least-squares Monte Carlo [42], stochastic mesh [10],
or stochastic grid [33] can be used to compute Vr, and the same scenarios can used to obtain
the expression on the right-hand side of (4.2) [13].

To summarize, an important practical application of our results to risk management is
the correct and efficient computation of exposures on derivative portfolios, which is pos-
sible thanks to the existence of risk-neutral measures and an explicit expression for the
Radon-Nikodym derivative.

4.1. Numerical example

We give a numerical simulation in which we quantify the error obtained if, under our
stochastic volatility model, the exposures are wrongly computed under a risk-neutral mea-
sure. The objective is to illustrate the importance of computing exposures under the real-world
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TABLE 1. Parameters used for the Monte Carlo simulation.

T $So " P r Vo K v o n k M o B

1 1 008 09 005 04 10 007 1 05 15 2 1
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— Exposure under P
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- - Exposure under Q(0)

0.4 - =+ Relative error

0.0

00 01 02 03 04 05 06 0.7 08 0.9 10 11 12 13 14 15 16 17 18 19 20
Strikes

FIGURE 1. Expected exposure computed under P and under Q(0) as functions of the strike for a call
option.

measure. Assume that p2 < ¢;. Let Q(a) € &y, and let V be a portfolio consisting of a single
call option with strike K and maturity time 7', that is,

V, = e "TOEQ@ 1max{Sr — K, 0}| F1], rel0, T].

Following [51], the expected exposure at time ¢ [0, T] is defined by EE(V,?):=
E[max{V;, 0}]. For the sake of simplicity, we compute the expected exposure at maturity
time 7. Then EE(V, T) = E[max{St — K, 0}], and we define the (wrong) expected exposure
under Q(a) by EE@(V, T) = EQ® [max{S; — K, 0}].

We employ an Euler—Maruyama scheme to approximate the processes A, v, and S; we
then run a Monte Carlo simulation to compute EE(V, T) and EE@(V, T) for different strikes
and values of a. For convenience, we assume that the drift u of § is constant and that
J1 ~ Exponential(k). The parameters used for the simulation are given in Table 1; we have
taken as a reference the ones given in [41, Table IV].

One can check that the stability condition for the Hawkes process, the Feller condition,
and the condition p? < ¢; are satisfied. In Figure 1 we compare EE(V, T) and EEQ(V, T) for
different strikes, and in Figure 2 we make the same comparison for EE(V, T) and EEDWV, T).
In Table 2 we give the average and maximum relative errors between the exposures computed
under risk-neutral measures and the correct exposures across the different strikes. Note that the
relative errors given in Table 2 are of significant size for risk management purposes. Finally, in
Figure 3 we compute EE@(V, T) for different values of a and for a fixed strike value K = 1.4.
We also plot the correct value and the relative error.
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TABLE 2. Average and maximum relative errors between exposures computed under risk-neutral
measures and exposures computed under the real-world measure.

Exposures under Q(0) Exposures under Q(1)
Average relative error 14.18% 20.37%
Maximum relative error 35.18% 54.11%
1.2 60
0.94
-40
o
(o]
w 0.6 g — Exposure under P
w g* - - Exposure under Q(1)
% <=+ Relative error
F20
0.34
0.04
0

00 01 02 03 04 05 0.6 07 0.8 09 10 11 12 13 14 15 16 17 18 1.9 20
Strikes

FIGURE 2. Expected exposure computed under P and under (1) as functions of the strike for a call
option.

30
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0044 ~~o_
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- - Exposure under Q(a)
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0.02+ =
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-=- Relative error

0.01+ T -10

0.00 -

—1‘.0 —0‘.8 —OI.G —0‘.4 —6.2 OTO 0.2 0.4 0.6 0.8 1.0

FIGURE 3. Expected exposure computed under Q(a) for different values of a and a fixed strike value
K=14.
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It is worth mentioning that it would be of interest to compute EE(V, t) for t € [0, T) and
other types of exposures under our stochastic volatility model for more complex derivative
portfolios. Nevertheless, the goal is to show that even with a simple portfolio and exposure
one can obtain significantly different exposure values if they are wrongly computed under the

risk-neutral measure.

Appendix A. Technical lemmas

We now give the proofs that were postponed in Section 3.

Lemma A.1. For ¢ < <> define D(c) := k2 — 2072c,

— 20,2)

2nc(eD(">T — 1)

A= S e+ (Do) 1 k) DT

and

K2 B o
cyi= sup {cf—Z:A(c)<EJ and Mj (A(c))g—exp(——l)}.
20 o B

Then 0 < ¢ < 2’;—22 and for c < cy, the following hold:

(i) The ODE

/ L 50
G(t):—Ea G°(t) + kG(t) — c,
G(T)=0

(A.1)

has a unique solution in the interval [0, T]. The solution is strictly decreasing and is

given by

26(POT-0 _ 1)
D(c) — k + (D(c) + k) ePT=0"

G(t) =

(ii) The function t — M;(nG(t)) is well defined for t € [0, T].
(iii) Define U := sup,co 71 My(nG()). Then U = M;(nG(0)) and

1<U§gexp<%—l>.

(iv) The ODE

H'(t) = BH(t) — My (nG(1)) exp(aH (1)) + 1,
H(T)=0

has a unique solution in [0, T].

Proof. We first check that ¢; > 0. Since

lim A(c)=0,
+

c—>0
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there exist positive values of ¢ satisfying the inequality A(c) < €;. Using that & < 8, one can

check that g exp(% — ) > 1. Since the limit in (A.3) holds, M;(0) = 1, and M} is a continuous

function, there exist positive values of c satisfying the inequality M; (A(c)) < g exp(% — l) .
Therefore, ¢; > 0. From now on, let ¢ < ¢;.

(i) To find the solution we can transform Equation (A.1) to a second-order linear equation
with constant coefficients and then apply the standard method to solve it using the fact that
2 . . .
c< 2’;—2 To see that G is strictly decreasing, one can check that
—4¢D(c)?ePOT=

0
(D(©) — & + (D(©) 1) POT-0)

G ()=

(i) Since G is strictly decreasing and 1 > 0,

2nc(eD(")T - 1)
sup 1G(1) =nG(0) =

1€[0,7] D(¢) — k + (D(¢) + )eP@T — A(o).

By the definition of ¢; we have A(c) < €;. Then nG(f) < €j for ¢ € [0, T] and M;(nG()) is
well defined for 7 € [0, T].

(iii) Since G is strictly decreasing and Mj is strictly increasing, we have M;(nG(0)) >
M;(nG()) for all t € [0, T]. Therefore, U = M;(nG(0)). Since nG(0) > nG(T) =0, we have
that

U=M;nG0)>M;nG(T))=M;0)=1.
Moreover, by the definition of ¢; we have

U=M;(nG(0))
Y 2nc(ePOT — 1)
i <D(c) — Kk + (D(c) + k)ePOT )
=M;(A(c)

B o
< anp<E — 1).

(iv) Let us make the change of variables Ah(t):= H(T —t). Then the ODE in (A.2) is
transformed to

(1) = f(t, k(1)) = My (nG(T — 1)) exp(ah(t)) — Bh(1) — 1, (A.4)
h0)=0

where f(t, x) := M;(nG(T — t)) exp(ax) — Bx — 1. Note that for € [0, T] and x € R,
Jm) = —Bx— 1 <f(t, x) < Uexp(ax) — fx — 1 = fu(x). (A.5)
First, we focus on the ODE

Iy () = fu(hn (1) = U exp(ahy () — Bhy (1) — 1, (A.6)
hp(0) =0.
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Since fjy is continuously differentiable in R, it is Lipschitz continuous on bounded intervals
and there exists a unique local solution for every initial condition; see [30, Chapter II, Theorem
1.1]. We want f3;(0) > 0 and the existence of x,, > 0 such that fy;(x,) < 0, which would imply
the existence of a stable equilibrium point in the interval (0, x,). Therefore, the solution of
(A.6) would be well defined on [0, c0) and we would have hy(?) < x, for all 7 € [0, 00).

Note that f3y(0) = U — 1 > 0, as seen in the previous part.

The minimum of fy, is achieved at xpin, = é ln<o%). Note that xpi, > Oifand only if U < g

Then
BB
Jm min) = o <1 1n<O{U>> 1<0

if and only if U Sgexp(% - 1), which is guaranteed by (iii). Moreover, note that

g exp(% — 1) < g and then xpi, > 0.

We conclude that the point we were searching is x, = Xmin. This guarantees that f, is well
defined on [0, 00) and Ay (?) < x,, forall £ € [0, T

Now we focus on the ODE

B (8) = fon (A () = — Bhyu(1) — 1,
hy(0)=0.
The solution is given by () = e_f;_l. The function A, is well defined on [0, co) and

Ty (£) > —71 for all 7 € [0, 00).
Consider again the ODE in (A.4), and recall that

ft, x)=M; (nG(T — 1) exp(ax)) — px — 1.

Define the open interval V := (—% —1,x, 4 1). Note that f: [0, T] x V — R is a continu-
ous function, Lipschitz in x, because the exponential function is Lipschitz on bounded intervals.
For (¢, x1), (t, x2) € [0, T] x V we have

[f(z, x1) — (2, x2)| < [M;(nG(T — 1)|] exp(axy) — exp(axz) | + Blx1 — x2]
< Ul exp(axi) —exp(ax2) | + Blx1 — x2|
<Kilx1 — x2|,

for some constant K; > 0. Then, by the Picard—Lindel6f theorem (see [30, Chapter II, Theorem
1.1]), there is a unique solution A: [ — V for some interval / C [0, T]. Moreover, by [30,
Chapter II, Theorem 3.1], only two cases are possible:

(1) I=[0, T]. In this case, there is nothing more to prove.

(2) I=10, ¢) withe <T and

lim h(t)e{—%—l,xp—i—l}. (A7)
t—e~
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That is, h approaches the boundary of V as r approaches e. In this case, as a consequence of
(A.5), we will prove that h,(r) < h(t) < hy(1), for all ¢ € [0, €).

First we prove that ,,(f) < h(t) for all ¢ € [0, €). Define the function g(¢) := h,,(t) — h(t) for
t € [0, €). Note that g(0) = 0 and we want to prove that g(¢) <0 for all ¢ € [0, €). Assume there
exists s € (0, €) such that g(s) > 0. Since g is continuous and g(0) =0, there exists r € [0, 5)
with g(r) =0 and g(¢) > O for ¢ € (r, s]. Now, for ¢ € [r, s] we have

8'(t) = hy, (1) — W (1)
= fn(hm(0)) — f (1, h())
=S, hn(0) — f (2, h(1))
=M;(nG(T — 1) (exp(ahm(t)) — exp(ah(r)) — B(hm(1) — h(1))
< U(exp(ahn(1)) — exp(ah(t))) — B (hn(t) — h(1))
< Ka|hm(1) — h(1)] = K2|g(1)| = K28(1),

for some constant K, > 0, where in the last inequality we have used the fact that since 4, and

h are continuous, they are bounded in [r, s], and we can use the Lipschitz property because the

exponential function is Lipschitz on bounded intervals. Applying Gronwall’s inequality, we

have that g(s) < g(r)e¥26=" =0, which is a contradiction. We conclude that ,,(r) < h(z) for

all r € [0, €). A similar argument can be employed to prove that i(f) < hy(¢) for all ¢ € [0, €).
For t € [0, €) we have

t—e™

(0 <) < ) = - <h) <3, —> = < lim b0 <,

This contradicts (A.7). We conclude that the only possible situation is that / is well defined
on [0, T]. O

Corollary A.1. Define cs by
2
¢ := min K—Gj,iMjl éexp g—1 ,K— .
2n " 2n o B 202

Proof. We first check that ¢ > 0. The function M;: (—o0, €;) — (0, 00) is well defined and
strictly increasing. Therefore, M]l 1 (0, 00) > (—00, €y) is also a well-defined function, and
it is strictly increasing.

Since £ exp(% — 1) > 1 and M;(0) =1, we have MJ_1 (’3 exp(% — 1)) > 0, and we can

o o

Then 0 < ¢ < ¢y

conclude that ¢; > 0.

2
Recall that 0 < ¢; < %, where

K2 B o
c1=sup{c§—2:A(c)<ej and M; (A(c))f—exp(——l)},
20 o B

DT _
with D(c) = vk = 207¢ and A(c) = — 24" =)

D(c)—k+(D(c)+k)ePT *
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To prove that ¢; < c¢; we check that A(cs) <€y and My (A(cy)) < g exp(% — 1). The
following inequality holds:

27]6‘(6"/ k2—202cT _ 1)

2nc

Al) = <2 (A.8)
VK2 =202 — Kk + («//c2 —2(72C+K) eVK?=20%T K
In fact,
2170(6"“(27202‘7 _ 1) )
c
Ale) = 0

< —
VK2 —20%c—Kk + («/KZ—ZUZC_FK)@ «2—202cT K
o (VI 1) < Vo ok (Vi 2o ) VT
= 0<Vik? 202 <1 +eV K22"26T> ,

2nes
K

My (A(es)) < My <2’I7<Cs> <M (M,‘ (g exp(% — 1))) - g exp(% - 1) .

We conclude that c¢; < ¢;. Note that the inequality in ¢ < ¢; is strict because the inequality
in (A.8) is strict. U

Now, by the definition of ¢; we have A(cs) < <e¢y, and

Example A.1 (i) If J1 ~ Exponential()), then

. {K)» o o K2
cs=miny— (1 ——exp|{]—— ,——= .
2n( B ( ﬂ)) 202}

(ii) If J1 ~ Gamma(u, A) with i, A > 0 as the shape and the rate, respectively, then

| kA | 1 K2
¢y =min{ — — il Ry
(iii) If J1 =Jj > 0, then
2
¢g = min L In E +ﬁ_1 ,K— .
2nj o B 202
A

Proof. (i) The moment generating function is given by M; (1) = t < A. Hence, with the

—t°
notation of Assumption 3.1, €; = A, and the inverse of M; is given by Mj_l(t) = A(l — %),
t > 0. Then, applying Corollary A.1, we have the following expression for c;:

kA kA 1 K2
G=miny —, — |l ———F—— |, 53
2n " 2n gexp(% _ 1) 20
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Note that since £ exp(— - 1) > 1, we have

1
0<l——F <1

g exp(% — 1)

We conclude that

B

el ) B

(ii) The moment generating functlon is given by M;(1)= (1 — £) ™", t < 1. Thus, ¢, = 1, and

the inverse of My is given by M (t) = A(1 — r~'/#), £ > 0. Then, applying Corollary A.1, we
have the following expression for c;:

KA KA | B @ “Um\ 2
Cg—mll'l 2 277 —(aﬂXp(B— )) ’ﬁ .

Note that since g exp(% — 1) > 1, we have

kA kA
cg=miny —, — 1—
2n 2n exp g_
K2
20

0<1-— 7 < 1.
(Zexe(5-1))
We conclude that

N . B a “Hm\ 2
Cg = 1nIin % —(a@XP(E— )) ,ﬁ .

(iv) The moment generating function is given by M;(t) = e¥, t € R. Thus, €; = 0o, and the
inverse of Mj is given by Mj_l(t) =In(#)/j, t > 0. Then, applying Corollary A.1, we

conclude that
K B K2
“ _mm{Zm <ln<5) BT 1) 20 2}
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