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i. INTRODUCTION

The question of large claims in insurance is, evidently, a very
important one, chiefly if we consider it in relation with reinsurance.
To a statistician it seems that it can be approached, essentially, in
two different ways.

The first one can be the study of overpassing of a large bound,
considered to be a critical one. If N(t) is the Poisson process of
events (claims) of intensity v, each claim having amounts Y4,
independent and identically distributed with distribution function
F[x), the compound Poisson process

M{t) = S h{Yt, a)

where a denotes the critical level, can describe the behaviour of
some problems connected with the overpassing of the critical level.
For instance, if h(Y, a) — H(Y — a), where H(x) denotes the
Heavside jump function [H(x) = 0 if % < 0, H(x) = 1 if x > 0),
M(t) is then the number of claims overpassing a; if h(Y,a) =
Y H(Y — a), M{1) denotes the total amount of claims exceeding
the critical level; if h{Y, a) = (Y — a) H{Y — a), M{t) denotes the
total claims reinsured for some reinsurance policy, etc.

Taking the year as unit of time, the random variables M(i),
M{2) — M{i), . . • are evidently independent and identically
distributed; its distribution function is easy to obtain through the
computation of the characteristic function of M(i). For details see
Parzen (1964) and the papers on The ASTIN Bulletin on compound
processes; for the use of distribution functions F(x), it seems that
the ones developed recently by Pickands III (1975) can be useful,
as they are, in some way, pre-asymptotic forms associated with
tails, leading easily to the asymptotic distributions of extremes.

The results of Leadbetter (1972) and Lindgren (1975) can also
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be useful, the last one introducing the notion of alarm level, con-
nected with the critical level.

We will not follow this approach, which seems a very interesting
one, letting here only this short note.

The second approach, which we will develop, is based in the
asymptotic distributions of largest values, largely exposed in
Gumbel's (1958) book and used in some papers of Ramachandran
(1974) and (1975), for fire losses. A detailed bibliograplTy will appear
in the sequel; but we can recall immediately the important paper
by dc Finctti (1964) and the useful summary by Beard (1963).

2. THE ASYMPTOTIC DISTRIBUTION OF THE LARGEST VALUES AND

m-th LARGEST VALUES OF A SAMPLE

The theory of largest and smallest values of a sample of inde-
pendent and identically distributed random variables goes as far
away as 1920, in a paper by Dodd. Owing to the difficulty of real
use of the distributions, in general even dependent of unknown
parameters if their analytic forms are known, we resort to the use
of asymptotic distributions for (relatively) large samples. This
theory began to be developed in the late twenties by Fisher and
Tippett and von Mises and was systematized, in a definitive way,
by Gnedenko (1943). Gumbel (1935) developed one of the forms of
asymptotic distributions of the m-th largest (or smallest) values.

Later the requisites of independence or identical distribution
were weakened; we will not refer to them because they do not seem
to be very important to the application in insurance theory. In a
general way, we can summarize those results by saying that we
have the same asymptotic distributions if the marginal distribu-
tions are the same and there is a kind of asymptotic independence
or if the random variables are independent and their distributions
are related in some way.

If (xi, ..., xn) is a sample of n independent and identically
distributed random variables with distribution function F(x), the
distribution function of max (xi, .. ., xn) is evidently

F"(x) = Prob (xi < x, ) . . , xn < x).

For some initial distribution functions F(x), there exist constants
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Xn and Sn(>o), not uniquely defined, such that there exists a
function L(x) such that

F*{\n

The asymptotic distribution function L(x) may be one of the
three forms:

A{x) — e-'-
<ba{x) = o if * < o

= cx~a, a > o if x > o
Ta(x) = c-<-*>*, a > o if * < 0

= i if x > o

Gumbel distribution

Frechet distribution

Weibull distribution

As the asymptotic distributions are continuous, the convergence
is uniform to that, for large n, L (x — X/S) can be taken as an
approximation of Fn(x). This asymptotic distribution contains the
two parameters X (location) and 8 (dispersion) and eventually the
shape parameter a. Fig. i shows the reduced Gumbel density (with-
out location and dispersion parameters) and Fig. 2 and Fig. 3
show how Frechet and Weibull densities, without location and
dispersion parameters, behave with the change of a.

HX)-EXP(-X) * I (-X)|

Fig. l
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FIX)- AlFA *X t (-AIFA-I) » F.XP (-XM-AIFA))

Fig. 2

F I X ) - AlFA • | - X ) t ( A l F A - l ) . iXP ( - ( - X | t AlFA)

Fig- 3

An important tool to evaluate the use of the distributions of
largest values is the behaviour of the force of mortality. The force
of mortality for Gumbel distribution is an increasing function as
well as for Weibull distributions, and has an U form for Frechet
distributions.

The extension for m-th largest values is immediate. If x\ < .. .
< x'n denotes the ordered sample, the m-th largest values is the
order statistics •*'„-,„+ ] ; for in — i we have x'n = max (*,, . . . , xn).
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The distribution function of #'„_„,., i *s given by

k - M - IH + 1

and it is easy to show that if Fn(X,t + 8nx) —>- L(x), i.e., that the
maximum value has the asymptotic distribution L{x) (of one of
the three forms A, <ba,

 xFa) then the asymptotic distribution of the
m-th largest value is given by

Note that we have three asymptotic forms and not only the
form deriving from L(x) = A(x), as it is supposed sometimes. For

G)

instance, if Fn(kn -\- 8n#) —*• A(x), then the reduced asymptotic
form for the 7n-th largest value is

n - 1

,-x V C'FX
e-e x \

0

It should be noted that if we take e~x = m c~y, we obtain the
expression given in Gumbel (1958)

m - 1

0 - m e - * 2 J;JP e ~ PM I f>!.

3. ESTIMATION ANI> PREDICTION PROCEDURES

As it seems, the two more important problems of statistical
decision in actuarial field for the distribution of extremes, are
estimation and prediction to be dealt with in this section; it seems
that other statistical decision questions are not important in
actuarial field.

It must be remarked that we are lacking yet, in many questions,
the methodology to obtain the best statistical decision procedures.
Its description can be found, in detail, in Tiago de Oliveira (1972)
and (1975), not only for Cumbel distribution but also for Frechet
and Weibull ones.
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In the sequel we will only describe, as an example, the method-
ology used when the (supposed) underlying distribution is Gumbel
distribution A(x), sometimes called the distribution of extremes.

The maximum likelihood estimators of X and 8(>o), the loca-
tion and dispersion parameters in Gumbel distribution, from a
sample (xi, .. ., xn) are given b}' the equations (£ denoting the
average)

n

the first one being solved by iterative methods.

When we take as first approximation 80 = j/6 S/n, where S
denotes the standard deviation, the iteration converges numerically,
in general, in few steps; the estimate of X, given by the second
equation, is immediate.

As it is well known, the efficiency of those estimators is i.
Confidence regions can be formed, using the fact that (X, 8) is

asymptotically binormally distributed with mean values X and 8,
asymptotic variances

f 6 1 82 6 82

i -f — ( i — Y ) 2 — a n d — —L 7t2 v " i n V? n

and asymptotic correlation coefficient

p = I + 6(1 - Y

To avoid the iterative procedures we can use linear combina-
tions of order statistics given by the Lieblein-Zellen and Downton
statistics, see Tiago dc Oliveira (1975), which have, in general,
good efficiency, of about 80% or more.

Prediction procedures can be developed from the use of those
estimators, for instance, from the use of X and 8. The prediction
of the maximum of N sequent observations is given by X + (Y +
log N) 8 and a prediction interval with coefficient 1 — <o (prob-
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ability i — co that the future observed value will fall in the interval)
is given, apart errors of order n"1, by

[X + (a + log N) 8, X + (6 + log N) 8]

where a and b are given by the equations
e - e - » e-e-« — 1 — Cd

a + e~a = b + c~b.

The theory of estimation for the m-th largest value is not yet
developed but it can be done in the way of the preceding estimation
for the (ist) maximum. For instance, for the 2nd maximum, as
the density is

the estimators are given by

s * - •« ' •

X= — Slog U
6 \ 211

The theory can follow the usual way.
Statistical decision theory of m-th extremes in the case of distri-

bution such that the largest value has a Frechet or Weibull dis-
tribution, not yet developed, will surely have the difficulties found
until now for those distributions.

4. SOME HINTS ON APPLICATIONS

The applications of the theory of the m-th largest values has
been developed, in the last years, in a series of papers by Ramachan-
dran, for instance, (1974) and (1975), for the case where is supposed
that the asymptotic distribution for the largest value is a Gumbel
one and, consequently, the reduced asymptotic are
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A problem which appears in the applications is the fact that, in
many cases, when we take k large samples of sizes «i, . . . ,«*• the
attraction coefficients Xn and 8n are, in general, different. Under
some condition, we can obtain a general relationship between the
X and S.

Suppose that exist constants a and |3(> o) such that e'1*^ (i —
F(x)) —> o as x -*• oo, which corresponds to the asymptotic condi-
tions supposed in Ramachandran (1974).

In that case we can take X7l = i/p (log n — 00), 8n = i/(3 so that
we get the following relation

*»- = K-
Let us, for simplicity, suppose that Yjm) is the m-th largest

value from a sample of size Uj under the hypothesis made on F(x).
Then the random variables

ydn) 1
1 j A J J ,

Zj = ' - —

have the asymptotic distribution Am(x).

From the relation given, taking XWl = X, SKl = S we see that
we can write

O Hi

so that the Yjm) have the asymptotic distribution

(x — X ;

and the estimation of the parameters X and 8 can be made in the
usual way, for instance, using the maximum likelihood method.

Another point which is very important in the study of m-th
largest values is the choice between one of the forms of asymptotic
distributions.

Until now there is no analytic methodology for this choice.
A practical suggestion can be the use of graphical methods (for the
technique see Tiago de Oliveira (1972)). We can test, graphically,
if the largest values follow one of the distributions and, after,
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suppose that the m-th largest values follow the corresponding
asymptotic distribution. For that we can build a probability paper
for Gumbel distribution and a deck of probability papers, for
various values of a, for Frechet and Wcibull distributions. Then
the data can be plotted on those probability papers and one of the
forms will be accepted when the plotted points fall, approximately,
on a straight line. Recall that when a -> oo both Frechet and
Weibull distributions, with convenient linear changes of the
variable, converge to Gumbel distribution; from a practical point
of view it means that, for large a, in both cases, data will fit rea-
sonably well in Gumbel probability paper.
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