
CONVERGENCE OF CONTINUED FRACTIONS 

WILLIAM B. JONES AND W. J. THRON 

1. Introduction. Let {sn(z}} be a given sequence of linear fractional 
transformations (or simply l.f.t.'s) of the form 

On + % 

and let 

(1.2) Si(s) = s1(z); Sn(z) = Sn^(sn(z))} n ^ 2. 

The sequence of l.f.t.'s {Sn(z)} is called a continued fraction generating sequence 
(or simply a c.f.g. sequence). Sequences of l.f.t.'s {Sn(z)} which are c.f.g. 
sequences are characterized by the property 

(1.3) 5 „ ( » ) =S n _i(0) , w è 2. 

A continued fraction is a sequence of constants {5n(0)} obtained from a c.f.g, 
sequence {Sn(z)}. We shall subsequently extend this definition to allow for the 
degenerate case an = 0 for certain values of n. The value Sn(0) is called the 
nth approximant and the numbers an and frw are referred to as the elements of 
the continued fraction. To exhibit the elements explicitly we write 

(1.4) Sn(0) = K (ak/bk) = ~ , ^ , , ? • 

The symbol 

(1.5) K (fln/bn) 
7 1 = 1 

is used to denote both the continued fraction (i.e., the sequence {5^(0)}) and, 
when it converges, the value of its limit. 

Let Vo, Vu V2, . . . denote a given sequence of closed circular or closed 
half-plane regions such that zero is an interior point of each Vn. In the present 
paper we shall prove some new convergence criteria for continued fractions 
Kn=i(an/bn) which have the property 

(1.6) sn(Vn) C Vn-u n ^ 1, 

where sn(Vn) denotes the set of all images under (1.1) of points in Vn. Necessary 
and sufficient conditions for the elements an and bn to satisfy the fundamental 
property (1.6) are established in §2. Also in §2 we show that the continued 
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fractions with the property (1.6) subsume an important subclass of positive-
definite continued fractions. I t is easily seen that (1.6) is equivalent to 

(1.7) Sn(Vn) C S»-i(Vn_i) C Vo, n^ 2. 

We remark that if zero is not contained in any of the sets bn + Vny n ^ 1, 
then an = 0 for some n implies that sn(z) = 0 for all z G Vn. Hence, if am ^ 0, 
m < n, and an = 0, it is easily shown that Sm(0) = Sn-i(0) for m ^ n so that 
the sequence {Sn(0)} converges trivially. We shall extend the definition of a 
continued fraction to include this degenerate case. With one exception 
(Theorem 4.3), however, we have required (implicitly) the condition 
0 (? (bn + Vn). Therefore, in the remainder of this paper (except in Theorem 
4.3) it will suffice to consider only the case an ^ 0, n è 1, so that the l.f.t.'s 
sn(z) and Sn(z) will be non-singular. 

In this study, extensive use will be made of a sequence of l.f.t.'s {Tn(z)} 
related to the c.f.g. sequence \Sn(z)} by a transformation 

(1.8) Tn(z) = v0 o Sn o vn-
l(z), 

where vn{z) is an l.f.t. which maps Vn onto the closed unit disk U: \z\ S 1; 
that is, 

(1.9) vn(Vn) = U, n^O. 

Here " o " denotes functional composition (e.g., f o g(z) = f[g(z)]). I t follows 
from (1.8) and (1.9) that 

(1.10) Tn(U) C T^iU) CU, ^ 2 , 

if and only if (1.6) holds. Also from (1.8) 

(l.ii) 5B(0) =^0-1or,fe(o)), 
so that the continued fraction {Sw(0)} converges if and only if the sequence 
{Tn(vn(0))} converges. By our initial assumption, zero is an interior point of 
each Vn, and so we may take vn(0) = 0 , n ^ 1. This will be done in the 
remainder of the paper. Hence, to prove that the continued fraction {5^(0)} 
converges, it is sufficient to show that the sequence {Tn(z)\ converges in the 
interior of U. 

In 1963, Thron (6) gave a characterization of the convergence behaviour of 
sequences of l.f.t.'s {Tn(z)} having the property (1.10) and, in the same paper, 
he used results derived from that work to give new proofs of the Pringsheim 
criterion and the general parabola theorem. More recently, Hillam and Thron 
(1) applied the same type of analysis to obtain a new convergence criterion for 
continued fractions Kn=i(an/bn). 

In the present paper we have employed a modification of the method 
introduced by Thron. In §3 we have proved a generalization of the result of 
Hillam and Thron (1, Theorem 2), allowing for variable circular regions Vn. 
Section 4 contains a convergence criterion (Theorem 4.3) which extends an 
earlier result of Thron (4, Theorem A). Section 5 includes an extension 
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(Theorem 5.1)of the general parabola theorem (6, Theorem 8.1) for continued 
fractions KSJLi(an/l), which allows variable parabolic element regions. 
Theorems 4.3 and 5.1 have an overlapping relation with certain earlier results 
of Wall (e.g., 7, Theorem 31.3). As an example of the usefulness of these 
general convergence criteria, we derive in §6 two new convergence theorems 
for a class of continued fraction expansions. 

2. Basic l e m m a s . For use in the following sections we shall prove now 
two basic lemmas giving necessary and sufficient conditions for the property 
(1.6) to hold. In the first case, the regions Vn are closed circular disks; in the 
second, they are half-planes with the boundary included. In both cases the Vn 

contain zero as an interior point. 

LEMMA 2.1. Let 

(2.1) sn(z) = an/{bn + z), an ^ 0, n ^ 1, 

and let Vn be the circular region defined by 

(2.2) Vn = {z: \z - Dn\ ^ qnj \Dn\ <qn}, n ^ 1, 

where the Dn are complex numbers and the qn are positive. Then 

(2.3) sn{Vn) C V»-i, n ^ 2, 

if and only if 

(2.4) \an(bn + Dn) - Dn.^bn + Dn\* - qn*)\ + \an\qn g 

qn-i(\bH + Dn\* - qn*), n è 2. 

Before proving the lemma we remark that (2.3) implies that 

(2.5) \bn + Dn\ > qn, 

and for the special case Dn — 0, qn = 1, n ^ 2, condition (2.4) reduces to 
the Pringsheim criterion 

(2.6) \bn\ ^ \an\ + 1. 

Proof. It is easily verified that (2.5) is a necessary condition for (2.3). 
Using (2.5) we obtain by direct computation that 

(2.7) sn{Vn) = {z: \z-Dn*\ ûqn*}, 

where 

/2 g) n * ^&_±ÂL 

and 

(2.9) 

Vn ~ " \bn + Dn\2 -qn
2 

qn* = 
1 @"n 1 q?i 

\bn + Dn\2 - qn
2 
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Thus for (2.3) to hold it is necessary and sufficient that 

(2.10) \Dn* - 2?n_i| + qn* ^ qn-i 

be satisfied. This is equivalent to (2.4). 

LEMMA 2.2. Let 

sn(z) = 7—j— , an 7*0,n^ 1, 
On + % 

and let Vn be the half-plane region defined by 

(2.11) Vn = {z: R e ( s e x p ( - ^ B ) ) ^ H ^ U Pn ^ 0}, n ^ 1. 

where Pn = Pn exp(i\l/n), pn > 0, and \pn is real. Then 

(2.12) sn(Vn) C Fn-i, » è 2, 

if and only if 

(2.13) H - Re [a» exp (-*(*» + &,-i))] ^ 2£n_i[Re(&n e x p ( - ^ ) ) - pn], 

n ^ 1. 

Proof. I t is readily shown that 

(2.14) Re (ft„exp (-*>„)) è Pn 

is a necessary condition for (2.12). We shall consider the equality and in­
equality as separate cases. If equality holds in (2.14), then by a direct com­
putation we obtain for sn(Vn) the half-plane 

(2.15) sn(Vn) = {z: Re(zexp(i(*n - arg an))) ^ 0}. 

Thus it is easily seen that for (2.12) to hold it is necessary and sufficient to have 

(2.16) arg an = \f/n + fa-u 

which, in this case, is equivalent to (2.13). If the inequality holds in (2.14), 
then one finds that 

(2.17) sn(Vn) = {z: \z- En\ ^wn}, 

where 

(2.18) En = wn exp(i(arg an - \f/n)), 

and 

(2.19) wn = 
2[Re(bnexp(-ixf,n)) - pn] ' 

Now let B(Vn-i) denote the boundary of Vn^i and let 4- i be the line passing 
through En and perpendicular to B(Vn-i). Then, clearly, (2.12) will hold if 
and only if we have both of the following conditions: (a) En £ Vn-i and 
(b) \En — dn-\\ è wni where dn-\ is the point at which 4_i intersects B(Vn-i). 
One can easily show that (a) is equivalent to 
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(2.20) -Re[a» e x p ( - i f e + ^ - i ) ) ] ^ 2pn_1[Re(bn e x p ( - ^ J ) - pn]. 

This condition is certainly implied by (2.13). The proof of the lemma is 
completed by showing that (b) is equivalent to (2.13), which follows from the 
fact that 

(2.21) 4_x = exp(i^n_i)[ —£w_i + i \m(En exp( —i^n_i))], 

and hence 

(2.22) \En - dn-x\ = wn cos(arg an - ^n - ^n_x) + pn_x. 

Before continuing with the development of convergence criteria in the 
following sections, we shall digress for a moment to show that the continued 
fractions (1.5), having the property (1.6) where the Vn are half-planes with 
the origin an interior point, subsume an important subclass of positive-
definite continued fractions. We make use of the fact (7, Corollary 16.2) that 
positive-definite continued fractions are of the form 

(2,23)
 'BT+I'I - IhTto - B7+T* 

where the An and Bn are complex constants satisfying the conditions 

(2.24) Im(5n) è 0, n ^ 1, 

and 

(2.25) \An*\ - Re(4w
2) S 21m(Bn)lm(Bn+1)(l - dn^)dn, n è 1, 

for some sequence of numbers d0, d1} d2y . . . such that 

(2.26) 0 S dn S 1, n ^ 0. 

The numbers Zi, z2, z%, . . . are complex variables. By use of Lemma 2.2 we 
may now prove the following theorem. 

THEOREM 2.1. Let a positive-definite continued fraction (2.23) be given such that 

(2.27) An 7* 0 and lm{zn) > 0, n è 1. 

Let 

ax = 1, an = - ^ n - i 2 , n ^ 2, 
(2.28) 

bn = Bn + zn, n ^ 1. 

Let Vn be the half-plane (2.11), where 

ypn = TT/2, w è 1, 
(2.29) 

pn = lm(zn) + lm(Bn)(l - 4 - i ) , n ^ 1, 

where the dn are the constants in the inequality (2.25) and satisfy (2.26). If sn(z) 
is defined by (1.1), then (1.6) holds. 
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Proof. In view of (2.27), pn > 0 and hence the half-plane Vn contains the 
origin in its interior. Now, using the notation (2.28) we may write (2.25) as 

K+i | + Re(aw+i) ^ 2 Im(5 n ) Im(B n + i ) ( l - 4 - i K , 

and it is easily shown, using (2.29), that 

Im(jBn)Im(5n+i)(l - 4 - i ) 4 ^ pn[lm(bn+1) - pn+1] 

= pn[Re(bn+1 exp(-i\[/n+1)) - pn+1]. 

Thus (2.13) is satisfied by the an, bn, tyn, and pn and hence by Lemma 2.2 we 
have (2.12). 

3. Variable circular regions. For use here and in the following two 
sections we shall develop some general properties of sequences of l.f.t.'s 
{Tn(z)) having the property (1.10). First, it should be noted that {Tn(U)\ is 
a nested sequence of circular regions all contained in the unit disk U. Thus, if 
Cn and rn > 0 denote the centre and radius of Tn(U), respectively, then 
Tn(z) can be written in the form 

(3.1) Tn(z) = Cn + Rnp~-^\, 
(jrnZ + 1 

where 

Rn = rn exp(ico„), rn -> r è 0, 

Gn = gn exp(iTn), 0 g gn < 1, 
and 

I ̂ n— 1 C'rcl = ^n— 1 ^ri-

lt is easily shown that the sequence {Cn} converges to a limit C, since {rn} 
converges monotonically to a limit r ^ 0. The limit point case is said to occur 
when r = 0 and the limit circle case when r > 0. 

Since our interest here lies in sequences {Tn(z)\ which are related to c.f.g. 
sequences {Sn(z)\ by a transformation (1.8), it is useful to write the charac­
teristic property of c.f.g. sequences (1.3) in terms of the Tn(z). By means of 
(1.8) this property becomes 

(3.2) Tn[vn(co)] = Tn^[vn^(0)l 

Now in view of (1.9), if Vn is a half-plane, °° lies on its boundary so that 
|fl»(°° )| = 1- O n the other hand, if Vn is a circular region, <» is in the exterior 
and hence \vn(<x> )| > 1. As pointed out in the introduction, we shall choose the 
vn(z) so that vn(0) = 0. With these conditions imposed, (3.2) implies that for 
each n ^ 2, there exists a number Kn such that 

Tn(Kn) = 7 ^ ( 0 ) , n ^ 2, 
(3.3) 

Xn ^ I-
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We shall now prove the following useful result. 

THEOREM 3.1. Let {Tn(z)\ be a sequence of l.f.t.'s satisfying (1.10) (or 
equivalently (3.1)) and (3.3). If lim rn = r = 0 (i.e., limit point case), then 
{Tn(z)\ converges for all z in the closed unit disk U\ \z\ ^ 1. If lim rn = r > 0 
(i.e. limit circle case), then the following hold: 

(a) H%\hj converges, where hù• = 1 — gj, and hence gj —» 1 ; 
(b) {Tn(z)\ converges for all z such that \z\ ^ 1, provided {exp(i(con — rn))\ 

converges ; 
(c) {exp(i(o)n - rn))} converges if Z ^ i i^ i£ , ( l - gj

2)/(GJKj + 1) con­
verges ; 

(d) H7=i RjKjiX — gj2)/(GjKj + 1 ) converges if there exists an e > 0 swc& 

(3.4) 1^1 à 1 + e, j è l . 

Proof. In the limit point case it is clear that {Tn(z)) converges for all z in U 
to a common limit. By use of (3.1), the equation in (3.3) becomes 

(3.5) Cn + Rn-p^-^r -—- = Cn-i + Rn-iGn-i. 

With the help of the inequality in (3.3), this implies that 

rn < -, __ 1 - gn-i 
2 ' 

from which it is easily deduced that 

'•s'fl(i-i). 
where / is a non-zero constant and hj = 1 — gj. Thus 

r = lim rn ^ f[ ( l - | ) , 

so that if ]C7=i ^ diverges, the infinite product diverges to zero and hence 
r = 0 (limit point case). Therefore, in the limit circle case, £7=i /£;• converges 
and we arrive at part (a) of the theorem. 

To investigate the limit circle case further, it is useful to express Tn(z) in 
the following form 

(3.6) T^-c^+fn[1-h^h\-
For then, since Cn —* C, rn —» r > 0 and gn —> 1, to prove the convergence of 
{Tn(z)} for all z such that \z\ ^ 1, it suffices to show that {exp(i(un — rn))} 
converges (as asserted in part (b)), or, equivalently, that {RnGn\ converges. 
Again making use of (3.5) we obtain 
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-, 2 

(3.7) RnGn — Rn-iGn-i = (Cw-i ~~ Cn) — RnKn TT~^ . i • 

Successive application of this relation leads to 
n 1 — a 2 

(3.8) RnGn - RmGm = (Cm - Cn) - £ RjKj~ir
J^— , n > m, 

from which part (c) follows. For m and n sufficiently large (n > m), 

ji£+i 31 GjKj + 11 

If the Kj are restricted by condition (3.4), then for j sufficiently large, the 
sequence 

(3.9) \RnGn - RmGm\ ^ \Cm - Cn\ + 2(r + 1) £ h3 

{GjK^ 1' 

is bounded above. Therefore, the right side of (3.9) becomes arbitrarily small 
for all m and n sufficiently large since YJ1! converges. Hence, {R„Gn\ is a 
Cauchy sequence and the proof of the theorem is complete. 

It is now a simple matter to prove the following theorem. 

THEOREM 3.2. If the elements an and bn of the continued fraction Kn=i(an/bn) 
satisfy condition (2.4) for some sequences of positive numbers {qn} and complex 
numbers \Dn) such that 

(3.10) \Dn\/qn ^ 1 - ci, 6! > 0, n è 1, 

then the continued fraction converges to a value v such that 

lailgi (3.11) V \bi + Di\2-qi2 \b1 + D1\
2 -qi

2 

Proof. Let { Vn] be the sequence of closed circular regions defined by (2.2). 
Then by Lemma 2.1, condition (2.4) implies (2.3). The transformation 

(3.12) vn(z) = =&?-
unz + {qn - \Dn\") 

satisfies (1.9) and 
vn(0) = 0 , n ^ 0. 

Moreover, using (3.10) we obtain 

k ( ° ° ) | = kJDn\ è 1 + e, n è 0, 

for some fixed positive number e > 0. Thus, Tn(z), defined by (1.8) using 
(3.12), satisfies (1.10), (3.3), and (3.4). Hence, by Theorem 3.1 the sequence 
{Tn(z)) converges at least for all z such that \z\ < 1. In view of (1.11) this 
implies the convergence of the continued fraction {S„(0)}. By (1.7), the limit v, 
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to which the continued fraction converges, is contained in Si(Fi) . This is the 
set described by (3.11), which completes the proof of the theorem. 

We shall mention briefly a few interesting special cases of Theorem 3.2. By 
taking Dn = 0 we obtain 

(3.13) \an\ S 2»-i(|6n| ~ ff»), 0 < e < qn, n ^ 1, 

as a sufficient condition for convergence of the continued fraction K^=i(an/bn). 
The Pringsheim criterion (2.6) is obtained by letting qn = 1, n ^ 1, in (3.13). 
If we let bn = 1, 0 < e < qn < 1, n ^ 1, then (3.13) reduces to the well-
know^ sufficient condition (7, p. 50) 

(3.14) \an\ S g„-i(l ~ qn) 

for convergence of the continued fraction K"=i(aw/1). Worpitzky's criterion 
\an\ ^ \ follows by taking qn = \. Theorem 3.2 reduces to the result of Hillam 
and Thron (1, Theorem 2) by taking Dn = D and qn = q, n ^ 1, where 
\D\/q < 1. 

4. Variable half-plane regions. Theorem 3.1 sets forth some useful 
properties of sequences of l.f.t.'s {Tn(z)) satisfying (1.10) and (3.3). These 
properties were applied in Theorem 3.2 to obtain a convergence criterion for 
continued fractions using variable circular regions Vn. In this section we shall 
develop some additional properties of the sequences {Tn(z)\ and shall apply 
these results together with Theorem 3.1 to obtain a continued fraction con­
vergence criterion using variable half-plane regions Vn. 

THEOREM 4.1. Let {Tn(z)) be a given sequence of l.f.t.'s satisfying (1.10) or, 
equivalently, (3.1). Let 

(4.1) h(z) = Tx(z) and tn(z) = Tn.r
l[Tn{z)], n ^ 2. 

Then 

(4.2) tn(z)=^Z--^, n ^ l , 

where 

(4.3) 

K?I = [Gn{Cn-i — Cn) + Rn-\Gn-iGn — Rn]M, 

^n — [(Cn-i — Cn) + Rn-iGn-i — RnGn]M, 

v<n = —[GnGn-i(Cn-i — Cn) + Rn-\Gn — RnGn-i]M, 

vn = —[Gn-i(Cn-i — Cn) + Rn-i — GnGn-.iRn]M, 

where M is an arbitrary constant of proportionality. The transformation tn (z) will 
be normalized so that 

(4.4) KnVn — \nfln = 1 

if we choose 
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(4.5) M = [R^R^l - g„2)(l - g„-i2)]-1/2, 

where —\ir< arg M ^ \TT. 

The proof of this theorem consists of substituting the expression for Tn(z) 
in (3.1) into (4.1) and carrying out the obvious computation. 

THEOREM 4.2. Let Kn=i(an/bn) be a continued fraction with c.f.g. sequence 
\Sn(z)}. Let Tn(z) be defined by (1.8), where vn(z) is an l.f.t. of the form 

(4.6) vn(z)=-^~-, n^O, 

satisfying (1.9) for some sequence of half-plane or circular regions { Vn) each 
having zero as an interior point. If tn(z) is the l.f.t. of the form (4.2) defined by 
(4.1), then 

(4.7) 

where 

Kn = [anJ£n_i7n_.iYn]Af, 

K = [ — anKn_iKnyn-xyn\M, 

Mrc = [a n7n-l7n + M n - l 7 » ~ àn-iÔn]M", 

^ = [ — anKnyn-iyn — bnKnynhn_}\M, 

(4 .8) ^ = «5 = ^ ( 0 0 ) , 
7w 

awd M w a constant of proportionality. The transformation tn(z) is normalized 
to satisfy (4.4) provided 

(4.9) M = [ - ^ ^ ^ 7 , - 1 7 A- iM~ 1 / 2 

with — §7r < arg ikf g ^7r. 

Proof. As pointed out in the introduction, it is possible to choose vn(z) so that 
vn(0) = 0, since zero is an interior point of Vn. Thus, the form of vn(z) given by 
(4.6) is permissible. The remainder of the proof can be made by substitution 
of (1.1) and (4.6) into the right side of the equation 

(4.10) tn(z) = vn-! osno vn-
l(z), w è l , 

which follows from (4.1), (1.8), and (1.2). 

THEOREM 4.3. If the elements an (an ^ 0) and bn of the continued fraction 
Kn=i(an/bn) satisfy (2.13) for some sequences of positive numbers {pn) and real 
numbers {\pn}, and if the sequence 

(4.H) an i 
\Pn-\J 
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is bounded, then the continued fraction converges to a value v such that 

a i e x p ( - j ^ i ) 

2[Re(6 i exp ( -^ 1 ) ) ~ Pi] 
ml 

2 [ R e ( i i e x p ( - ^ 1 ) ) - px] 

(4.12) if R e ^ i e x p C - ^ O ) >/>! 
and 

Re(v exp(i(^i — arg ai))) ^ 0 if Re(bi exp( — iypi)) = pi. 

The restriction an ^ 0 waj ôe removed if we require the following additional 
condition: 

(4.13) Re(bn e x p ( - ^ J ) > pnt n ^ 1. 

Proof. Let { Fn} be the sequence of half-plane regions (2.11). Then (4.13) 
implies that zero is not contained in any of the sets bn + Vn, n è 1. Thus, in 
view of the remark in the introduction concerning the degenerate case (an = 0 
for some n), it suffices to assume that an ^ 0 for all n. Then by Lemma 2.2, 
condition (2.13) implies (2.12). Let Tn(z) be defined by (1.8), where \Sn(z)) 
is the c.f.g. sequence associated with the continued fraction and where 

(4.14) vn(z) = z/(z + 2Pn). 

The transformation vn(z) is easily shown to satisfy (1.9) and hence Tn(z) 
satisfies both (1.10) (or equivalently (3.1)) and (3.3) with Kn = vn(co) = 1. 
In order to prove the convergence of the continued fraction it suffices to show 
that the sequence {Tn(z)\ converges for all z such that \z\ < 1. But by 
Theorem 3.1, part (c), it will be sufficient to show that in the limit circle case 
the series 

OO 1 

(4.15) Y.RnJ 
Gn + 1 

converges. By Theorems 4.1 and 4.2, taking an = yn = Kn = 1, and 8n = 2Pn 

and normalizing the parameters in (4.2) to satisfy (4.4), we have that 

<416) >-=[ ip3J 
{Cn-i — Cn) + Rn-\Gn-\ — RnGn 

[Rn^Rn{\ - gn
2){\ - gn^

2)rr • 

Formula (3.5) yields 

{Cn-i — Cn) + Rn-iGn-\ = Rn - 7—pr 
1 - r Crn 

and upon substitution into (4.16) we obtain 

-, _ 2 r _ ~ii/2 

(4.17) Rn^Sj- = L i j r ^ r J [*-A(i - gn)(i - gn-i2)]1'2. 

From this it follows that, for all sufficiently large n, 
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(4.18) 

1 2 

R - ---
nGn+l 

^ L 

= 2 

1/2 

\h-nhn-l) 
1/2 

+ A»-l), 

where L is a constant independent of n. Thus, the series (4.15) converges since 
in the limit circle case J2K converges and by hypothesis the sequence (4.11) 
is bounded. This completes the proof of the theorem. 

As noted in the introduction, an earlier theorem of Thron (4, Theorem A) 
may be obtained from Theorem 4.3 by taking pn = p > 0 and \f/n = \p real, 
» è 1. 

I t was also mentioned in the introduction that Theorem 4.3 has an over­
lapping relation with an earlier theorem of Wall (7, Theorem 31.3). We shall 
now clarify that relationship. The theorem of Wall referred to states that: 
A continued fraction K(an/1) converges if the elements an satisfy the conditions 

2 COS (j)n COS 0 n + i ( l - gn-l)gn 
(4.19) 

where 

\an\ - Re[an exp(i(<k*. + <?Wi))] ̂  

W <4>n< 

(1 + 5 sec 0W)(1 + <5 sec <£„+i) ' 

0 ^ gn_i £ 1, n ^ 1, 5 > 0, 
and the series 

(4.20) Z î k l ( l + à sectfOU + 5 s e c ^ + 1 ) } - 1 / 2 

diverges. To connect this result with Theorem 4.3 we make the identification 

(4.21) pn = COS 0w+l(l - gn), in = ~<^+b 

so that inequality (4.19) becomes 

(4.22) \an\ - ReK exp(-,(^-i + *H))] ^ 7^^S^^^h) 
(1 + <5 sec ^w_i) (1 + 5 sec in) 

To ensure that pn > 0 we must restrict gw to 0 ^ gw < 1. Then, by setting 
bn = 1 in Theorem 4.3, it is clear that the parabolic region (4.19) is a subset 
of the interior of the parabolic region (2.13). However, the series (4.20) 
diverges whenever the sequence (4.11) is bounded. This can be seen by the 
fact that 

an = an sec <j>n sec <ftn+i 
\pnPn-l\ I ( 1 ~ g n - l ) ( l ~ gn) 

implies that the nth term of (4.20) is not less than l/5Ml/2. Theorem 4.3 has 
the advantage of being more easily applied. Some examples of its use are 
given in §6. 

5. Extension of the parabola theorem. The following theorem extends 
the general parabola theorem (6, Theorem 8.1) to allow for variable parabolic 
regions for the elements of the continued fraction. 

< M 
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THEOREM 5.1. Let the elements an of the continued fraction K£Li(an/l) with 
nth approximant Sn (0) lie in parabolic regions defined by 

(5.1) \an\ - Re(an e x p ( - i ( ^ n + ^n-i))) ^ 2pn_x(cos fn - pn), n ^ 1, 

where pn > 0 and \pn is real, and where 

(5.2) \Pn - è| ^ M < J, P„ = £w exp(%), w ^ l , 

/or some fixed M. Then the sequences of even and odd approximants {52n(0)} and 
{52n+i(0)} both converge. The continued fraction {Sn(f))) converges if and only if 
at least one of the two series 

a^a^-. . .-a^n a^-a^-. . .-a2n+i 
a^-a^'. . .-a2W+2 

(5-3) _ . 
n = l I t t 3 * a 5 * . . . • a 2 n + l l n - 1 

diverges. If there exists a constant K > 0 ŝ c& / t o |aw| < K, n ^ 1, //^« at 
least one of the series diverges so that the continued fraction converges. 

Before proving the theorem we remark that the general parabola theorem 
(6, Theorem 8.1) is obtained by taking 

(5.4) \pn = yp and pn = h cos ^, 

where — ^x < \p < %w. 
Theorem 5.1 also has an overlapping relation with the theorem of Wall 

stated in §4. Again, the connection is seen by means of the identification (4.21). 
The same relation holds between the parabolic regions as with Theorem 4.3 
except for the further restriction (5.2) on the parameters Pn = pn exp(i\(/n). 
Since divergence of one of the series (5.3) is necessary for the convergence of 
K(an /1), that condition cannot be improved upon and is weaker than the 
condition that (4.20) diverges. We shall give two examples of convergent 
continued fractions K(an/1) to demonstrate the fact that either of the theorems 
may apply when the other does not. 

Example 1. Let a2n+i = nA, a2n = 2n\ \pn = — <K+i = 0, n ^ 1. Then the 
first series in (5.3) diverges so that K(aw/1) converges by Theorem 5.1. 
However, (4.20) converges so that Wall's theorem does not apply. 

Example 2. \pn — —<t>n+i, <j>±n = 04W+i = \^ ~ 1/w, #4W+2 = #4W+3 = 0, 
arg an = — (<j>n + 0w+i), and \ain+2\ = n2. Then K(an/1) converges by Wall's 
theorem, since (4.20) diverges. However, Theorem 5.1 does not apply because 
of the restriction (5.2). 

Proof. First we note that (5.1) is obtained from (2.13) by taking bn = 1. 
Thus, if 

(5.5) sn{z) = OK/U + S), » è 1, 

then by Lemma 2.2, condition (5.1) implies (2.12), where the Vn are the half-
plane regions defined by (2.11). Let Tn(z) be defined by (1.8), wThere {Sn(z)\ 
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is the c.f.g. sequence and the vn(z) are given by (4.14). Then, as in §4, the 
Tn(z) satisfy (1.10) or, equivalently, (3.1) and 

(5.6) Tn{\) = rn_x(0), n ^ 2 , 

which is obtained from (1.3) and (1.8). Therefore by Theorem 3.1 it suffices 
for us to consider the convergence of \Tn(z)) for all z such that \z\ < 1 in the 
limit circle case (i.e., r = Km rn > 0). 

In addition to (1.10) and (5.6), we shall also make use of the following two 
properties of the sequence { Tn (z)} : 

(5.7) Tn{Jn) = rw_x(l) = j ; _ 2 (0 ) , n ^ 3, 

where 

(5.8) Jn = vn(-l) = (1 - 2Pn)~\ n ^ l , 

and the property 

(5.9) rn(0) = Tn-dvn-M], n^2. 

The first of these follows from (1.8) and 

Sn(-1) = Sn^(sn(-1)) = Sn^(œ) = Sn-2(0). 

Equation (5.9) follows from the corresponding property 

S„(0) = Sn-i(sn(0)) = 5w_i(on). 

Now by (5.2) and (5.8) there exists a constant e > 0 such that 

1 
(5.10) \Jn\ = 

1 - 2 P „ è 1 + e, n ^ 1. 

Therefore, using (5.7) and (5.10), we may conclude from Theorem 3.1 that the 
sequences {T2n(z)} and {r2w+i(s)} converge at least for all z such that \z\ < 1. 
Hence, the sequences {52w(0)j and {52w+i(0)} both converge. 

If we let <rn — œn — rn, then we have shown in the preceding argument that 

o"2w —* & and c2n_|_i —> a . 

I t follows from (3.6) that the sequence {Tn(z)\ will converge for \z\ < 1 
(and hence the continued fraction will converge) unless in the limit circle case 
(i.e., rn->r > 0) 

(5.11) a ^ a'. 

We now show that 

(5.12) G » - > - l 

is a necessary condition for divergence of the continued fraction. For, suppose 
there exists a subsequence {Gk(n)} bounded away from — 1 , but with gkM —» 1. 
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I t follows t h a t 

arg -7-T~-^— = -rHn) + o(k(n)). 

From (3.1) and (5.6) we have tha t 

\ -\- C 
(5.13) Cn + Rn- T—pr = Cn-i + Rn-iGn-i 

JL - r CrTO 

and therefore 

^ W - & W - l e x p f e w - l ) = rHn) 
1 + G>(w) 
1 + G k(n) 

exp(iakin) + o(k(n))) 

+ (CfcOO ~ CV(n)-l) 

from which it is easily deduced t h a t a = a'. 
Making use of the preceding results, we shall now show t h a t if the continued 

fraction diverges, then both series in (5.3) converge. T o this end it is con­
venient to write 

Gn = — (1 + en exp(irjn))y en > 0 and r)n is real, 

and wre may assume (5.11), (5.12), and rn —> r > 0 (limit circle case). Thus , 
en —* 0 and rn —> T SO t h a t CO2W —> CO and co2w+i —> a/, where co^co ' . Again 
using (5.13) we can show t h a t 

lim 2rj2n = co — co' + fl", l im 2r]2n+i ~ oif — co + it. 

Then , it follows from the same argument used by Thron (6, p. 125), t h a t the 
convergence of J^hk implies the convergence of J^ek. T o interpret these results 
in terms of the elements an of the continued fraction we use property (5.9) 
with vn(z) given by (4.14) to write 

- i n 
= T^r[TH(0)] = U0), &n + 2Pn_i 

or 

On = tn(0) 

2PW_1 1 - tn(0) ' 

Taking 4 (0 ) = \n/vn as described by Theorem 4.1, we have t ha t 

/ . . M &n (Rn-lGn-1 ~~ RnGn) ~ \Cn ~ Cn-l)  

(5.14) 2 p ^ _ i - ( 1 + G n _ i ) ( C n _ C n _ x ) + (! + G^-i)RnGn - Rn-l(l + Gn-l) ' 

and from this we can eliminate {Cn — Cw_i), by use of (5.13) to obtain 

/* i ^ a» = MLzilA 
{0'i0) 2Pn_1 Rn^gn-? - 1) (1 + Gn) ~ 2Î»(1 ~ gn') (1 + G.-l) * 

Now from (5.7) we obtain 

(5.16) Cn + Rn-pr— j — - = Cn-2 + Rn-iGn-2. 
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Using this and (5.13) with n replaced by n — 1, we obtain 

Jn + Gn n , D 1 + Gn-\ (5.17) ^n i -K-n ] 
GnJn + 1 

which, when combined with (5.13), yields 

= Cw_i + Rn. 1 1 + Gn-i ' 

(5.18) 
P n_x(l - g n . ! 2 ) ( l + G») _ (Jn~ l ) ( l + G»-l) 

W - gn) 1 + GWJW 

This equat ion may be used to eliminate Rn and Rn-i from (5.15) and we 
obtain 

— 2Pw_i( l + GwJw) 

/«a + c o a + G»)-
e2k exp(ir}2k) 

(5.19) On 

Thus 
a 2 - # 4 - . . . ' « 2 » 

az-ay. . . • # 2 n + l 
= i 2 n + l n i + 2 P 2£ 

(5.20) 

where 

(5.21) 

x n i + 
e2k+i exp(ir)2k+i) 

2 P 2k+l 

< L2 Û(, + â){û('-IS-)}"' 
-^2/H-l — 

2^2* 

P i 
€2w+l> P 2 , + i ( l + G i ) | 

and where we have used (5.8) to el iminate Jn. Since J^en converges and since 
by (5.2) pn — \Pn\ is bounded away from zero, i t follows t h a t a s « - > °°, the 
products in the right side of the inequali ty in (5.20) converge to positive 
numbers and hence by (5.21) the first series in (5.3) converges. A similar 
a rgumen t holds for the second series and hence we have proved t h a t divergence 
of the continued fraction implies convergence of both series (5.3). I t is well 
known (3, p. 79) t h a t the convergence of these two series is sufficient for the 
divergence of the continued fraction. Thus , the proof of the theorem is com­
pleted by showing t h a t the continued fraction can diverge only if an —> °° 
and this is easily shown using (5.19) with (5.2), (5.8), (5.10), and (5.12). 

I t is useful to have Theorem 5.1 s ta ted in terms of a continued fraction of 
the form K£Li(aw/èn) as follows: 

T H E O R E M 5.2. Let the elements an and bn of the continued fraction K.™=i(an/bn) 
satisfy the conditions 

(5.22) 

and 

(5.23) 

R e [ a „ e x p ( - i ( ^ K + tfv-i))] ^ 2pH_1[Re(bn expi-ifo)) - p„], 

» è 1, 

\bn - HMPn\ g 2MHMpn, 
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for some sequence {Pn\ of non-zero complex numbers Pn — pn exp(i\[/„), p„ > 0, 
\j/n is real, and 

(5.24) HM = 2{\- 4 M 2 ) - , 

where M is a fixed number such that 0 < M < \. Let Sn(0) denote the nth 
approximant of the continued fraction. Then the sequences of odd and even 
approximants, {S2»+i(0)} and {52w(0)}, converge. The continued fraction {Sw(0)} 
converges if and only if at least one of the two series 

(5.25) #2* # 4 ' • • • '0<2n 

a%'CL$' . . . *#2W+1 
•b 2re+l E 

n=l 

# 3 * # 5 * . . . 'CJ2n+l 

CLi'df . *#2n4-2 
•6: 2w+2 

diverges. If there exists a fixed number K such that 

(5.26) <K, n ^ l , 
I bnbn-ii 

then at least one of the series diverges so that the continued fraction converges. 

Proof. Let an* = an/bnbn^i} so that the continued fractions 

are equivalent. Let 

(5.27) 

K (fln/b.) and K (an*/l) 
ft=l 71=1 

Pn* = Pn* e x p ( ^ * ) = Pn/bn, 

where pn* > 0 and \l/n* is real. Then it is sufficient to verify that (5.23) is 
equivalent to 

\Pn* - i | £ M < \, n ^ 1, 

and (5.22) is equivalent to 

M - ReK* exp( - ; ( lk* + ^_i*))] ^ 2^_1*[cos *n* - £n*]. 

6. Application to continued fraction expansions. The primary 
importance of the general convergence criteria studied in this paper is perhaps 
to derive convergence theorems for continued fraction expansions. As an 
illustration of this, we shall obtain from Theorem 4.3 two new results on the 
convergence of Infractions. Infractions (2; 5) are the continued fractions of 
the form 

(6.1) 1 + d0z + K 
n=\ 1 + dnZ ' 

where the dn are complex constants and 2 is a complex variable. For our 
purpose we shall let 

(6.2) an = z = \z\ exp(i0), bn = 1 + dnzy n ^ 1. 

Then, by Theorem 4.3, the continued fraction (6.1) will converge if for some 
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sequence {Pn} of non-zero complex numbers Pn = pn exp(i\[/n), pn > 0, ^ is 
real, and some cons tant K > 0, the following properties hold: 1 

(6.3) z ?± 0, 

fa A\ -D (1 f'fn l \\\ -> Pn—ÇOS_tn , 1 — COS(0 — \ffn — ^n-l) 
(6.4) R e ( 4 exp(*(0 - ypn))) ^ rn + - — , 

\Z\ Apn-l 
n > 2, 

(6.5) 
PnPn-l I 

^ JS:, w ̂  2. 

T o obtain a theorem which holds for an angular opening in z, we shall make 
(6.4) independent of \z\ by set t ing 

(6 .6 ) pn = COS^ n , — |?T < \f/n < \-K, 

and requiring the pn to be bounded away from zero. For simplicity we shall 
choose pn = 1 and ypn — 0, n ^ 1, so t h a t (6.5) is clearly satisfied for all 
fixed z and (6.4) becomes 

(6.7) R e ( 4 exp(i0)) ^ è ( l - cos0 ) . 

For each fixed value of 0, (6.7) requires the dn to lie within or on the boundary 
of the half-plane region 

(6.8) He = {£: Re (£ exp(i0)) è i ( l ~ cos 0)}. 

Using this analysis, we arrive a t the following theorem. 

T H E O R E M 6.1. The T-fraction (6.1) will converge for all z = \z\ exp(id) 
contained in the angular opening 

(6.9) 0 ^ 0x ^ 0 ^ 02 < 2TT, 

where 0 < 02 — 0i < x, provided all dn lie in the intersection H6l P\ ^ 9 0/ //ze 
half-planes Hel and He2-

W e note t h a t the restriction 02 — 0i < T merely ensures t h a t the region 
containing the dn be non-null. T o complete the proof of Theorem 6.1, it 
suffices to show t h a t if 0i, 02, and 0 satisfy (6.9), then 

(6.10) H(6U 02) = H He=H6in HB9. 
di^d^e2 

If we let £0 denote the point of intersection of the boundaries of Hex and He2, 
then i t will be sufficient for our purpose to show t h a t 

(6.11) *o 6 IT(0i,02). 

irThe continued fraction (6.1) converges trivially for z = 0. Hence, we may exclude this 
case in the following discussion. 
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But it is easily shown that 

,a*o\ y | s i n ^ — s i n 02 1 . . fcos Oi — cos 021 
(6.12) £0 " L ~ 2 s T n ^ 7 ^ T ~ 2 J + % L 2sin(^ - l ^ J ' 

and by an elementary analysis one can verify (6.11), thus completing the 
proof of our theorem. 

Finally, we obtain by a similar argument the following theorem. 

THEOREM 6.2. If there exists a number ^ 4 ^ 0 such that 

(6.13) Re(4) è A, n ^ 1, 

then the T-fraction (6.1) will converge for all z such that 

(6.14) 0 < cos(args) è (1 + 2A)~l 

or z = 0. 

Proof. For any s satisfying (6.14), conditions (6.4) and (6.5) will hold if 
we take 

pn = cos \pn, \pn = 6 = arg z. 
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