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Abstract

In this paper, we prove that the Sato–Tate conjecture for primitive Maass forms holds on average. We
also investigate the rate of convergence in the Sato–Tate conjecture and establish some estimates of the
discrepancy with respect to the Sato–Tate measure on the average of primitive Maass forms.
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1. Introduction

Let Hk be the set of all the normalised primitive holomorphic cusp forms of even
integral weight k for the modular group Γ = S L2(Z). The generalised Ramanujan
conjecture for primitive holomorphic cusp forms was proved by Deligne [5] in 1974
and implies that for any f ∈ Hk, its normalised Hecke eigenvalues λ f (p), with p
running through all the primes, lie in the interval [−2, 2].

Given f ∈ Hk, the asymptotic distribution of the Hecke eigenvalues λ f (p), as the
primes p vary, is an interesting and difficult problem. In the 1960s, inspired by the
Sato–Tate conjecture, Serre conjectured that for any f ∈ Hk, λ f (p) for p ≤ x distribute
nicely: as x→ ∞ they are equidistributed in [−2, 2] with respect to the Sato–Tate
measure

dµ∞(x) =


1
π

√
1 −

x2

4
dx x ∈ [−2, 2],

0 otherwise.

This is also called the Sato–Tate conjecture. It has significant implications in number
theory. For example, it is a consequence of Langlands’ functoriality conjecture,
yielding the analytic properties of symmetric power L-functions. In 2006, Nagoshi [8,
Theorem 1] proved that the Sato–Tate conjecture holds on average of the normalised
primitive holomorphic cusp forms f ∈ Hk. In 2011, the Sato–Tate conjecture was
proved by Barnet-Lamb et al. [2].
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Naturally, one may ask what the rate of convergence to the Sato–Tate conjecture
is. In fact, a good estimate on the rate of convergence has significant implications
in number theory. For example, Akiyama and Tanigawa [1] conjectured that
the discrepancy with respect to the Sato–Tate measure is O(x−1/2+ε) for any
ε > 0. Moreover, they proved that their conjecture implies the generalised Riemann
hypothesis for the L-functions associated to elliptic curves over Q which have no
complex multiplication. In this direction, we get an estimate on the rate of convergence
on average of the normalised primitive cusp forms f ∈ Hk which implies that Akiyama
and Tanigawa’s conjecture is true on average when the weight k is sufficiently large.
More precisely, we prove the following theorem.

Theorem 1.1. Suppose that k = k(x) satisfies log k/log x→ ∞ as x→ ∞. Let π(x)
denote the number of primes up to x. For any interval [α, β] ⊂ [−2, 2],

1
|Hk|π(x)

#{( f , p) : f ∈ Hk, p ≤ x and λ f (p) ∈ [α, β]}

=

∫ β

α

dµ∞ + O
(
log x
log k

+
(log x) log2 x

x

)
where dµ∞ is the Sato–Tate measure, logr is the r-fold iterated logarithm and the
implied constant is absolute.

Remark 1.2. This is a quantitative version of Nagoshi’s result [8, Theorem 1]. The
proof of Theorem 1.1 is very similar to the proof of Theorem 1.3 and hence we shall
omit it.

In the context of primitive Maass forms, we also have the Sato–Tate conjecture, but
the conjecture is open. In this paper, we prove that Theorem 1.1 also holds for primitive
Maass forms, which implies that the Sato–Tate conjecture for primitive Maass forms
holds on average. One major obstacle is that the generalised Ramanujan conjecture
is still unknown for primitive Maass forms and the ‘exceptional’ eigenvalues (whose
absolute values are bigger than 2) raise extra difficulties compared with the case of
primitive holomorphic cusp forms.

To start with, we briefly give the setting of Maass forms. Let H be the open upper
plane in C. The non-Euclidean Laplace operator on H is given by

∆ = −y2
(
∂2

∂x2 +
∂2

∂y2

)
.

Denote the space spanned by the Maass cusp forms for Γ by C(Γ\H). Let {u j : j ≥ 0}
be a complete orthonormal basis for C(Γ\H) consisting of the common eigenfunctions
of the Laplacian ∆ and the Hecke operators Tn, n = 1, 2, . . . , where u0 is a constant
function. Then

∆u j =
( 1

4 + t2
j
)
u j, Tnu j = λ j(n)u j

and we have the Fourier expansion

u j(z) =
√

yρ j(1)
∑
n,0

λ j(n)Kit j (2π|n|y)e(nx) (z = x + iy ∈ H)
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where 0 < t1 ≤ t2 ≤ · · · , λ j(n) ∈ R, ρ j(1) , 0 and Kν is the K-Bessel function of order ν.
Moreover, we know that

r(T ) = #{ j : 0 < t j ≤ T } =
1
12

T 2 + O(T log T ) (1.1)

(Weyl’s law). Like primitive holomorphic cusp forms, we have the generalised
Ramanujan conjecture

|λ j(p)| ≤ 2 for all primes p. (1.2)

Unfortunately, (1.2) is far out of reach and the best result is due to Kim and Sarnak
[6], who proved that for all primes p,

|λ j(p)| ≤ pθ + p−θ (1.3)

where θ = 7/64.
By a primitive Maass form we mean ρ j(1)−1u j(z). Our main result is as follows.

Theorem 1.3. Suppose that T = T (x) satisfies log T/log x→∞ as x→∞. For any
[α, β] ⊂ (−∞,∞),

1
r(T )π(x)

#{( j, p) : 1 ≤ j ≤ r(T ), p ≤ x and λ j(p) ∈ [α, β]}

=

∫ β

α

dµ∞ + O
(

log x
log T

+
(log x) log2 x

x

)
,

where the implied constant is absolute.

2. Preliminary lemmas

We first cite some results in [3] and [9], modified to fit our situation. Let ϕu,v :
R/Z→ R be the normalised characteristic functions defined as

ϕu,v(x) =


1 if u < x − n < v for some n ∈ Z,
1
2 if u − x ∈ Z or if v − x ∈ Z,
0 otherwise,

where u < v < u + 1. For our purposes, we take 0 ≤ u < v ≤ 1/2, and define

ϕ̃u,v(x) = ϕu,v(x) + ϕ−v,−u(x) ∈ [0, 1]

for any x ∈ R, since the two intervals (u, v) and (−v,−u) do not overlap in R/Z. Note
that ϕ1−v,1−u(x) = ϕ−v,−u(x) = ϕu,v(−x).

Moreover, we set

kM(x) =
∑
|`|≤M

(
1 −

|`|

M + 1

)
e(`x) =

1
M + 1

(
sin π(M + 1)x

sin πx

)2

(2.1)
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and

jM(x) =
∑
|`|≤M

Ĵ
(

`

M + 1

)
e(`x)

where Ĵ(0) = 1 and Ĵ(t) = πt(1 − |t|) cotπt + |t| for 0 < |t| < 1 and M is a positive integer
whose specification is at our disposal.

Furthermore, define

α̃u,v(x) = α̂u,v(0) +
∑

1≤|`|≤M

α̂u,v(`) cos(2π`x),

β̃u,v(x) = (2M + 2)−1
∑
|`|≤M

β̂u,v(`) cos(2π`x)
(2.2)

where α̂u,v(0) = 2(v − u), β̂u,v(0) = 4 and, for ` , 0,

α̂u,v(`) = (πi`)−1 Ĵ
(

`

M + 1

)
(e(−`u) − e(−`v)),

β̂u,v(`) = 2
(
1 −

|`|

M + 1

)
(e(−`u) + e(−`v)).

Taking N = 1 in [7, Proposition 1],

|̂αn(`)| ≤ 2̂kM(`), |̂βn(m)| ≤ 4̂kM(m) (2.3)

where k̂M(`) = (1 − |`|/(M + 1)).
The following lemma is proved in [7, (2.8)] and [7, Proposition 1] with N = 1,

which is a modified version of [3, Theorem 7].

Lemma 2.1. For any x ∈ R/Z,

|ϕ̃u,v(x) − α̃u,v(x)| ≤ β̃u,v(x).

Moreover,
0 ≤ α̃u,v(x) ≤ 1, 0 ≤ β̃u,v(x) ≤ 2. (2.4)

The following unweighted Kuznetsov trace formula is proved in [7, Lemma 3.3].

Lemma 2.2. Let κ0 = 11/155, η0 = 43/620 and m, n be any positive integers. For
arbitrarily small ε > 0,∑

t j≤T

λ j(m)λ j(n) =
1
12

T 2δmn=�
σ((m, n))
√

mn
+ Oε

(
T 2−κ0+ε(mn)η0+ε),

where σ(`) =
∑

d|` d and δ`=� = 1 if ` is a square and δ`=� = 0 otherwise.

https://doi.org/10.1017/S0004972714000070 Published online by Cambridge University Press

https://doi.org/10.1017/S0004972714000070


32 Y. Wang [5]

3. Proof of Theorem 1.3

The Hecke eigenvalue λ j(p) can be expressed in terms of the Satake parameters
of an automorphic representation. Consequently, λ j(p) = αu j (p) + βu j (p) with
αu j (p), βu j (p) ∈ C and αu j (p)βu j (p) = 1. For any prime p, we write αu j (p) = eiθ j(p)

so that
λ j(p) = 2 cos θ j(p)

where θ j(p) ∈ [0, π] ∪ i(0, θ log p] ∪ (π + i(0, θ log p]) with θ = 7/64. (Recall that
λ j(p) ∈ R and (1.3).) We also have (see [4, Lemma 3])

λ j(pn) =
sin(n + 1)θ j(p)

sin θ j(p)
=: Xn(2 cos θ j(p)), (3.1)

that is, Xn is the nth Chebyshev polynomial. (We adopt the notation in [7].)
The value of θ j(p) is uniquely determined. Consider

λ j(p) = 2 cos θ j(p) ∈ (a, b) ⊂ [−2, 2].

Then λ j(p) ∈ (a, b) is equivalent to θ j(p)/2π ∈ (u(b), v(a)) ⊂ [0, 1/2], or equivalently,
ϕ̃u(b),v(a)(θ j(p)/(2π)) = 1, where

u(b) =
arccos( b

2 )
2π

and v(a) =
arccos( a

2 )
2π

.

Therefore,

#{1 ≤ j ≤ r(T ) : λ j(p) ∈ [a, b]} ∼
∑

1≤ j≤r(T )
θ j(p)∈[0,π]

ϕ̃u(b),v(a)

(θ j(p)
2π

)

or more precisely, ∑
1≤ j≤r(T )
λ j(p)∈(a,b)

1 ≤
∑

1≤ j≤r(T )
θ j(p)∈[0,π]

ϕ̃u(b),v(a)

(θ j(p)
2π

)
≤

∑
1≤ j≤r(T )
λ j(p)∈[a,b]

1.

Proposition 3.1. Let θ j(p) be as defined above. Then, for 0 ≤ u < v ≤ 1/2,

1
r(T )π(x)

∑
1≤ j≤r(T ),p≤x
θ j(p)∈[0,π]

ϕ̃u,v

(θ j(p)
2π

)

= 2
∫ v

u
(1 − cos 2πt) dt + O

( log x
log T

+
(log x) log2 x

x

)
.

(3.2)

Proof. By Lemma 2.1,∑
1≤ j≤r(T ),p≤x
θ j(p)∈[0,π]

∣∣∣∣∣ϕ̃u,v

(θ j(p)
2π

)
− α̃u,v

(θ j(p)
2π

)∣∣∣∣∣ ≤ ∑
1≤ j≤r(T ),p≤x
θ j(p)∈[0,π]

β̃u,v

(θ j(p)
2π

)
.
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Hence, writing ϕ̃u,v(x) = α̃u,v(x) + ϕ̃u,v(x) − α̃u,v(x),∑
1≤ j≤r(T ),p≤x
θ j(p)∈[0,π]

ϕ̃u,v

(θ j(p)
2π

)
=

∑
1≤ j≤r(T ),p≤x
θ j(p)∈[0,π]

α̃u,v

(θ j(p)
2π

)
+ O

( ∑
1≤ j≤r(T ),p≤x
θ j(p)∈[0,π]

β̃u,v

(θ j(p)
2π

))
. (3.3)

The incomplete sums in (3.3) lead to the problem of controlling the ‘exceptional’
eigenvalues (that is, eigenvalues with θ j(p) < [0, π]).

When θ j(p) = iϑ j(p) or π + iϑ j(p) for some real ϑ j(p), we do not have the
inequalities (2.4). However, by (2.2), (2.3) and (2.1),∣∣∣∣∣α̃u,v

(θ j(p)
2π

)∣∣∣∣∣ ≤ 2
∑
|`|≤M

k̂M(`) cosh(`ϑ j(p))

≤ 2
∑
|`|≤M

k̂M(`) cosh(2`ϑ j(p))

as cosh(φ) ≤ cosh(2φ) for real φ. Thus by (2.1) the last line gives∣∣∣∣∣α̃u,v

(θ j(p)
2π

)∣∣∣∣∣ ≤ 2kM

(θ j(p)
π

)
=

2
M + 1

XM(2 cos(θ j(p)))2 =
2

M + 1
λ j(pM)2,

by (3.1). Similarly, ∣∣∣∣∣̃βu,v

(θ j(p)
2π

)∣∣∣∣∣ ≤ 4
(M + 1)2 λ j(pM)2.

Therefore, we conclude that∑
1≤ j≤r(T ),p≤x
θ j(p)<[0,π]

∣∣∣∣∣α̃u,v

(θ j(p)
2π

)∣∣∣∣∣ ≤ ∑
1≤ j≤r(T ),p≤x
θ j(p)<[0,π]

2λ j(pM)2

M + 1
≤

∑
1≤ j≤r(T ),p≤x

2λ j(pM)2

M + 1
.

By Lemma 2.2,∑
1≤ j≤r(T ),p≤x
θ j(p)<[0,π]

∣∣∣∣∣α̃u,v

(θ j(p)
2π

)∣∣∣∣∣�ε
1

M + 1
(
r(T )π(x) + T 2−κ0+ε x2M(η0+ε)+1), (3.4)

where κ0 and η0 are defined as in Lemma 2.2. Similarly,∑
1≤ j≤r(T ),p≤x
θ j(p)<[0,π]

∣∣∣∣∣̃βu,v

(θ j(p)
2π

)∣∣∣∣∣�ε
1

M + 1
(
r(T )π(x) + T 2−κ0+ε x2M(η0+ε)+1). (3.5)

Combining (3.3)–(3.5),∑
1≤ j≤r(T ),p≤x
θ j(p)∈[0,π]

ϕ̃u,v

(θ j(p)
2π

)
=

∑
1≤ j≤r(T ),p≤x

α̃u,v

(θ j(p)
2π

)

+ Oε

( ∑
1≤ j≤r(T ),p≤x

β̃u,v

(θ j(p)
2π

)
+

1
M + 1

(r(T )π(x) + T 2−κ0+ε x2M(η0+ε)+1)
)
.

(3.6)
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On the other hand, since, for ` ≥ 2,
2 cos `θ = X`(2 cos θ) − X`−2(2 cos θ),

we obtain, for ` ≥ 2,
r(T )∑
j=1

2 cos `θ j(p) =

r(T )∑
j=1

λ j(p`) −
r(T )∑
j=1

λ j(p`−2).

By Lemma 2.2 and the prime number theorem, for ` ≥ 2,∑
p≤x

r(T )∑
j=1

cos `θ j(p) = δp`=�

∑
p≤x

T 2

24
(p−`/2 − p−`/2+1) + Oε(T 2−κ0+ε x`(η0+ε)+1),

where δp`=�, κ0 and η0 are defined as in Lemma 2.2. Therefore, by (2.3) and Weyl’s
law (1.1),∑

p≤x

r(T )∑
j=1

α̃u,v

(θ j(p)
2π

)
=

M∑
`=−M

α̂u,v(`)
∑
p≤x

r(T )∑
j=1

cos(`θ j(p))

= α̂u,v(0)r(T )π(x) + (α̂u,v(−2) + α̂u,v(2))
∑
p≤x

T 2

24
(p−1 − 1)

+ Oε(T 2 log2 x + T 2−κ0+ε xM(η0+ε)+1)

= 2r(T )π(x)
∫ v

u
(1 − cos 4πt) dt

+ Oε

(r(T )π(x)
(M + 1)

+ T 2 log2 x + T 2−κ0+ε xM(η0+ε)+1
)
.

Here we have also used the fact that

α̂u,v(−2) + α̂u,v(2) =
1
π

Ĵ
( 2

M + 1

)
(sin 4πv − sin 4πu)

=
1
π

( 2π
M + 1

(
1 −

2
M + 1

)
cot

2π
M + 1

+
2

M + 1

)
(sin 4πv − sin 4πu)

=
1
π

(sin 4πv − sin 4πu) + O
( 1

M + 1

)
.

Similarly,∑
p≤x

r(T )∑
j=1

β̃u,v

(θ j(p)
2π

)
�ε

1
M + 1

(
r(T )π(x) + T 2 log2 x + T 2−κ0+ε xM(η0+ε)+1).

Combining these with (3.6),∑
1≤ j≤r(T ),p≤x
θ j(p)∈[0,π]

ϕ̃u,v

(θ j(p)
2π

)
= 2r(T )π(x)

∫ v

u
(1 − cos 4πt) dt

+ Oε

(r(T )π(x)
(M + 1)

+ T 2 log2 x + T 2−κ0+ε xM(η0+ε)+1
)
.

Hence the statement follows by taking M = bκ0 log T/10η0 log xc. �
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Now we are ready to complete the proof. By the definition of dµ∞, it is sufficient to
prove that the statement holds for any interval I = [a, b] ⊂ [−2, 2]. Let x be sufficiently
large, and write I = [a, b] ⊂ (−2, 2). We choose [u, v] ⊂ [u′, v′] (⊂ [0, 1/2]) such that
u(M + 1), v(M + 1) ∈ Z for (u, v) = (u, v) and (u′, v′), the complement has a small
measure ∣∣∣[u′, v′] \ [u, v]

∣∣∣� 1
M

where M = bκ0 log T/10η0 log xc, and also, for θ ∈ [0, π],

ϕ̃u,v

(
θ

2π

)
≤ χ[a,b](2 cos θ) ≤ ϕ̃u′,v′

(
θ

2π

)
,

where χ[a,b] denotes the characteristic function over [a, b]. Applying Proposition 3.1
to ϕ̃u,v and ϕ̃u′,v′ , we obtain lower and upper bounds of the form in the right-hand side
of (3.2) for

1
r(T )π(x)

#{( j, p) : 1 ≤ j ≤ r(T ), p ≤ x and λ j(p) ∈ I}.

Then it remains to show that∫ v

u
2(1 − cos 4πt) dt =

∫
I

dµ∞ + O
( 1

M

)
(3.7)

for (u, v) = (u, v) and (u′, v′). By a change of variable y = 2 cos 2πt,∫ v

u
2(1 − cos 4πt) dt =

∫ v

u
4 sin2 2πt dt =

∫ 2 cos 2πu

2 cos 2πv

√
4 − y2

2π
dy.

As [2 cos 2πv, 2 cos 2πu] ⊂ [a, b] ⊂ [2 cos 2πv′, 2 cos 2πu′], (3.7) follows. Finally, we
relax the condition [a, b] ⊂ (−2, 2) to [−2, 2] with (3.7). The proof of Theorem 1.3 is
complete.
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