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Abstract
Next-generation astronomical surveys naturally pose challenges for human-centred visualisation and analysis workflows that currently rely
on the use of standard desktop display environments. While a significant fraction of the data preparation and analysis will be taken care
of by automated pipelines, crucial steps of knowledge discovery can still only be achieved through various level of human interpretation.
As the number of sources in a survey grows, there is need to both modify and simplify repetitive visualisation processes that need to be
completed for each source. As tasks such as per-source quality control, candidate rejection, and morphological classification all share a
single instruction, multiple data (SIMD) work pattern, they are amenable to a parallel solution. Selecting extragalactic neutral hydrogen
(HI) surveys as a representative example, we use system performance benchmarking and the visual data and reasoning methodology from
the field of information visualisation to evaluate a bespoke comparative visualisation environment: the encube visual analytics framework
deployed on the 83 Megapixel Swinburne Discovery Wall. Through benchmarking using spectral cube data from existing HI surveys, we
are able to perform interactive comparative visualisation via texture-based volume rendering of 180 three-dimensional (3D) data cubes at
a time. The time to load a configuration of spectral cubes scale linearly with the number of voxels, with independent samples of 180 cubes
(8.4 Gigavoxels or 34 Gigabytes) each loading in under 5 min. We show that parallel comparative inspection is a productive and time-saving
technique which can reduce the time taken to complete SIMD-style visual tasks currently performed at the desktop by at least two orders of
magnitude, potentially rendering some labour-intensive desktop-based workflows obsolete.
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1. Introduction

Next-generation astronomical surveys will pose challenges for a
range of human-centred visualisation and analysis workflows that
currently rely on the use of standard desktop display environ-
ments. Knowledge discovery activities that were, or perhaps still
are, feasible for a human to perform when the quantity (i.e. vol-
ume) or rate (i.e. velocity) of data available was low are becoming
more reliant on automated or autonomous solutions.

While desktop computing has already been augmented
through the adoption of supercomputing and cloud-style remote
services, the visualisation and display of astronomical data is still
strongly dependent on the utilisation of laptop screens ormonitors
located in the astronomer’s office.

To address the specific needs of individual astronomers, and
astronomical research teams, a collection of data analysis and visu-
alisation tools are required. This includes continuing to take full
advantage of existing, well-established options that are able to
be scaled-up effectively, along with developing and assessing the
potential of novel solutions or systems that either provide extra
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functionalities or that can be connected into extensible workflows
(e.g. virtual observatory model).

1.1. Comparative visualisation

Seeing many sources together—comparative visualisation—is an
approach that naturally supports pattern-finding (‘those galax-
ies all show similar kinematic properties’) and anomaly detection
(‘why is that one source so different to everything else?’).

Such multi-object comparisons might include quality control
activities (e.g. assessing whether a source finder or automated cali-
bration pipeline is functioning as expected by selecting a sample of
sources for assessment, which might include fine-tuning to check
or verify a machine learning algorithm), investigating outcomes
of model-fitting (e.g. examining the residual signal once differ-
ent types of kinematic models are applied), or any of a range
of standard analysis tasks that can be performed based on mor-
phological or environmental selection criteria (e.g. field compared
with cluster galaxies, dwarf galaxies versus grand design spirals,
or the discovery of novel classes of objects when a new discovery
space is opened). We will refer to all such activities as survey-
scale discovery-based research processes, as the purpose is to explore
data in order to make sense of it (see the model of ‘sensemaking’
presented by Pirolli & Card 2005, and applied in Section 5).
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Figure 1. TheSwinburneDiscoveryWall: amulti-purpose 83Megapixel tileddisplaywall, comprising amatrix of two rows andfive columnsof Philips BDM4350UC4K-UHDmonitors
and five Lenovo ThinkStation P410 MiniTowers. See Section 2.2 and Table 1 for additional details. A small-multiples visualisation approach is used, with a single-instruction
multiple data interaction paradigm. Interactionwith the dataset is achieved through the browser-based user interface, visible in the left-handmonitor in the bottom row. Columns
are enumerated from 1 to 5 from left to right. The keyboards in front of each column can be used for direct interaction with an individual data cube on the corresponding column.
Shown here is a configuration of 80 spectral cubes sampled from the WHISP (van der Hulst, van Albada, & Sancisi 2001; Swaters et al. 2002), THINGS (Walter et al. 2008) and LVHIS
(Koribalski et al. 2018) projects (see Section 3.3).

Limited scope for comparative visualisation can occur by either
loading data into several independent instances of a visualisation
tool (usually on the same computing platform) or by switching
between individual views of multiple objects, requiring loading
and unloading of data.Whenworking with large-scale survey data,
desktop-based visualisation strategies may lead to a reduction in
the ability for an individual to see patterns across a sizeable portion
of the survey.

In practice, effective comparative visualisation cannot be
achieved by moving between visualisations of one or two objects
at a time. At each stage, there is a loss of time to input/output, and
a strong reliance on the visual recall abilities of the astronomer
(see Norris 1994 for a related discussion). Individual instances
are unlikely to have linked camera actions (e.g. panning, rota-
tion, zoom, and scaling), requiring the use of repetitive interaction
processes. Moreover, if performed at the desktop, the small phys-
ical display space of a standard monitor is not always conducive
to real-time, collaborative inspection for those researchers who
prefer, or find it more productive, to work this way.

1.2. Single instruction, multiple data work patterns

Survey-scale discovery-based research processes, such as those
described above, are all highly repetitive, and may need to be
completed for each individual source. Many repetitive research
processes share a single instruction, multiple data (SIMD) work
pattern, and so are amenable to a parallel solution.

One approach to the parallelisation of human-centred visuali-
sation and analysis tasks is to share the work out amongst multiple
teammembers (e.g. as occurred while preparing catalogues for the
HI Parkes All Sky Survey—see Barnes et al. 2001 and Meyer et al.
2004), or further afield via crowd-sourcing of citizen scientists (e.g.
Banfield et al. 2015).

A limitation to these distributed processes is one of consis-
tency in decision-making between team members with diverse
skill levels (see, for example, Fluke et al. 2017, Fluke, Hegarty, &
MacMahon 2020). An investment in training may be required, or

a complex task must be abstracted to one of group-consensus clas-
sification. Furthermore, while serendipitous discoveries do occur
in citizen science activities, that is not the norm.

An alternative is to change the viewing paradigm, so that a
more suitable mode of parallel inspection by a single researcher,
or co-located team, can be achieved. This is the approach we
investigate in this work using encubea: a visual analytics frame-
work for collaborative and comparative visualisation, designed to
work on a multi-monitor tiled display wall and dedicated com-
pute nodes (Vohl et al. 2016). Fig. 1 shows encube operating
on the Swinburne Discovery Wall (see Section 2.2), providing
simultaneous display of 80 spectral cubes sampled from three
extragalactic neutral hydrogen (HI) surveys (described in more
detail in Section 3.3).

1.3. The visual data analysis and reasoningmethodology

In order to best utilise non-standard or novel visualisation sys-
tems, it is important to understand their strengths and weaknesses.
The suitability of any visualisation approach or environment—
software or hardware, standard or bespoke—should be examined
or evaluated using appropriate methodologies.

Looking to the broader field of information visualisation, such
evaluations can include investigation of either the process of visual-
isation or the nature of visualisation systems and algorithms (Lam
et al. 2012; Isenberg et al. 2013). For our investigation of survey-
scale discovery-based research processes, we select the empirical
visual data analysis and reasoning (VDAR) methodology.

A VDAR evaluation is usually approached via a case study: a
cohort of experts assess their ability to derive knowledge about
a relevant dataset while using a new visualisation system, soft-
ware or strategy to perform domain-specific tasks (Lam et al. 2012;
Isenberg et al. 2013).

aLong-term access to open source software described by Vohl et al. (2017c).
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As our relevant dataset, we utilise existing extragalactic HI
survey data (see Section 3.3), available as an ensemble of spec-
tral cubes (two spatial dimensions and one spectral dimension).
We consider three representative survey-scale discovery-based
research processes that can occur in the preparation and analysis
of large-scale extragalactic HI surveys:

1. Quality control of individual sources, ensuring that calibrations
have been applied correctly and bad channels (e.g. impacted
by interference or instrumental features) have been flagged or
removed;

2. Candidate rejection, whereby false-positive detections from
automated source finders are identified and removed from the
catalogue. This can also help to improve training sets of ‘non-
source’ examples for use with machine learning and related
automated methods; and

3. Morphological classification, identifying and sorting sources
into categories based on observed structural, kinematic, or
environmental properties. The classification process may also
include anomaly detection, wherein unexpected discoveries
are made based on the observed structural properties.

Through a mix of visual analytic functionalities, including
interactive three-dimensional (3D) volume rendering methods,
encube provides ways to explore both spatial and spectral fea-
tures, which can be matched to other observed or derived param-
eters. A 3D approach can help to reveal complex kinematic struc-
tures or system artefacts that might otherwise appear only in
projection using moment maps or position-velocity diagrams.

We choose to perform our evaluation with 3Dmethods as they:
(1) are the current defaults within the public encube code; (2)
present an upper bound in terms of the computation required
for benchmarking purposes; and (3) provide the VDAR user
cohort with access to novel comparative sensemaking strategies
via the Swinburne Discovery Wall. For other applications, alter-
native data visualisation modes such as moment mapsb or scatter
plots could be utilised as they are supported by the underlying
visualisation framework.

1.4. Overview

In this paper, we consider a specific visualisation problem
that is not feasible to address using a desktop-based visuali-
sation solution: interactive, comparative visualisation of ≥ 100
data instances. We evaluate the practicality of using a bespoke
visualisation environment (viz. encube and the Swinburne
Discovery Wall) for survey-scale discovery-based research pro-
cesses through: (1) system benchmarking, which provides quanti-
tative information on system performance and scalability and (2)
a visual data analysis and reasoning study.

For five different display configurations, supporting simultane-
ous visualisation of 20, 40, 80, 120, or 180 spectral cubes, selected
from representative extragalactic HI survey datasets, we report
benchmarking in terms of the two most critical factors: (1) the
time taken to load an ensemble of spectral cubes and (2) the typical
minimum interactive frame rate. Together, these values allow us

bA camera projection parallel to any axis of a spectral cube can be used to generate a
two-dimensional (2D) projection of the data (Vohl et al. 2017a, Fig. A.1), and hence can
be used to generate 2D solution space representations while still retaining access to the full
representation of the data in memory for fast calculations using graphics shaders.

to estimate the visualisation throughput, Vtp (sources/hour), that
might be achieved by a single user when undertaking SIMD tasks
such as quality control, candidate rejection, or morphological
classification.

Compared to the serial case of viewing one data instance at a
time on a standard desktop monitor, encube and the Swinburne
Discovery Wall could decrease the time taken to complete survey-
scale comparative visualisation workflows by a factor of 100 or
more.

In Section 2, we explain the main technical elements of the
bespoke visualisation environment. In Section 3, we provide back-
ground on the extragalactic HI case study. We evaluate the visu-
alisation environment through system benchmarking (Section 4)
and via the VDAR evaluation (Section 5), which considers three
typical discovery-based SIMD activities: quality control, candidate
rejection, and morphological classification. We present a discus-
sion of our finding in Section 6, and present our conclusions in
Section 7. Further technical and implementation notes can be
found in Appendix A.

Our approach can be generalised to any survey datasets com-
prising more individual observations or instances than can be
comfortably analysed or scrutinised by one investigator on a stan-
dard desktop display. This might include two-dimensional images
or moment-map projections, optical/infrared spectral cubes (e.g.
from integral field spectroscopy), or simulation data products. The
comparative visualisation strategies demonstrated here are appli-
cable to any similar SIMD-style activity and are not restricted to
the specific use of encube with the Swinburne Discovery Wall. As
an open source solution, users are encouraged to modify the func-
tionality of encube (e.g. in order to provide alternative 2D or 3D
visualisation modes or to handle domain-specific data formats) or
reconfigure the arrangement of the display environment to suit
their own survey-scale discovery-based research needs.

2. A bespoke comparative visualisation environment

In this section, we provide a technical overview of the two main
components of the bespoke comparative visualisation environ-
ment used in this work: (1) the encube framework, which enables
visualisation of multiple data instance (in the form of spectral
cubes for our case study) and (2) the Swinburne Discovery Wall, a
specific instance of a large-area tiled display wall.

Encube was conceptualised and developed specifically to sup-
port SIMD visualisation and analysis tasks, with an aim to acceler-
ate data-intensive comparative visualisation and discovery work-
flows. Encube displays multiple individual data visualisations
across single or multiple display devices, with interaction coor-
dinated through a user interface on the master node. For related
approaches, see the virtual reality implementation of BentoBox
(Johnson et al. 2019, and references therein) and the ‘shelves’
metaphor for small-multiples that considers utilisation of immer-
sive space (Liu et al. 2020).

2.1. The encube framework

The encube framework (Vohl et al. 2016, 2017b) supports com-
parative visualisation and analysis of survey data (also referred
to as an ensemble in other domains). The primary develop-
ment emphasis was for structured 3D data: spectral cube data
from astronomy and magnetic resonance imaging data frommed-
ical imaging. Encube provides an interactive data exploration
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Figure 2. Simultaneous visualisation of 180 spectral cubes from the LVHIS HI survey. Sources are randomly sampledwith replacement, resulting in repetition of objects across the
display. This configuration loads in less than 100 s. (Top) A zoomed-in view in showing the spatial distribution of HI using a heat-style colour map where low signal is black and
high signal is white. (Bottom) All cubes are rotated to show the kinematic structure along the spectral axis. A blue-red two-ended colour map is used to aid with identifying HI that
is either blue-shifted or red-shifted with respect to the observer, relative to each galaxy’s systemic velocity.

and analysis experience, employing a strategic mixture of soft-
ware (data processing, management, visualisation, analysis) and
hardware (graphics processing units, computer cluster, displays).

Encube is a modular and open-source code base (Vohl et al.
2017c), where each module targets a specific set of tasks within
a visual analytics workflow: (1) processing and visualisation of
data; (2) workflow and communication management; and (3)
user interactions. Similar to a microservices-style architecture,
the modular design allows individual components to be con-
nected, enhanced or replaced as required, so that encube can be
kept compatible with, and scalable to, the requirements of future
science operations. For instance, customisable code for 3D visual-
isation is currently created using the C/C++ languages for good
performance with the S2PLOT interactive programming library
(Barnes et al. 2006), which builds on theOpenGLc graphics library.

From a system architecture standpoint, encube comprises a
process layer and an input/output (I/O) layer. The process layer
performs data processing tasks (load data, compute statistics, and
render visualisation), and the I/O layer responds to user inputs
and generates visual outputs. Each layer contains units where
specified tasks are performed. Depending on the task, a unit
can be instantiated once, or multiple times for parallel operation
(generally on different compute hardware). In its current form,

chttp://www.opengl.org.

the encube process layer comprises a singlemanager unit and one
or more process and render units, while the I/O layer contains an
interaction unit and one or more display units.

Units can communicate between each other in order to pass
workflow information across the architecture. The communica-
tion pathway between units can be represented as a directed graph
(see Figs. 2 and 4 of Vohl et al. 2016):

Interaction unit(s)
�

Manager unit
�

Process and Render unit(s)
↓

Display unit(s)

where the arrows indicate the information flow direction between
two unit vertices on the graph. Based on the number of instances
of a unit, communication can include serial or parallel messages.
We note that peer-to-peer communication within a unit type is
not currently implemented (e.g. direct message passing between
two interaction units).

The manager unit orchestrates the overall software workflow.
It first reads a configuration file containing network information
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about the available compute nodes, characteristics of the tiled
visualisation output, along with system metadata and the loca-
tion of the dataset. This unit also schedules and synchronises
the workflow, sharing metadata as well as commands with other
neighbouring units. Here, the manager unit acts as a messen-
ger between an interaction unit and a process and render unit.
Moreover, given that all commands pass through the manager
unit, the workflow history and system state can be recorded (if
requested) so that actions can be revised, replicated, or continued
later.

The interaction unit is where a user interacts with the dataset.
In particular, the user can specify which data files to load and visu-
alise, change visualisation parameters (e.g. ray-tracing method),
select and organise individual visualisations, and request diagnos-
tic plots. The interaction unit provides a ‘world in miniature’ view
of the display setup, mapping regions within the user interface to
the physical display.

Metadata is presented in a table, which can be sorted by cat-
egories. Visualisations are generated after selecting rows of the
table, either individually or by ordered batch (e.g. sorted by param-
eters such as distance, size, etc.). Once data is loaded into memory
on a process and render unit, visualisation parameters (e.g. his-
togram thresholds, spatial cropping, colourmap selection) can be
updated in real time to modify one or more visualisations. Global
or partial statistical values can also be computed on request for
selected data files and gathered to summarise properties of a
subset.

The process and render unit provides functionalities such as
loading data files to GPUmemory, computing statistics (e.g. mean,
standard deviation, histogram), creating visualisation callbacks
(e.g. including responses to input via keyboard, mouse, or the
remote user interface), and generating the visualisations through
texture-based volume rendering.

Finally, a visualisation rendered by a process and render unit is
displayed on screen via the display unit. A display unit provides a
mapping to one or more physical screens via the configuration file
read by the manager unit.

2.2. The Swinburne Discovery Wall

From its inception, encube was designed for use in high-end
visualisation environments comprising multiple off-the-shelf dis-
plays, i.e. a tiled display wall (TDW). See Meade et al. (2014) and
Pietriga et al. (2016) for detailed investigations of the role of TDWs
in astronomy. A TDW provides several advantages over a stan-
dalone workstation monitor: many more pixels, a greater display
area, and, in some cases, access to additional co-located computing
power.

Initial deployment and testing of encube was undertaken with
the CAVE2TM hybrid high-performance computing and visual-
isation space at Monash University (as reported in Vohl et al.
2016). The Monash CAVE2TM (Sommer et al. 2017) comprised
80 stereoscopic-capable displays, with a cylindrical configuration
(330 degrees to allow entry and exit from the physical space) of
four rows and 20 columns. Collectively, the environment provided
84 million pixels for two-dimensional display and 42 million pix-
els in stereoscopic mode. The Monash CAVE2TM was linked to a
real-time compute cluster with a peak of 100 Tflop s−1 and 240 GB
of GPU memory.

Additional development, and the activities presented in this
work, utilised the Discovery Wall (Fig. 1) operated at Swinburne

Table 1. Specifications for the ten Philips BDM4350UC 4K-UHD monitors
of the Swinburne DiscoveryWall. Parameters and corresponding units are:
screen linear dimension, Ldim (m × m), screen area, Ascreen (m2), pixel
dimensions, Pdim (pix× pix), and total pixels, Ptotal (Megapixels).

Ldim Ascreen Pdim Ptotal

Per screen 0.94× 0.53 0.499 3840× 2160 8.29

Per column 0.94× 1.06 0.996 3840× 4320 16.59

Discovery Wall 4.70× 1.06 4.982 19200× 4320 82.94

University of Technology. The Swinburne Discovery Wall is
a TDW comprising ten Philips BDM4350UC 4K ultra high-
definition (4K-UHD) monitors arranged in a matrix of two rows
and five columns. The total pixel count is approximately 83
Megapixels and the accessible screen area is just under 5.0 m2 (see
Table 1).

Each column of the Discovery Wall is connected to a Lenovo
ThinkStation P410 Mini Tower (2.8 GHz, 16 GB RAM) with an
NVIDIA GTX1080 graphics card (8 GB). The workstations oper-
ate with the CentOSd Linux operating system (Version 7.4.1708),
noting that we use the version of CentOS that was installed on the
Discovery Wall when it was commissioned in 2018.

The original iteration of the Swinburne Discovery Wall, which
operated until 2021 November, had one additional column of two
4K-UHD monitors such that the total screen area was 6.0 m2

and a pixel count closer to 1 million pixels. In 2021 December,
the Discovery Wall hardware was transferred to a new location,
but with insufficient wall-space to accommodate all six columns.
Reconfiguration of encube to work on the relocated and reduced-
scale Discovery Wall in 2022 February required approximately
two minutes to remove references to the sixth Lenovo MiniTower
workstation from the encube source and scripts.

3. Case study: Extragalactic HI atronomy

Consider the specific case of extragalactic HI astronomy, which is
based on observations of the 21 cm (1 420.40576 MHz) hyperfine
spin flip transition of the hydrogen atom. Theoretically predicted
by van de Hulst (1945), and first detected by Ewen & Purcell
(1951), Muller & Oort (1951) and Pawsey (1951), the 21 cm line
provides a valuable signature of the neutral gas content of galaxies.

Apart from being the primary component from which stars are
eventually formed, the HI gas in galaxies is also typically much
more extended than their stellar discs (see Verheijen & Sancisi
2001) making it an important tracer of the effects of both internal
properties of galaxies, such as feedback and angular momentum
(Genel et al. 2015; Obreschkow et al. 2016; Murugeshan et al.
2020), as well as environmental processes such as ram pressure and
tidal stripping to name a few (see Gunn & Gott 1972 and Fasano
et al. 2000). For these reasons, high spatial and spectral resolution
studies of the HI gas distribution in galaxies are paramount for our
understanding of galaxy evolution.

Historically, extragalactic HI surveys fall into three broad cat-
egories: (1) spectral line observations, using single-dish radio
telescopes; (2) spatial mapping with multi-beam receivers (e.g.
Staveley-Smith et al. 1996), whereby it became feasible to
undertake spectral-line surveys at a large scale (Barnes et al.

dhttp://www.centos.org.
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2001); and (3) high-resolution spectral cube observations, utilising
aperture synthesis.

3.1. Extragalactic neutral hydrogen surveys

The number of sources available from HI surveys is undergoing a
step-change. New wide-field and deep surveys have been enabled
through instruments and facilities including:

• The APERture Tile In Focus (APERTIF) upgrade to the
Westerbork Synthesis Radio Telescope (WRST)—see
Verheijen et al. (2008), with HI survey descriptions in
Verheijen et al. (2009), Adams & van Leeuwen (2019) and
Adams et al. (2022);

• The Australian Square Kilometre Array Pathfinder (ASKAP)—
see Johnston et al. (2007, 2008), Hotan et al. (2021) and HI
survey descriptions for the Widefield ASKAP L-band Legacy
All-sky Blind SurveY (WALLABY) in Koribalski & Staveley-
Smith (2009) and Koribalski et al. (2020); and

• MeerKAT (Booth et al. 2009), with local (de Blok et al. 2016)
and ultra-deep (Holwerda, Blyth, & Baker 2012) HI surveys
planned.

The scale and rate of data collection from these programs pro-
vide a first opportunity to prepare for the future of HI astronomy
that will occur with the Square Kilometer Array (SKA).

Using WALLABY as an example, these surveys will produce
three main categories of data:

1. Large-scale survey cubes. Over a period of five years,
WALLABY is expected to cover up to 1.4π sr of the sky with
∼550 full-resolution spectral cubes. Each cube is anticipated
to have 4200× 4200 spatial pixels and 7776 spectral channels,
requiring∼600Gigabytes (GB) per cube. The total data storage
required for WALLABY will exceed 1 Petabyte.

2. Small-scale source cubelets. By running the Source Finding
Application (SoFiA; Serra et al. 2015; Westmeier et al. 2021)
on the survey cubes, candidate source cubelets can be extracted
and stored separately, or simply have the coordinates of their
bounding boxes within the survey cubes stored (see Koribalski
2012 for an overview, and Popping et al. 2012 for a compar-
ison of HI source finders). As source cubelets take up only
a small fraction of the survey cubes, this is a much more
manageable data volume to work with. Estimates of the num-
ber of HI detections from WALLABY exceed 200000 sources.
Approximately 15–20% of these sources are expected to be spa-
tially resolved (i.e. where the spatial distribution of HI is visible,
which is anticipated to require at least 3-4 resolution elements
or synthesised beams across the source).

3. Catalogues of derived data products. Along with the key
parameters (e.g. position, velocity dispersion, HI flux) gener-
ated by source finders such as SoFiA and Selavy (Whiting &
Humphreys 2012), further automated processing and analysis
tasks can provide additional data. This includes activities such
as disk-based model fitting (e.g. TiRiFiC Józsa et al. (2007),
3DBAROLO DiTeodoro & Fraternali 2015, or 2DBAT, Oh et al.
2018, and see also the description of theWALLABY Kinematic
Analysis Proto-Pipeline (WKAPP) in Deg et al. 2022), compu-
tation of integral properties (e.g. total HI mass, star formation
rates), or cross-matching with optical/infrared catalogues.

Each of these data products will aid the development of insight
and improved understanding of HI’s role in galaxy formation and
evolution.

3.2. Visualisation-dominated workflows

The data-intensive demands of new HI surveys has motivated the
development of a number of customised tools for interactive quali-
tative and quantitative spectral cube visualisation (Hassan & Fluke
2011; Lan et al. 2021).

Moving beyond the well-established and widely-utilised solu-
tions such as Karmae (Gooch 1996) and CASAf (the Common
Astronomy Software Applications package; McMullin et al. 2007),
alternatives for desktop-based visualisation and analysis include
AstroVis (Perkins et al. 2014), SlicerAstro (Punzo et al. 2015,
2016, 2017), FRELLED (Taylor 2015 using the free, open-source
Blender animation software), FITS3D (Mohan et al. 2017),
Shwirl (Vohl et al. 2017a), and CARTAg (Cube Analysis and
Rendering Tool for Astronomy; Comrie et al. 2021).

Ferrand, English, & Irani (2016) prototyped a solution using
the Unityh real-time 3D engine, which can be deployed on a desk-
top or operate with a variety of advanced display technologies.
With their iDAVIE solution, Jarrett et al. (2021) have successfully
moved spectral cube visualisation and analysis into interactive and
immersive virtual reality environments.

Finally, targeting data products that greatly exceed the pro-
cessing capabilities of standard desktop computers, Hassan et al.
(2013) achieved real-time interactive visualisation of Terabyte-
scale spectral cubes using a high-performance solution with
graphics processing units (GPUs) and the GraphTIVA frame-
work.

For most of these examples, the workflow for visualisation and
analysis of the gas in galaxies emphasises the study of one galaxy
at a time. When the data volume is low and the data rate is slow, a
great deal of human time can be dedicated to examining individual
data cubes or source cubelets. While highly appropriate in an era
of small surveys, this serial processing presents a bottleneck for
knowledge discovery once the ASKAP andMeerKAT surveys scale
up to include many thousands of spatially resolved sources.

The transformation of a survey cube to a subset of source
cubelets, and ultimately, a reliable, science-ready catalogue of
data products can be encapsulated as a workflow. Parts of the
workflow are expected to be fully automated (e.g. the Apercal
calibration pipeline for Apertif surveys Adebahr et al. 2022 or
ASKAPSoft for ASKAPGuzman et al. 2019;Wieringa, Raja, &Ord
2020). Other stages will rely on some level of human intervention,
either through computational steering (selecting parameters for
the workflow, setting thresholds on source finders, etc.) or data
visualisation for analysis and discovery.

3.3. Survey data

While future applications of the comparative visualisation strate-
gies examined here may include the HI surveys to be conducted
with ASKAP and MeerKAT, we perform the benchmarking and
VDAR evaluations using data from three extant HI surveys that
targetted nearby spiral and irregular galaxies:

ehttps://www.atnf.csiro.au/computing/software/karma.
fhttps://casa.nrao.edu.
ghttps://cartavis.org.
hhttps://unity.com.
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Table 2. Extragalactic HI surveys used for evaluating encube on the Swinburne
Discovery Wall. Ns is the number of spectral cubes selected from each of the
three surveys (see Section 3.3 for a discussion as to why several spectral cubes
were omitted). Data volumes are reported in Megabytes (MB) and voxel counts
in Megavoxels (Mvox), with spectral cubes stored in the FITS format. Statistical
quantities presented are the min(imum), max(imum), mean, sample standard
deviation (SD), and median. The total column summarises the volume or voxel
count for the entire survey.

Parameter Survey Ns Min Max Mean± SD Median Total

Volume WHISP 254 66.1 133.2 120.8± 25.8 133.2 30680

(MB) THINGS 32 145.2 1169.8 378.7± 221.9 320.9 12119

LVHIS 80 10.8 720.0 79.1± 91.6 57.6 6328

Voxels WHISP 254 16.5 33.3 30.2± 6.5 33.3 7669

(Mvox) THINGS 32 35.7 289.4 92.5± 54.8 78.6 2960

LVHIS 80 2.7 180.0 19.8± 22.9 14.4 1582

1. WHISP: Westerbork Observations of Neutral Hydrogen in
Irregular and Spiral Galaxies,i undertaken with theWesterbork
Synthesis Radio Telescope (van der Hulst et al. 2001; Swaters
et al. 2002);

2. THINGS: The HI Nearby Galaxy Surveyj comprising high-
spectral and high-spatial resolution data from the National
Radio Astronomy Observatory Very Large Array (Walter et al.
2008); and

3. LVHIS: The Local Volume HI Survey,k which obtained deep
HI line and 20-cm radio continuum observations with the
Australia Telescope Compact Array (Koribalski et al. 2018).

We categorise the survey data products in terms of: (1) the
number of sources (Ns) in each survey catalogue; (2) the typical
dimensionality of the data cubes (measured as spatial or spec-
tral pixels); (3) the number of voxels (in Megavoxels or Mvox);
and (4) the storage size (in Megabytes or MB) for an individual
cube. For all three datasets, the spectral cubes were stored (and
loaded into encube) using the Flexible Image Transport System
(FITS) format (Wells, Greisen, & Harten 1981; Hanisch et al. 2001;
Pence et al. 2010). See Table 2 for further details, where we present
the minimum, maximum and median values for the dimensions,
voxel counts and storage sizes for theWHISP, THINGS and LVHIS
catalogues.

To simplify both the benchmarking investigation and VDAR
evaluation, we make several minor modifications to the datasets
in their published forms:

• WHISP: Initial inspection of a sub-set of WHISP galaxies
revealed that many of the spectral cubes have high levels of
flux (relative to the peak source flux) at either end of the spec-
tral band. Rapid identification of such systematic effects is an
example of the type of SIMD quality control activity that com-
parative visualisation can address (see Section 5.1). For all of
the WHISP cubes, we created new FITS files where we set the
data values in the first eight and last eight spectral channels to
zero. This does not change the load times for the mock surveys

ihttp://wow.astron.nl.
jhttps://www2.mpia-hd.mpg.de/THINGS/Data.html.
khttps://www.atnf.csiro.au/research/LVHIS/LVHIS-database.html.

but does improve the default visualisation via texture-based
volume rendering.

• THINGS: We did not use the spectral cube for NGC 3031
(M81) in our benchmarking. As NGC 3031 is a nearby grand
design spiral in Ursa Major, the spectral cube is much larger
than other galaxies in the sample with 2201× 2201 spatial and
178 spectral channel pixels. The file size of 3.45 GB is approxi-
mately half of the available memory on a GTX1080 GPU. Such
a large source would not be typical of new extragalactic sources
discovered with blind surveys.

• LVHIS: A spectral cube data for NGC 5128 (LVHIS 048) was
not available from the survey web-site, and we note a replica-
tion of data between sources LVHIS 014 and LVHIS 016, which
are both identified as the dwarf irregular galaxy AM 0319-662.
Removing LVHIS 016 and LVHIS 048 from the samples leaves
us with Ns = 80.

4. Benchmarking comparative workflows

In this section, we report on benchmarking activities undertaken
with the implementation of encube on the Swinburne Discovery
Wall.

4.1. Benchmarks

Previous system benchmarks reported in Vohl et al. (2016) were
performed with the Monash CAVE2TM. For deployment on the
Swinburne Discovery Wall, we report: (1) the total (i.e. paral-
lel) load time, TLoad, for a configuration displaying Ncube spectral
cubes; and (2) the steady-state minimum frame rate, Frate, in
frames/second.We consider both the frame rate per column, look-
ing for variations in performance, along with the overall mean,
standard deviation, and median of Frate.

Frame rate quantities are calculated from the S2PLOT displays
on columns 2–5 (see Fig. 1). Column 1 is used for additional man-
agement and coordination tasks, and in order to access the user
interface in the web browser, the S2PLOT display is not resized over
both 4K-UHD monitors. The higher Frate values reported for col-
umn 1 show the overall reduced graphics workload when data is
visualised on one 4K-UHDmonitor instead of two.

We obtained a total of 54 independent benchmarks for five dif-
ferent configurations (Sets A–E), displayingNcube = 20, 40, 80, 120
or 180 spectral cubes in total using the per-column configurations
summarised in Table 3. The main limiting factors on Ncube are the
available GPU memory (8 GB/GPU for each of the five NVIDIA
GTX1080 GPUs of the Swinburne Discovery Wall) and the num-
ber of columns of monitors. A simple upgrade path to improve
performance is to replace these five older-generation GPUs with
higher memory alternatives.

The benchmark configurations were generated comprising
either spectral cubes from a single survey (denoted as [W]HISP,
[T]HINGS or [L]VHIS) or from the combination of the three
input surveys (denoted as [C]ombination). For scenarios where
Ncube exceeds the survey size, Ns (see Table 2), random sampling
with replacement is used to generate an appropriately-sized data
set. For the combination survey, random sampling with replace-
ment is used to generate a mock survey that is roughly equally split
between the three input catalogues.

Fig. 2 demonstrates the use of the two different colour-
mapping methods for a mock LVHIS survey with 180 spectral
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Table 3. Display and survey configurations for which the encube benchmarks were obtained. Set is the label used to identify the five different configurations
(A-E), with Ncube = 20, 40, 80, 120, or 180. Config is the arrangement of S2PLOT panels (rows× columns) per column of the Discovery Wall. Survey is one of [W]HISP,
[T]HINGS, [L]VHIS, or [C]ombination. NW, NT, and NL are the number of spectral cubes selected from each of the input surveys. Random sampling with replacement
is used for configurations where the total number of cubes displayed exceeds the input survey size. Nvox is the total number of voxels (in Gigavoxels) and VStore is
the total data volume (in GB).MGPU is the mean memory per GPU in GB, which must be less than 8 GB so as not to exceed the memory bound of the NVIDIA GTX1080
graphics cards. TLoad (in seconds) is the time measured for all of the spectral cubes to be loaded, rounded up to the nearest second. Statistical quantities calculated
are the mean, sample standard deviation (SD), and median.

Nvox VStore MGPU Nvox VStore MGPU TLoad TLoad

Set Config Survey NW NT NL Mean± SD Mean± SD Mean± SD Median Median Median Mean± SD Median

A 2× 2 W 20 – – 0.61± 0.06 2.43± 0.23 0.49± 0.05 0.61 2.45 0.49 19± 2.9 21

T – 20 – 1.67± 0.05 6.85± 0.23 1.37± 0.04 1.69 6.97 1.39 71± 17.7 62

L – – 20 0.41± 0.13 1.63± 0.52 0.32± 0.11 0.38 1.51 0.30 21± 8.5 18

C 7 7 6 1.11± 0.10 4.51± 0.41 0.90± 0.08 1.10 4.45 0.89 50± 14.3 53

B 4× 2 W 40 – – 1.23± 0.06 4.91± 0.24 0.98± 0.05 1.24 4.98 1.00 38± 2.5 38

T – 40 – 3.55± 0.31 14.53± 1.20 2.91± 0.24 3.70 15.15 3.03 121± 10.8 126

L – – 40 0.84± 0.02 3.37± 0.08 0.67± 0.02 0.83 3.33 0.67 40± 3.5 40

C 13 14 13 2.18± 0.23 8.82± 0.93 1.77± 0.19 2.06 8.34 1.67 90± 7.9 87

C 4× 4 W 80 – – 2.41± 0.04 9.65± 0.17 1.93± 0.04 2.40 9.61 1.92 73± 3.6 74

T – 80 – 7.80± 0.13 31.90± 0.56 6.38± 0.12 7.75 31.70 6.34 271± 16.0 271

L – – 80 1.58± 0.00 6.33± 0.00 1.27± 0.00 1.58 6.33 1.27 57± 3.5 57

C 26 27 27 3.80± 0.17 15.44± 0.66 3.09± 0.13 3.80 15.41 3.08 148± 9.2 146

D 6× 4 W 120 – – 3.63± 0.03 14.51± 0.11 2.90± 0.02 3.64 14.55 2.91 105± 2.1 104

L – – 120 2.47± 0.31 9.89± 1.24 1.98± 0.25 2.56 10.25 2.05 73± 19.3 67

C 40 40 40 5.61± 0.22 22.85± 0.94 4.57± 0.19 5.68 23.21 4.64 194± 11.8 197

E 6× 6 W 180 – – 5.42± 0.03 21.67± 0.13 4.34± 0.03 5.43 21.71 4.34 156± 7.0 159

L – – 180 3.20± 0.24 12.79± 0.97 2.56± 0.20 3.27 13.08 2.62 95± 2.7 96

C 60 60 60 8.35± 0.25 33.94± 1.05 6.79± 0.21 8.46 34.34 6.87 285± 11.2 281

cubes. The top panel uses a heat-style colour map, while the bot-
tom map colours based on the relative velocity with respect to
the middle spectral channel, which is assumed to be the kinematic
centre.

To mitigate the impact of memory caching on measurements
of TLoad, we generated three independent combinations of spectral
cubes for each of theW, T, L, and C configurations. A single bench-
mark value of TLoad was obtained for each of the three alternatives,
along with the measurements of Frate. For the 80-cube instance,
we note that all LVHIS cubes are used, but they are randomly
assigned between the five columns of the Discovery Wall for each
benchmark instance.

We did not generate configurations with NT > 80 as these data
volumes exceed the memory capacity of the GPUs. The THINGS
galaxies are the highest-resolution spectral cubes considered in
this study, and are not as representative of the typical resolved or
partially-resolved new detections that will arise from ASKAP or
MeerKAT HI surveys.

Due to the presence of differing numbers of key-value pairs in
the FITS headers, there is slight variation (see Table 4) in the ratio
between VStore (the total data volume in GB) and Nvox (the total
number of voxels in Gigavoxels) for the 54 independent survey
configurations. The result of a least-squares fit to the these two
quantities was:

VStore = 4.07Nvox − 0.084 GB, (1)

Table 4. With spectral cube data stored in the
FITS format, there is a slight variation in the
ratio between the total data volume, VStore mea-
sured in GB, and the number of voxels, Nvox
measured in Gigavoxels across all 54 survey con-
figurations. This is due, in part, to the varying
lengths of the FITS headers.

Quantity VStore/Nvox

Mininum 3.97

First quartile 4.00

Median 4.02

Mean 4.03

Third quartile 4.06

Maximum 4.12

with the mean and sample standard deviation between measured
and modelled values for VStore calculated to be −9.4× 10−6 GB
and 0.13 GB respectively. For simplicity, we can approximate
VStore ∼ 4Nvox as expected for a data format using four bytes per
voxel.

4.2. Procedure

All of the spectral cubes are stored on the workstation associ-
ated with column 1 of the Swinburne Discovery Wall (the Master
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Figure 3. (Left panel) Based on the 54 independent benchmarks (see the summary in Table 3), the total time taken to load all spectral cubes for a given input configuration grows
linearly with the storage volume. Load times are rounded up to the nearest second. Symbols are used to denote the four different input surveys; WHISP (square), THINGS (circle),
LVHIS (triangle), or Combination (diamond). (Right panel) From a subset of 21 benchmarks, the minimum recorded frame rate decreases as the mean memory per GPU of the
Discovery Wall increases. Plotted values are the mean± standard deviation of the minimum observed frame-rate across columns 2–5 of the Discovery Wall (see Table 5). Frame
rate benchmarks were only obtained for Set A (circle) and Set E (triangle), withNcube = 20 or 180 respectively. A reasonable frame rate for interactivity is above 10 frames s−1, which
was achieved except in the Combination configuration containing higher data volume THINGS spectral cubes.

Node—see Fig. A.1), and the other workstations access this data
through a network file sytem (NFS) mount (see Appendix A.1).
Consequently, we expect that the limiting factors on TLoad are: (1)
the network bandwidth between each Process and Render work-
station and the Master; (2) the read time from the NFS-mounted
drive; and (3) the processing overheads due to pre-computation of
statistical parameters, as noted at the end of Appendix A.1).

The following procedure was used to conduct each of the
benchmark trials:

1. The set of spectral cubes is randomly selected either with-
out replacement (when Ncube ≤Ns) or with replacement, and
a database file is generated in the comma-separated variable
(CSV) format required by encube.

2. Symbolic links are generated to each of theNcube spectral cubes,
to minimise the duplication of data on theMaster workstation.

3. Modifications to the encube configuration file (keyword-value
pairs using JavaScript Object Notationl) are made, specifically
the number of rows and columns of S2PLOT panels per col-
umn of the Discovery Wall, the total number of panels per
workstation, and the names of the workstations.

4. Encube is launched from the Master workstation using the
JSON configuration file, with calls to start the software on the
Process and Render nodes. Socket connections are established
between the Master and the Process and Render nodes, and a
port is opened for connection to the user interface (UI).

5. The encube UI is activated as a web-page in the Firefox
browser on the Master machine. The UI displays the database
of spectral cube files. The required files are selected and timing
for TLoad commences on mouse-clicking the Load button.

lJSON: https://www.json.org/json-en.html.

6. Timing ends when all spectral cubes are displayed. As timing
is performed by hand, all times are rounded up to the nearest
whole second to account for the timekeeper’s reaction time.

7. For the subset of configurations where frame rates are also
recorded on a per-column basis, an autospin signal is trig-
gered from the UI which causes all of the spectral cubes to
rotate around the vertical axis. At each of the five keyboards
attached to the columns (see Fig. 1), the d key is pressed,
activating the S2PLOT graphics debug mode, which reports
the instantaneous frame rate (measured over a moving win-
dow of 5 s duration). After each spectral cube has completed
several complete rotations, the lowest measured frame rate is
recorded. This presents the worst-case scenario, as the frame
rate is a strong function of both the viewing angle of a spec-
tral cube and the fraction of the screen that is mapped to data
voxels.

8. Once benchmark quantities have been recorded, a signal to
stop the encube instances is initiated from the UI, and all
of the processes are stopped from the Master workstation. It
takes approximately 60 s for all nodes to release their socket
connections ready for the next full iteration of the procedure.

The outcomes of the benchmarks are reported as follows:

• A statistical summary (mean, sample standard deviation, and
median) of TLoad for the three independent instances of each
survey configuration is presented in the final two columns of
Table 3.

• The survey load time is plotted as a function of the storage
volume in the left-hand panel of Fig. 3. All 54 indepen-
dent benchmarks for TLoad are presented, with symbols for
WHISP (squares), THINGS (circles), LVHIS (triangles), and
the Combination survey (diamonds).

https://doi.org/10.1017/pasa.2023.37 Published online by Cambridge University Press

https://www.json.org/json-en.html
https://doi.org/10.1017/pasa.2023.37


10 C. J. Fluke et al.

Table 5. Indicative frame rates for each of the five columns of the Swinburne Discovery Wall using a subset of the survey configurations. Quantities and units not
defined elsewhere (see the caption to Table 3) are the version number of eachmock survey, Ver, and the lowest measured column-based frame rates, Fi , in frames/s,
recorded after several complete rotations of each spectral cube. Subscripts 1–5 on the frame rate indicate the column of the Discovery Wall, numbered from left to
right as seen in Fig. 1.

Ncube Survey Ver Nvox VStore MGPU F1 F2 F3 F4 F5 Mean± SD Median

20 W 1 0.61 2.45 0.49 30.0 29.8 22.6 17.8 24.8 23.8± 5.0 23.7

20 W 2 0.55 2.19 0.44 30.0 29.6 27.4 22.6 21.8 25.4± 3.8 25.0

20 W 3 0.66 2.65 0.53 30.0 29.9 18.0 18.2 19.2 21.3± 5.7 18.7

20 T 1 1.71 7.00 1.40 30.0 22.5 13.2 15.0 15.0 16.4± 4.1 15.0

20 T 2 1.69 6.97 1.39 30.0 22.3 15.0 15.0 15.0 16.8± 3.7 15.0

20 T 3 1.61 6.58 1.32 30.0 20.2 15.0 15.0 15.0 16.3± 2.6 15.0

20 L 1 0.38 1.51 0.30 30.0 30.0 15.0 30.0 15.9 22.7± 8.4 23.0

20 L 2 0.29 1.17 0.23 30.0 30.0 27.2 17.6 30.0 26.2± 5.9 28.6

20 L 3 0.55 2.20 0.44 30.0 29.9 30.0 30.0 18.1 27.0± 5.9 30.0

20 C 1 1.22 4.94 0.99 30.0 22.4 15.0 15.1 15.0 16.9± 3.7 15.1

20 C 2 1.02 4.13 0.83 30.0 27.2 15.0 15.1 15.0 18.1± 6.1 15.1

20 C 3 1.10 4.45 0.89 30.0 21.1 16.7 15.0 15.0 17.0± 2.9 15.9

180 W 1 5.43 21.71 4.34 18.5 15.3 11.7 12.4 12.7 13.0± 1.6 12.6

180 W 2 5.44 21.78 4.36 18.1 15.7 11.7 11.4 10.0 12.2± 2.5 11.6

180 W 3 5.38 21.53 4.31 18.0 15.5 13.9 12.1 12.4 13.5± 1.6 13.2

180 L 1 2.93 11.70 2.34 19.6 16.7 15.0 15.0 15.0 15.4± 0.9 15.0

180 L 2 3.27 13.08 2.62 23.1 15.4 12.1 15.0 14.8 14.3± 1.5 14.9

180 L 3 3.40 13.58 2.72 15.0 16.9 11.2 15.0 15.0 14.5± 2.4 15.0

180 C 1 8.53 34.73 6.95 7.6 1.8 1.6 2.5 10.8 4.2± 4.4 2.2

180 C 2 8.46 34.34 6.87 3.9 3.3 1.9 2.1 10.4 4.4± 4.0 2.7

180 C 3 8.07 32.75 6.55 10.4 2.0 4.7 1.3 10.8 4.7± 4.3 3.4

• Individual values and statistical characterisation of Frate are
presented in Table 5. A subset of 21 configurations was consid-
ered here: Set A, with Ncube = 20 and Set E, with Ncube = 180.

• The minimum frame rates for each of columns 2–5 for Set A
(circles) and Set E (triangles) is plotted in the right-hand panel
of Fig. 3 as a function of the mean memory per GPU on the
Discovery Wall.

A linear relationship exists between TLoad(s) and VStore(GB),
with a least squares fit result:

TLoad = 8.07VStore + 4.58 s. (2)

The mean and sample standard deviation between measured and
modelled values for TLoad were calculated to be 5.6× 10−4 s and
13.9 s respectively. The Pearson correlation coefficient between
TLoad and VStore was r = 0.98. For completeness, we find:

TLoad = 32.83Nvox + 4.063 s (3)

with Nvox in Gigavoxels.
We discuss the implications of our benchmarking activities in

Sections 6.1 to 6.3. In the next section, we provide details of our
VDAR evaluation.

5. Visual data analysis and reasoning study

Lam et al. (2012) (and see also Isenberg et al. 2013) proposed a tax-
onomy for understanding and evaluating visualisation methods.
We select the VDAR approach to examine typical survey-scale

discovery-based research processes, relevant for current and
future extragalactic HI surveys.

VDAR includes methodologies for evaluating the effectiveness
or efficacy by which a visualisation tool helps to generate domain-
specific actionable knowledge or understanding. VDAR methods,
which often are based on case studies, investigate ‘the tool used
in its intended environment with realistic tasks undertaken by
domain experts’ (Lam et al. 2012), with an emphasis on the process
rather than measurements of outcomes.

Our user group for the VDAR study comprises only the
authors of this work. This cohort includes domain experts (i.e. HI
astronomers with relevant experience in the observation, analysis
and visualisation of spectral cubes), as required with the VDAR
methodology. We assert that these experiences are representative
of the broader HI research community.

Alternative evaluation methodologies for visualisations and
visualisation systems (Lam et al. 2012; Isenberg et al. 2013) that
we did not pursue include Evaluating Collaborative Data Analysis
(CDA), which focuses on the process of collaboration and how it is
supported by a visualisation solution, and User Performance (UP),
which uses controlled experiments to measure, for example, the
time taken for different users to complete tasks. As a point of com-
parison, Meade et al. (2014) used the UP methodology to measure
task performance when novice and expert participants completed
an object identification activity using either a standard desktop
monitor or a TDW.

To provide relevant scenarios for the VDAR study, we con-
sider three important SIMD processes that may be required
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when analysing extragalactic HI survey data: (1) quality control
of individual candidate spectral cubes; (2) candidate rejection,
whereby false-positive detections from automated source find-
ers are rejected; and (3) morphological classification, identifying
and sorting sources into categories based on observed struc-
tural or kinematic properties. These three processes currently
require some level of visual inspection [which may include the
use of either projected moment maps or 3D visualisation meth-
ods, depending on the workflow preferences of the researcher(s)
involved] in order to produce reliable, science-ready catalogues
from large-scale, next-generation surveys.

It is important to note that our VDAR study does not intend
to demonstrate new knowledge about any of the three input HI
surveys—WHISP, THINGS, and LVHIS—as all have been well-
studied in many other contexts. They stand in as proxies for future
HI survey data products that are, potentially, being viewed for the
very first time by members of the research team. As such, there
may be unexpected, or unexplained, features that are present in the
data products, necessitating appropriate follow-up actions once
they have been identified.

Alternatively, the comparative visualisation stage may reveal
that all is well with automated calibration or processing steps
(e.g. model-fitting) at an early stage of science operations, thus
serving its purpose. For a related example where the use of an
alternative display technology evolves throughout the lifetime of
an astronomical research project, see Section 6.4.

5.1. Quality control

When an HI source finding pipeline is applied to a large-scale sur-
vey cube, the output is a set of individual source cubelets. Prior
to their use in further analysis, there is value in performing by-
eye quality control, to ensure that there are no significant issues
with the data quality. This step would be expected to include
looking for: (1) bad channels; (2) calibration errors such as poor
continuum subtraction; (3) objects that have not been correctly
extracted, such as extended sources that exceed the boundaries of
the extracted cubelet; and (4) radio frequency interference.

The VDAR study we performed to understand the quality con-
trol process relates to our observation when first visualising a
sub-set of WHISP galaxies with encube. As noted in Section 3.3,
spectral channels at both ends of the band-pass contain excess flux.
We illustrate this issue in the top panel of Fig. 4, using an 80-
cube configuration. The excess flux is visible in 77 of the cubes
displayed. This is seen as the strong blue and red features in each
cube, making it difficult to see the WHISP galaxies themselves.

With encube, it is immediately clear that a quality control issue
is present and is impacting a sizeable portion of the survey. From
Table 3, it takes less than 90 s to load the 80 WHISP cubes, and
then less than 60 s to identify the 3 cases that do not appear to
be affected. Performing this task in a serial fashion would require
individual loading and inspection of spectral cubes: it would take
much longer than 150 s to determine the extent of the quality
control issue in order to take an appropriate action.

Our solution was to replace data values in the first eight and last
eight channels of each WHISP spectral cube. This has the desired
effect, revealing the kinematic structures of the sources (see the
lower panel of Fig. 4).

There will be an additional quantity of time required to resolve
any quality control issue. In this case, we needed to write and

Figure 4. A quality control activity using encube and the Swinburne Discovery Wall
to visualise 80 WHISP spectral cubes. (Top) Visualisation of the mock survey using the
data as obtained from the WHISP survey website. We observe that the volume render-
ing has not worked as expected. In 77 cubes, there is visible excess flux at both ends of
the spectral axis. This is seen as the strong blue and red features in each cube, making
it difficult to see the WHISP galaxies in most cases. (Bottom) By choosing to reset data
values to zero in the first eight and last eight channels of each WHISP spectral cube,
the kinematic HI structures are now visible.

execute a C-language program using the CFITSIOm (Pence 1999)
library to create modified FITS-format data cubes for the WHISP
galaxies. For a future HI survey, it may require modification or
re-tuning of an automated calibration pipeline. However, this
time is independent of whether the quality control visualisation
is approached in a serial or parallel fashion. Indeed, compara-
tive visualisation provides a more rapid demonstration that the
intervention had the desired effect.

Our approach to comparative quality control with encube is
consistent with the model of sensemaking presented by Pirolli &
Card (2005). Here, our use of the Discovery Wall has two dimen-
sions: (1) a foraging loop, organising data, searching for relations,
and gathering evidence; and (2) a sensemaking loop, where alterna-
tive hypotheses are posed and examined, leading to a presentation
of the outcomes.

In the foraging loop, we determine that a quality control issue
exists, as the initial volume renderings are not consistent with the
expected profiles of HI-detected sources. This issue impacts a sig-
nificant number of spectral cubes in the sample (77 out of 80).
Through physical navigation (i.e. moving to different locations
near the Discovery Wall), the viewer can change their attention
from a single object to an ensemble in order to gather evidence
regarding the possible cause of the failed visualisations.

mhttps://heasarc.gsfc.nasa.gov/fitsio.
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Figure 5. A demonstration of encube in use for a SIMD candidate rejection or morphological classification activity. Shown here are columns 2–5 of the Swinburne Discovery Wall.
Five sources of interest (labelled A–E under the column in which they are located, and described in Section 5.2) have been highlighted for further investigation. The overview
provided by visualising many small-multiples allows for rapid identification of these five sources, which show spatial or spectral features that are quite different to the other 75
sources in the survey sample.

In the sensemaking phase, we decide that a first course of action
is to remove the impact of the excess flux in all spectral cubes, and
visualise the outcomes. Further investigation could include select-
ing the subset of those spectral cubes most strongly impacted, in
order to determine the cause(s) of the excess flux.

5.2. Candidate rejection

An unwanted outcome of automated source finders is the genera-
tion of false-positive detections. This is particularly true in their
early phase of operation of new survey programs, when source
finders may not have been tuned optimally to the specific char-
acteristics of the data. But false-positives may persist throughout
the lifetime of a survey.

One way to improve the accuracy of source finders is to raise
the acceptance threshold, so that fewer candidates make it through
the processing pipeline for further inspection and analysis. This
approach reduces the discovery space, with many interesting
objects remaining undetected. By lowering the acceptance crite-
ria, more false candidates will need to be reviewed and ultimately
rejected. This can be a particularly labour intensive phase.

Visual inspection is the simplest way to distinguish between
true sources and false detections, but may require an appropri-
ate level of expertise. Here, again, quality control processes will
be crucial, as individual cubelets may suffer from anomalies from
processing, calibration, or interference.

Our bespoke visualisation environment permits rapid inspec-
tion and comparison of many sources at the same time, improving
the way that decisions are made regarding the nature of candi-
dates. The VDAR study we performed to understand the candidate
rejection process was to:

• Load one of the 80-cube combination surveys (Set C), with
TLoad ∼ 150 s. The combination survey includes a high pro-
portion of spatially resolved galaxies from the THINGS and
LVHIS catalogues.

• Visually inspect every source, looking for the spatially resolved
galaxies, and then identifying which of these did not imme-
diately match the expected template of a grand design spiral
galaxy.

It took less than three minutes to visually inspect all 80 cubes.
While some resolved, non-spiral galaxies were very easy to iden-
tify, others require additional time in order to reach a decision.
Here, the use of the volume rendering technique allows for indi-
vidual sources, or sets of sources, to be rotated such that either the
spatial or kinematic structure can be used to reach a decision.

Fig. 5 shows columns 2–5 of the Swinburne Discovery Wall,
with labels under the image used to identify five sources of interest
(A-E):

1. Source A (THINGS, NGC 3077) is spatially resolved, but shows
a disrupted HI structure. NGC 3077 is connected to a larger
neighbouring spiral galaxy, M81, by an HI bridge (van der
Hulst 1979);

2. Source B (LVHIS, ESO 245-G007) shows a ‘tube-like’ feature
(readily apparent when rotating the spectral cube) surround-
ing a central, somewhat spatially unresolved object;

3. For source C (WHISP, UGC01178), there is no visible flux,
which is likely due to a poor choice of the default visualisation
parameters;

4. Source D (LVHIS, AM 0319-662) comprises twoHI detections,
with the more prominent source offset from the centre of the
cube. The central LVHIS source is a dwarf irregular galaxy,
a companion to NGC 1313 at the lower right of the cube
(Koribalski et al. 2018); and

5. Source E (THINGS, NGC5236) is a spiral galaxy, but the over-
all blue feature extending across the source indicates some
additional processing may be required. In particular, this can
be explained as this source, Messier 83, is known to have an HI
diameter much larger than the VLA primary beam with which
it was observed in the THINGS project. The overview pro-
vided by many small-multiples rapidly highlight this source’s
distinctive feature, which was not present in any of the other
79 sources in this sample.

Identification of these five ‘anomalous’ cases occurs rapidly,
when the viewer is able to both see a large sample (i.e. compar-
ative visualisation, by stepping back from the DiscoveryWall) and
investigate an individual object in more detail (by moving closer
to view, or interact with, an object of interest).

https://doi.org/10.1017/pasa.2023.37 Published online by Cambridge University Press

https://doi.org/10.1017/pasa.2023.37


Publications of the Astronomical Society of Australia 13

To close the loop on candidate rejection, a minor modification
to encube would allow each spectral cube to be tagged in real time
as a true or false detection, which would then be fed back to the
source finder to improve the true detection rate.

5.3. Morphological classification

Once a catalogue of robust detections has been gathered, the
nature of the sources must be considered. For previously known
objects, a morphological classification has likely already occurred.
For new discoveries, an initial classification can be provided.

For future HI surveys conducted with wide-field interferomet-
ric imaging, the extended structure of many sources will be visible.
This includes detecting the presence of low column density fea-
tures such as bridges, tails, etc. Consequently, visual morphologi-
cal classification of complete, unbiased, sub-populations of sources
will be possible. Indeed, with a statistically significant population
of HI galaxies, selected in an unbiased (i.e. blind survey) fashion,
it becomes possible to develop new morphological categories—
beyond the standard Hubble classification—that may correlate
with the local or global environment or integral properties, such
as the HI mass.

The morphological classification process shares many similari-
ties with the candidate rejection phase, and we appeal to the same
VDAR study as in Section 5.2. The two features of our bespoke
visualisation environment that provide an alternative approach to
morphological classification, at scale, are: (1) the use of volume
rendering, which allows each spectral cube to be rotated around
any axis, providing immediate access to both spatial and kinematic
information and (2) the comparative nature of the display configu-
ration, which makes it easy to go back-and-forth between specific
objects in order to reach a decision regarding the classification.
This might mean a change in the outcome of an initial or even
pre-existing classification, or the recognition that a new sub-class
of objects had been identified.

6. Discussion

In this Section, we interpret the benchmarking results obtained
with encube on the Swinburne Discovery Wall. By considering
survey sizes, data load times, visualisation configurations, and
interaction frame rates, we estimate the visualisation throughput,
which we present in terms of the number of sources that could
be examined in a given period of time. As a reflection on the role
for bespoke visualisation environments in astronomy, we also dis-
cuss the evolution of advanced visualisation systems when used in
astronomical research projects.

6.1. Load times

In order to be a useful adjunct to desktop-based visualisation
methods, an alternative display solution needs to provide an
appropriate level of computational performance.

Regardless of whether a single spectral cube or multiple cubes
are to be visualised, there is an unavoidable overhead while the
data is transferred from its storage location into the computer
memory. While this latency may not be as noticeable when work-
ing with a single cube, there is a cumulative loss of time when
working with large surveys. This effect increases if individual
cubes are loaded multiple times for comparative tasks. The most
important factors in the load time are the network and internal
transfer bandwidths and the volume of data.

Our benchmarking results revealed a strong positive correla-
tion between TLoad and VStore across a range of storage volumes
from 1.17 to 34.73 GB. This is consistent with our expectation that
each of: (1) the data access and load phase, where each Process and
Render node must transfer data via the NFS mount to the Master
node; (2) the pre-computation performed for each spectral cube;
and (3) the initial transfer of data to the GPU for texture-based
volume rendering have O(N) algorithmic behaviour. If any one of
these processes imposed a bottleneck for the increasing total data
volume, we would expect to see deviations away from the linear
scaling.

With the Swinburne DiscoveryWall hardware, we can load 180
spectral cubes drawn from: (1) the LVHIS survey in under 2 min;
(2) the WHISP survey in under 3 min; and (3) combinations of
WHISP, THINGS, and LVHIS cubes in under 5 min.

Using the median TLoad for WHISP-only surveys in Table 3, we
can consider alternative configurations that reach the same total
number of data cubes, but throughmultiple loads of smaller quan-
tities at a time. An additional overhead here is that we need to wait
TSocket = 60 s for the Process and Render nodes to release their
socket connections before the next configuration can be loaded.
Expected total load times (rounded up to the nearest half minute)
are as follows:

• Nine sets of 20 WHISP cubes will load in 11.5 min (9× 21+
8 ∗ TSocket = 669 s);

• Four sets of 40 WHISP cubes plus one set of 20 WHISP cubes
will load in 7.0min (4× 38+ 1× 21+ 4 ∗ TSocket = 413 s); and

• Two sets of 80 WHISP cubes plus one set of 20 WHISP cubes
will load in 5.0 min (2× 73+ 1× 21+ 2 ∗ TSocket = 287 s).

By increasing the total number of cubes displayed on the
Discovery Wall, we benefit from parallelisation across the Process
and Render nodes during the pre-computation phase and we do
not experience the system latency imposed by Tsocket. The advan-
tage of using the 4K UHD monitors is that we retain a reasonable
image resolution per source even when there are 18 spectral cubes
per individual monitor (36 cubes per column) of the Discovery
Wall.

6.2. Frame rates

Once a configuration of spectral cubes has been loaded and dis-
played on the Discovery Wall, the most important metric is the
frame rate. The higher the frame rate, the smoother the inter-
action experience when modifying the location of the camera
(e.g. when controlling the visualisation of all the spectral cubes
simultaneously via the user interface).

For encube, there are several key observations that we make:

• The frame rate depends on the size of the S2PLOT window,
such that expanding over both 4K-UHD monitors per Process
and Render node decreases the frame rate. This is seen in the
per-column frame rates in Table 5, where F1 values (the Master
node) are generally higher than those of the other four columns
(F2 to F5). In order to display the user interface in the web
browser on the Master node, we do not extend the S2PLOT
window across both monitors.

• There are variations in the frame rate as a function of viewing
angle, which depends on the relative number of voxels along
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each axis of a cube (see, for comparison, Fig. 5 of Hassan, Fluke,
& Barnes 2012). By reporting the lowest measured frame rates
after each cube has undergone several complete rotations, we
are presenting worst-case outcomes on interactivity.

• Frame rates can decrease when zooming in on details. The
amount of processing work performed by the GPU depends
on the fraction of screen pixels that contain visible data. When
zoomed out, a larger percentage of each panel comprises non-
data (i.e. background) pixels. We did not record the effect on
frame rates as the default configurations for 180 cubes presents
a comparable ratio of data to total pixels as occurs when
zooming in on with one of the lower Ncube configurations.

Setting a target of 10 frames s−1 as an indicator of reasonable
interactivity with the data cubes, we exceed this for all of the 20-
cube mock surveys (mean and median frame rates in Table 5),
and for configurations of 180 sources selected entirely from the
WHISP and LVHIS surveys.

For the 180-cube combination configuration, which includes
a randomly-selected sample of 60 THINGS cubes, the mean and
median frame rates fall below 5 frames s−1. Here, the higher frame
rates measured for spectral cubes assigned to the fifth column of
the Discovery Wall (column F5 in Table 5) occur as only 5-6 out
of 36 spectral cubes were randomly selected from the THINGS
survey. If we had ‘perfect’ randomness in the construction of
the mock survey samples, we would expect 12 THINGS galax-
ies assigned to each column. Instead, columns two to four are
required to perform much more processing than column five per
screen refresh (more memory or total voxels per GPU), resulting
in the lower frame rates for (F2 – F4) when a single GPU is driving
two 4K UHDmonitors.

6.3. Throughput

One of the key metrics we wish to ascertain is the visualisation
throughput, Vtp, which is the number of source cubelets that
can be inspected in a given period of time, measured in units of
sources/hour.

For a single user, it is not expected that a peak Vtp could be sus-
tained throughout an entire day, but it is reasonable to assume that
rates of 25–50% ofVtp might be achievable for extended periods of
time. This is compatible with a work pattern for quality control or
source-finding candidate rejection where the candidates from the
latest large-scale survey cube(s) are assessed daily.

6.3.1. Multi-object workflows

To estimate the throughput for a multi-object workflow, we con-
sider two scenarios using the combination mock survey:

• An 80-cube configuration. The full dataset loads in around
TLoad = 160 s (mean load time plus one standard deviation). An
initial inspection can occur in TInspect = 180 s (see Section 5.2).
If we assume 25% of sources require additional action, and the
recording of that action takes 60 s, then TAction = 1200 s.

• A 180-cube configuration. The full dataset loads in
TLoad = 300 s. The time required for the initial inspection
is assumed to scale linearly with the number of sources, such
that TInspect ∼ 405 s. With 25% of sources requiring a 60-s
action to be recorded, then TAction = 2700 s.

Figure 6. Single file load time for the three representative spectral data cubes (min-
imum, median, and maximum file sizes) for each of the WHISP, THINGS, and LVHIS
surveys. Load timesweremeasured for the local disk (filled circles) and across the local
network via an NFS mount (open circles). In both cases, there is minimal difference
between the twomeasurements, with a reaction time error of 0.5 s

The total time required for the completion of a SIMD process
with encube is then:

TSIMD = TLoad + TInspect + TAction + TSocket (4)

where TSocket, introduced in Section 6.1, is a system latency.
Using the values proposed for these four quantities, we suggest
that TSIMD(80 cubes)= 1600 s (26.7 min) and TSIMD(180 cubes)=
3465 s (58 min).

Taken together, we estimate that Vtp = 160–180 sources h−1

seems reasonable for the completion of one of the three SIMD
tasks we have considered in our VDAR study. Moreover, we have
assumed only a single astronomer completing the task, whereas
the large-format workspace of the Discovery Wall comfortably
accommodates a small group working together.

6.3.2. Comparison with single-object workflows

As a point of comparison, we consider a single-object workflow,
i.e. one source is loaded and visualised at a time with encube and
using the Swinburne Discovery Wall hardware.

A relationship between the single object load time and the FITS
filesize was determined using a minimal sample of representa-
tive spectral cubes from each of the WHISP, THINGS and LVHIS
datasets. We select the cubes with the smallest and largest filesizes,
along with a cube that had the median file size (see Table 2). We
measure load times for visualisation with encube running only on
the head node, where the data is stored, and on a remote machine
over the network via the NFS mount. We used a manual timing
method with a reaction time error of 0.5 s.

As shown in Fig. 6, we find minimal differences in load times
from the local disk (filled circles) or via the remote NFS mount
(open circles). Performing a least squares fit to the combined data,
we obtain:

TLoad = 37.71VStore − 1.04 s (5)

with a Pearson correlation coefficient between TLoad and VStore
calculated to be r = 0.997.
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Table 6. Single-object (Single) and multi-object (Multi) mean and median
load times, TLoad in seconds, for the 80-cube [W]HISP, [T]HINGS, [L]VHIS and
[C]ombination configuration, using survey data volumes from Table 3. The ratio
of the single-to-multi object load times are recorded in the final two columns.

Single TLoad(s) Multi TLoad(s) Ratio

Survey Mean Median Mean Median Mean Median

W 73 74 363 361 4.97 4.88

T 271 271 1201 1194 4.44 4.41

L 57 57 238 238 4.17 4.17

C 148 146 581 580 3.93 3.97

Figure 7. Estimated throughput for a SIMD workflow based on visual inspection of
the entire [L]VHIS, [W]HISP, [A]PERTIF, and WALLA[B]Y extragalactic HI surveys, as per
configurations described in Section 6.3.3.For each survey, we consider three scenarios
with different follow-up action times: (1) TAction = 0; (2) TAction = 30 s source−1 for 10%
of sources; and (3) TAction = 60 s source−1 for 25% of sources. Symbols are used to dif-
ferentiate between the inspection times, with TInspect = 3 s source−1 for a multi-object
workflow (filled circle) and TInspect = 10 s source−1 (open triangle) and TInspect = 30 s
source−1 (plus symbol) for single-object workflows.

Using the average and median sample survey file sizes from
Table 3, we compare the single-object and multi-object load
times for the 80-cube WHISP, THINGS, LVHIS and combination
configurations—see Table 6. The ratio of the single-to-multi object
load times was calculated for each configuration, showing a 4–5
times speed-up in load times using the five compute nodes of the
Swinburne Discovery Wall. This is not surprising for the nearly-
perfect parallelism expected in this stage of the workflow, but with
a slight input/output bottleneck at the head node where all of the
data is stored.

6.3.3. Estimates for future extragalactic HI surveys

In Fig. 7, we estimate and compare the throughput formulti-object
and single-object SIMD workflows. In addition to the LVHIS and
WHISP extragalactic HI, we obtain preliminary results for the
APERTIF andWALLABY surveys; these values are indicative only
of future analysis that is yet to be completed.We base our through-
put predictions on 10000 APERTIF sources (in the velocity range
1000 to 10000 km s−1) with a mean storage volume of 0.62 MB

source−1 cubeletn and 210000 sources in WALLABY with a mean
storage volume of 3 MB source−1 cubelet.o

The time to inspect each source is highly dependent on
the SIMD task. For the candidate rejection VDAR activity
(Section 5.2), we performed an initial visual scan across 80 spectral
data cubes displayed on the Swinburne Discovery Wall in three
minutes or 2.25 s cube−1. This is achievable once all cubes have
been loaded using physical navigation to rapidly move around the
display space. With the continual cognitive set-shifting required
for a lone astronomer to load and inspect one cube at a time,
regardless of the display and visualisation software used, it may
take 10–30 s per cube even at peak performance. Moreover, the
single-object workflow removes the opportunity to perform com-
parisons, or rapid revisits to double check that a previously-viewed
source had been inspected adequately.

For each survey, we consider three scenarios with different
follow-up action times: (1) TAction = 0, such that inspection occurs
but no additional actions are required for all sources; (2) TAction =
30 s source−1 for 10% of sources; and (3) TAction = 60 s source−1 for
25% of sources. Symbols are used in Fig. 7 to differentiate between
the inspection times, with TInspect = 3 s source−1 for a multi-object
workflow (filled circle) and TInspect = 10 s source−1 (open trian-
gle) and TInspect = 30 s source−1 (plus symbol) for single-object
workflows. For large survey sizes, NS, these components of TSIMD
dominate over TLoad regardless of whether a single-object or multi-
object workflow is used. The minor contribution from TSocket has
been omitted. In all of the scenarios we considered, the esti-
mated throughput with a multi-object workflow exceeds that of
a single-object workflow.

6.4. Evolution of visualisation solutions

Astronomers have developed their craft over centuries by using
a combination of singular, bespoke facilities for data gathering
(e.g. dedicated observatories and supercomputers) supported by
widely-available, general purpose resources for data analysis and
visualisation (e.g. desktop and laptop computers in the digital era).
We assert that a complementary role exists for dedicated advanced
visualisation facilities that can provide a very different experience
to that of the everyday.

In the sameway that astronomers do not expect to operate their
own personal 64-m radio telescope or 8-m class optical/infrared
telescope, there should not be an expectation, or need, for all
astronomical institutions to operate a local advanced visualisation
facility. What is more important is that when such facilities are
available, there is a community of interested and potential users
who are able to take advantage of them.

As astronomical teams prepare themselves for the next phase of
petascale and exascale data collection, new visualisation strategies
that enable and enhance survey-scale discovery-based research
processes will be required. Our VDAR evaluation demonstrates
how comparative visualisation (implemented using encube and
the Swinburne Discovery Wall) could be applied to SIMD visual
analysis tasks that would not otherwise be feasible using a standard
desktop configuration.

Until a survey project is underway, the exact configuration
of software and hardware that provides the most productive
approach to advancing scientific knowledgemay not be known. As

nK.Hess, private communication.
oAnalysis by author CM.
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the projects develop, familiarity with the strengths and weaknesses
of the instrumentation and software-pipelines will also grow. The
strategies for analysis and visualisation adopted during the first
year of data collection may not be the same as those deemed
essential in the years that follow.

Some approaches to analysis and visualisation become essential
throughout the lifetime of the individual research project where
they were first adopted, perhaps spreading further into the disci-
pline to become ubiquitous. Other alternatives may be relevant for
a short period of time, or may only need to be accessed by a few
members of a research team, but provide a much-needed distinc-
tive perspective that serves to accelerate discovery. By presenting
alternatives to current ways of working, astronomers can consider
for themselves whether a combination of options will assist them
at various stages of their research workflow.

As an illustrative example of the evolution in the use of display
environments, we look to the real-time, multi-wavelength Deeper
Wider Faster (DWF) fast transient detection program (Andreoni
& Cooke 2019), where the Swinburne Discovery Wall—used as a
TDW without encube—has also played an important role.

As an international collaboration, DWF operations rely on a
core team of co-located human inspectors with access to suitable
visualisation software and hardware to support their decision-
making processes during high-intensity, real-time observing cam-
paigns. Through identification of potential fast or short-lived tran-
sient events, the DWF team determines whether there is a need to
trigger immediate follow-up observations (e.g. target of opportu-
nity spectroscopic observations with one of the Keck Observatory
telescopes).

Informed by a user performance study that investigated poten-
tial roles for TDWs in supporting inspection of very high pixel-
count images by individuals or small teams (Meade et al. 2014),
a TDW became a necessary component of the display ecology
used in the DWF project. The TDW replaced an initial ineffi-
cient visualisation workflow (used during pilot observations in
2015), where the research team used laptop screens and desktop
monitors to inspect each of the 60 CCD frames (4096 × 2048
pixels) per field imaged with the Dark Energy Camera (DECam;
Diehl & Dark Energy Survey Collaboration 2012; Flaugher et al.
2012).

Over successive observing campaigns, as reported by Meade
et al. (2017), the role and configuration of the TDW changed in
response to user requirements and feedback. The visual inspection
tasks performed by DWF team members were modified due to
improvements in scientific understanding of the categories of fast
transients that were being identified in real-time (and by extension
those categories that could be analysed after the short-duration
observing campaigns had concluded), along with enhancements to
the automated pipelines (Andreoni et al. 2017; Goode et al. 2022).
In turn, improvements of the automated pipeline were directly
informed by the knowledge the team acquired through using the
TDW.

At the time of writing, while no longer essential in the DWF
context, the Swinburne Discovery Wall continues to play a role
during real-time DWF campaigns. At critical stages of the devel-
opment of DWF, however, the TDW was a solution that was
‘fit for purpose’ and supported team-based visual discovery tasks
that were not feasible to conduct with a standard desktop-bound
approach.

7. Conclusions

The expected growth in both the volume and velocity of data
from future astronomical surveys necessitates a move away from
serial workflows. The comparative visualisation approach we
have investigated here via benchmarking and a VDAR evalua-
tion is not intended to replace existing alternatives, but provides
a demonstration of a complementary workflow that addresses
some existing—and emerging—challenges in the size and scale of
astronomical surveys.

Within our case study context of extragalactic HI surveys, we
anticipate that both the short and longer term use of automated
pipelines will retain a stage of visual inspection and classification.
We suggest that this can be achieved more successfully, and more
rapidly, using a method that is not about inspecting one object at
a time.

As we have shown here, the encube framework operating on a
tiled display wall presents a compelling alternative mode for SIMD
activities. We have considered tasks that are highly repetitive, yet
may need to be performed on all sources detected within a sur-
vey. Examples here include quality control, candidate rejection,
and morphological classification. In all cases, as identified through
our VDAR studies, encube encouraged a sensemaking process
(Pirolli & Card 2005) with a foraging phase and a sensemaking
loop. The comparative nature of the display—comfortably visual-
ising 180 spectral cubes at a time, using the Swinburne Discovery
Wall configuration of ten 4K-UHD monitors—supports the rapid
identification of features affecting multiple source cubelets while
also presenting immediate access to both the spatial and spectral
data for individual objects (through our use of volume rendering).

A few hours interacting with data with encube on the
Discovery Wall could replace weeks to months of work at the
desktop—without diminishing the importance of the follow-
up detailed analysis that the desktop supports. We estimate a
throughput of 160–180 sources h−1 could be inspected using the
configuration that we assessed.

Both encube and the Swinburne Discovery Wall are easily
modifiable and scalable, in the sense that additional columns of
monitors plus computers can be added to increase the number
of sources displayed at a time. Implementation of our solution at
another institution requires access to: the open-source software
(Vohl et al. 2017c); one or more Linux-based computers; (ide-
ally) multiple monitors; and an appropriate network connection
between the process and render nodes and the master node where
the data set is stored.

Customised visualisation and analysis approaches will evolve
over time as surveys progress. They should be employed during
those periods that are particularly labour-intensive, while assist-
ing in the identification of additional processes that can be fully
or partly automated. Finding the appropriate balance between
human inspection and automated detection may help to maximise
the overall discovery potential of a workflow (Fluke et al. 2017,
2020).
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references cited throughout the manuscript.
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A. Implementation notes

A.1. Technical matters

In this section, we highlight some additional features of the imple-
mentation of encube on the Swinburne Discovery Wall. One
workstation is assigned the role of the Master Node, where the
manager unit and interaction unit are deployed. All five work-
stations act as Process and Render nodes. Fig. A.1 illustrates the
connections and communication pathways between the Master
node and each of the Process and Render nodes.

Encube is launched from a Linux terminal on the Master node,
which activates the program instance on each of the Process and
Render nodes. Each program instance: (1) creates and opens a
socket for communication with the Master node; (2) and makes
application programming interface (API) calls in C code to the
S2PLOT library for interactive graphical elements. Relevant con-
tent from the configuration file hosted on the Master node is
passed to the Process and Render nodes. Once the socket connec-
tions have been established, the user interface is accessed through
a Web browser accessing localhost on the Master node (see
Fig. A.2).

S2PLOT allows for the creation of independent regions of the
graphics display window, referred to as panels. For simplicity,
panels are presented in encube as a uniformly tiled matrix of
rows and columns. The 3D geometry within an S2PLOT panel can
be controlled by selecting the panel and using the attached mouse
to rotate the data cube or the keyboard to zoom in or out. As each
display column of the DiscoveryWall is independent, it is possible
to use the keyboard and mouse associated with a column in order
to work with a local subset of data (see Fig. 1). Alternatively, the
location, orientation and view direction of the virtual camera can
be set for each panel using an API call. This method is used when
interacting with the user interface on the Master node, so that the
virtual camera is updated simultaneously for all of the panels.

Each Process and Render node requests and loads relevant data
files from theMaster node, using a drive that is accessible using the
network file system (NFS). Once each Process and Render node
has loaded the required data, the spectral cube is visualised using
3D texture-based volume rendering. Here, an S2PLOT callback
function is associated with each panel, and once per refresh cycle,
the volume rendering is generated based on the current virtual
camera position. 3D texture-based rendering provides a compro-
mise between lower-fidelity two-dimensional texture image stacks
(also implemented in S2PLOT) or computationally-demanding
ray-shooting.

For simplicity of operation, two different colour-mapping
options are provided: intensity-based, whereby a heat-style colour
map is assigned from the minimum to the maximum voxel value
for each spectral cube, and velocity-based mapping (Vohl et al.

Figure A.1. The key components required for encube to operate on the Swinburne
DiscoveryWall. TheMaster node hosts the Data Store, which is accessed by the Process
and Render nodes via a network file system mount point. Direct communication
between the Process and Render nodes and the Master occur over the shared network
via sockets. Each Process and Render node provides a graphical output to two moni-
tors, which are tiled into amatrix of S2PLOT panels. The User Interface operates on the
Master node, controlling the assignment of spectral cubes to each of the Process and
Render nodes andmodification of the appearance of the spectral cubes.

Figure A.2. The encube user interface (UI) operating in the FirefoxWeb browser on the
Master node. Themain elements of the UI are (A) the world in miniature view, replicat-
ing the layout of the Discovery Wall; (B) the survey database containing filenames and
associated metadata; and (C) the visualisation parameters, controlling visual aspects
such as choice of colour map and labelling of spectral cubes. Additional section of the
interface (not shown here) includes the camera controller and interactive plots such
as voxels histogram (i.e. to modified the dynamic range) or other custom meta infor-
mation (e.g. stellar masses of galaxies displayed on the screens as a function of grid
position).

2017a). Here, the velocity data are utilised along with the voxel
values, in order to provide cues as to whether neutral HI gas is
blue-shifted or red-shifted along the spectral axis with respect to
the centre of the cube (assumed to be equivalent to the centre-of-
mass for most systems).

While completing the benchmarking and VDAR evalauation
activities (described in Sections 4 and 5), we chose not to invest
development time to make some cosmetic changes to the encube
user interface. In particular, the world in miniature component
of the interface (see Fig. A.2) was not ideal when the number of
spectral cubes visualised exceeded 40. This temporarily limits the
ability to use some of the features of encube, such as the ability
to select and swap cubes between any of the displays in real-time.
However, the overall functionality and performance of the encube
process and render components is not impeded.
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Figure A.3. A proposed enhancement to encube would support non-uniform tiling of the display area. In the existing configuration (left-hand panel), the same level of detail is
used for every spectral cube. A modification to the tiling (right-hand panel) would allow individual cubes with different sizes to be presented at the same scale or for the volume
rendering to occur with a higher level of detail.

In the implementation of encube that we benchmarked, there
were some additional processing steps performed that add to the
time taken to load each spectral cube. These comprise several inde-
pendent complete passes through the spectral cube to calculate sta-
tistical parameters, compare actual data values with those recorded
in the spectral cube metadata, and generation of a histogram of
data values for each spectral cube. Each of these processes has algo-
rithmic linear scaling depending only on the number of voxels in
the spectral cube. Consequently, they introduce a multiplicative
factor on the time to load all of the spectral cubes. Such pre-
computation is a design choice that allows the CPU memory to
be freed once data is loaded onto a GPU. Accessing these values
has O(1) complexity later during interactive analysis.

A.2. Future enhancements

While working with encube during the VDAR evaluation, we
identified several additional features or enhancements that could
extend the framework’s suitability for comparative visual analysis
of large-scale extragalactic HI surveys:

• Add an on-screen scale indicator. As all spectral cubes are
scaled to a unit cube for convenience, the physical size of
individual objects was lost.

• Within the user interface, allow selection or sorting of the
source list by any metadata attribute, such as size, total HI
mass, or distance.

• Access and display detailed metadata of a selected object or set
of objects. During the present work, a trivial modification was
made to toggle visibility of the name of each object within its
S2PLOT display panel.

• Improve the creation of the on-screen configuration, allowing
more flexibility in how data is assigned to the available dis-
play space. For example, a non-uniform arrangement of panels
per column, which could allow individual spectral cubes to be
visualised at increased levels of detail or cubes with different
sizes (e.g. spatial pixel coverage or rest-frame physical dimen-
sions) could be presented at the same scale as demonstrated in
Fig. A.3.

• Include support for additional data types to be loaded and
displayed, including spectral cubes from different wavelength
regimes or observing modes (e.g. optical integral field units),
overlay of two-dimensional images, or visualisation of one-
dimensional spectra.

• Provide a mechanism by which annotations could be recorded
regarding individual sources, preferably through the use of
speech-to-text capture and conversion.

• Support interactive masking of channels via the user interface
for selected subsets of cubelets, so that the issues identified
with the WHISP sample could have been resolved in real time.
Such modifications could then be embedded into the dataset,
by exporting the modified spectral cubes for future automated,
or human, analysis.
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