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A NOTE ON A COMPARISON RESULT FOR 
ELLIPTIC EQUATIONS 

W. ALLEGRETTO 

In a recent paper [2], Bushard established and applied a comparison theorem 
for positive solutions to the equat ion: 

n 

YJ Di\pi(x, u)Diu] + q(x, u)u = 0, 

in an arbi t rary bounded domain D of Euclidean w-space Rn. The proof of 
these results depended on the absence of mixed derivatives of u in the equation 
considered. The purpose of this note to extend some of the results of [2] to a 
more general second order equation. Our theorems will also not require any 
regularity of the boundary of D and, furthermore, will permit relaxation of 
some of the strict inequalities found in the results of [2]. This is achieved by 
assuming tha t the coefficients of our equation are somewhat more regular 
than was the case in [2]. 

Let x = (xi, . . . , xn) denote the points of Rn and let Dt denote differentia­
tion with respect to xt for i = 1, . . . , n. We consider the operator L formally 
defined by: 

n n 

Lu = — ^ Di[aij{x1 U)DJU] + 2 ^ b3(x, u)D3u + c(x, u)u. 
i, j= 1 j= 1 

T h e coefficients ai3\x, u) are assumed to be of class Cl[D X [0, oo )] and the 
coefficients bj(x1 u), c(x, u) are assumed in C°[D X [0, co )] for i,j= 1, . . . , n. 
The matrix (a t J(x, u)) is assumed uniformly positive definite symmetric in 
D X [ 0 , o o ) . The domain of L is defined to be the set C2(D) A C°(D) but we 
shall also require tha t any function v, in C2(D) A C°(D) and positive in D, 
encountered in the sequel satisfy: 

HmT f 
1^0+ L J D 

[L(v) -L(v + rj)]+ 

v + v 
= 0. 

This condition can be satisfied by making simple requirements on the coeffi­
cients of L and on the derivatives of v. I t is, for example, sufficient to further 
assume tha t the first derivatives of atj(x, u) and the coefficients bj(x, u), 
c(x} u) satisfy a uniform Lipschitz condition with respect to u on the compacta 
of D X [0, oo ) and tha t D{v, Dtjv be in L2(D), for i, j = 1, . . . , n. More 
general conditions can also be given. 
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We do not postulate any conditions on the sign of c(xy u) or on the sign of 
d/du [c(x, u)u\. This is a depar ture from the assumptions usually encountered 
in the l i terature. Instead, we assume tha t the (n + 1) X (n + 1) matr ix: 

(ciijix, u)) (bj(x,u))T 1 
\bj(x, u)) c(x, u) + H(x, u)j 

is nondecreasing in u (as a form) for (x, u) in D X [0, GO ), where H(x, it) = 

J^n
itj=i ai3(x, u)bi(x, u)bj(x, it) and (aij) = ( a 0 ) _ 1 . I t is also useful to introduce 

the following expressions: let u, v be of class C2(D), v > Q'mD,€ > 0. We define: 

P(u, v) = ^2 [aij(p°i v) ~ aij(x, u)]DtuDjii + 2 2 {bj(x, v) — bj(x, it)} 

• uDjU + [H(x, v) — H(x, it) + c(x, v) — c(x, it)]u 

+ ZDt — {dij(x} u)DjUv — a,ij(x, v)uDjV\ 

Q(u, v) = , 2 { £ ati(x, v)Di{ J )D3( f ) + 2 Z b,(x, v)[ f ) D , ( f 

+*<*•»>(?) ' } 
ai:j(x, v)]Dpi 

e(l> + e) I 
a f i (x , v)DjV^ . + 

We observe tha t the function 77(x, A) is chosen so tha t the form Q[u, v] is 
nonnegative [4]. W7e also note tha t for any function <j> and set E under consider­
ation in the sequel we shall denote by Je(4>) the s tandard mollified C°° function 
of 0, and by XE the characteristic function of E. 

LEMMA 1. Let it, v be in Cœ(Rn), with v positive, and let the closure of the set 
{x\u(x) > v(x)} be contained in D. It then follows that: 

/ 
\Q[u,v] - ul(u) +--L{v)) S 0, 

x\u(x)>v(x)} V V ) 

where 

l(u) = — ]T) Di[ciij(x, U)DJU] + 2 X bj(x, u)DjU 

+ {H(x, u) + c(x, u))u. 

Proof. Let G = {x\x in D, u(x) > v(x)} and assume tha t G is not empty . 
Then G is a bounded open set in Rn with u = v on 3G. By Sard 's Theorem [3], 
there exists a sequence \e(n)} of positive numbers such tha t : (i) e(n) —> 0 
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as n —» GO ; (ii) grad (u — v) ^ 0 on the surfaces u — v = e(n). We set G(n) = 

[x\u — v > e(n)} and observe tha t G(n) has a C1 boundary and that , conse­

quently, the Divergence Theorem may be applied to G(n). We next note tha t 

for x in Gn the following identi ty [4], which is an extension of the well-known 

Picone identi ty, is valid: 

(1) P(u, v) = Q(u, v) - ul{u) + — Lv. 

We next add K(u, v, e(n)) to both sides of (1) and integrate the resulting left 
side over G(n). By the Divergence Theorem it follows tha t : 

(2) J P(u,v)+K(u,v,*(n)) £ f \ T, DA 
J G(n) J G(n) \ i,j ! 

— {dij(x, u)DjUV 

+ 

atj(x, v)uDp) + 1 
1,3 

dij{X, 
V 

v)DjV 

E D\(V 
1,3 L-

/ 
J dG(n) 

e) { — Unix, v + e) + dijix, v))Dju 

H O E ««<*, «0 ^ - - - ^ i L ^ p i i g o. 
7^ Igrad (v - u) \ 

Integrat ing the right hand side of (1) and using (2) we obtain: 

')) — ulu + I )Q(u,v) - ulu + --Lv\ + I K(u,v, e{n)) g 0. 
J G(n) V V J J G(n) 

)) = 0. 

In view of the hypothesis on the coefficients we observe tha t : 

lim I K(u, v, e(n 
n->0 L •/ G(n) 

Consequently, 

J ] Q(u,v) - ulu +~Lv> ^ 0. 

THEOREM. Let u,v be in C2(D) A C°(D). Assume that : 
(i) v ^ u ^ 0 on dD\ 

(ii) z; > 0, w > 0 w D ; 
(ii) Lv ^ 0, Zw ^ 0 in £>. 

77&ew either v ^ u in D or, in each component of \x\u{x) > v(x)}, we have 
v = ewu for some C1 function w such that grad w = (Xli=i (iij{x, v)bj(x, v)). 

Proof. Let G = {x\x in D, u(x) > v(x)\ and assume tha t G is not empty . 
Let 77 > 0 be chosen sufficiently small and set M = sup (|grad (u — v)\) on 
\x\u(x) > vix) + 77/2}. Next, extend w, v outside D by setting them equal to 
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zero, and apply Lemma 1 to the functions: 

W = J lui V = Jt[v + v + Me]. 

We find for e > 0 and sufficiently small: 

/ 

W2 

Q[W, V] - Wl(W) +^L(V) ^ 0. 
{x\W>V\ V 

Since 

lim xix\w>v\(x) = X[X\U>V+TI)(X) 

pointwise, and in view of the properties of mollified functions, we let e ap­
proach zero and obtain: 

I { Q[u, v + rj] - ulu + -\--L{v + rj) \ ^ 0, 
J [z\u>v+r,) \ V + 7] ) 

and, therefore, 

f Q[u,v + r,]Z f - ~ [L(v) - L(v + v)]+ 
{x\u>v+ti} ^ [x\u>v-\-i)} 

< f [L(v) -L(v + r,)}+ 
^ Co J : 

J D V + 7] 

for some constant CQ. li we choose any compact subset R of G, it follows that 
for rj sufficiently small the following inequality holds: 

f 0 [ M + ̂  f Q[u,v + V]ïc0 f MÏ^±JÙk . 
JR J {x\u>v+v} JD v ~r V 

As rj approaches zero, we find: 

/ . 
Q[u, v] = 0 

and, consequently, we conclude that (Di(u/v), . . . , Dn(u/v), u/v) must lie 
in the kernel of the matrix: 

(a,ij(x,v)) (bj(x,v))T 

(bj(x,v)) H(x,v) 

Following the procedure of [1], we can now conclude that v = uew in each com­
ponent of G, for some function w such that grad (w) = (X^=i (i*3(x, v)bj(x, v)). 

COROLLARY 1. Let bj = 0. Then I = L and if the set G = \x\u{x) > v(x)} is 
not empty, then u = v — 0 on 3D. Furthermore, in this case G = D and u and v 
are linearly dependent. 

Proof. For this special case, we find that: w = H = 0. It follows from the 
theorem that in any component of G, u and v must be linearly dependent. Since 

https://doi.org/10.4153/CJM-1977-106-3 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1977-106-3


ELLIPTIC EQUATIONS 1085 

u = v on dG we must have u = v in G unless u = v = 0 on the boundary of 
some component d of G. Since w, w are positive in D it follows tha t G\ = D, 

and the corollary is proven. 

We can now state our uniqueness result which extends the results of [2] in 
the allowed boundary da ta as well as in the type of equat ion: 

COROLLARY 2. Let bj = 0. Then the problem: 

Lu = 0 in D, 
^ \u = </> ^ 0 on dD 

has at most one linearly independent positive solution. If <j> =£ 0, then problem (3) 
has ai most one positive solution. 

Corollary 2 cannot be improved upon, in the sense tha t it is possible to 
construct problems such as (3) with $ = 0 which have infinitely many linearly 
dependent positive solutions. I t is not difficult, however, to give other condi­
tions, besides <j> ^ 0, to guarantee uniqueness of the positive solution, and as 
an example we s ta te : 

COROLLARY 3. Assume that the above structure holds and further assume that 
either the matrix (a^(x , J)) or the function c(x, J) is strictly increasing in J. 
Then problem (3) has at most one positive solution. 

We conclude by considering the following example to illustrate the above 
results. Motivated by the type of function which arises in reactor theory 
problems, cf. [2], we consider the problem: 

(A, ) — X) Di[aij(x,u)Dju] — Xexp I -r-y 1 = 0 in D, 

\u = <t> > j on dD, 

where (a if) and D are as above and X > 0. Applying Corollary 2 we conclude 
tha t problem (4) has a t most one positive solution. 
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