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Abstract

We study the exponential utility indifference valuation of a contingent claim B in an
incomplete market driven by two Brownian motions. The claim depends on a nontradable
asset stochastically correlated with the traded asset available for hedging. We use
martingale arguments to provide upper and lower bounds, in terms of bounds on the
correlation, for the value V& of the exponential utility maximization problem with the
claim B as random endowment. This yields an explicit formula for the indifference
value b of B at any time, even with a fairly general stochastic correlation. Earlier results
with constant correlation are recovered and extended. The reason why all this works is
that, after a transformation to the minimal martingale measure, the value V2 enjoys a
monotonicity property in the correlation between tradable and nontradable assets.
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1. Introduction

It is widely accepted that valuing contingent claims in incomplete markets needs subjective
criteria in addition to absence of arbitrage. Ultility indifference provides one such criterion,
which has an economic justification because the chosen utility function reflects the individual
investor’s risk preferences. The basic idea of this approach is that the investor should achieve
the same expected utility in the two cases where (i) he is free of obligation or (ii) he has
to pay out the contingent claim B, but has an initial capital increased by the amount of
the indifference (seller) value of B. A precise mathematical formulation leads to a pair of
optimization problems over investment strategies. By using dual methods, which involve
finding an optimal probability measure instead of an optimal strategy, one can derive some
general properties for the exponential utility indifference value of a claim; see, for instance, [3]
or [15], or [1] for an approach via backward stochastic differential equations in a model with
jumps. However, it is difficult to derive a closed-form formula for the indifference value even
in an explicit model.

Our basic model presented in Section 2 consists of a risk-free bank account and a stock S
driven by a Brownian motion W. The contingent claim B to be valued depends on another
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Brownian motion Y, which has stochastic instantaneous correlation p with W. Indifference
valuation is done via exponential utility. In the literature, which we compare in Section 4
with our results, there are two main approaches to obtain explicit formulae for the value of the
resulting optimization problem. In a Markovian setting, Henderson [7], Henderson and Hobson
[9], [10], and Musiela and Zariphopoulou [ 18], among others, started with the Hamilton—Jacobi—
Bellman nonlinear partial differential equation (PDE) for the value function of the underlying
stochastic control problem. This PDE was then linearized by a power transformation with a
constant exponent called the distortion power. This method works only if one has a Markovian
model and if p is constant. In an alternative approach, Tehranchi [21] first proved a Holder-type
inequality which he then applied to solve the portfolio optimization problem. The distortion
power there arises as an exponent from the Holder-type inequality. Tehranchi found an explicit
expression for the indifference value at time O if p is constant. While this method needs no
Markovian assumption and can treat claims which are general (bounded) functionals of the
process Y, it is still restricted to situations with constant correlation.

Since (exponential) utility indifference valuation hinges on (exponential) utility maximiza-
tion with a random endowment, we start by tackling the latter. With the goal of deriving explicit
results in our Brownian setting, in Subsection 2.2 we provide the motivation for the introduction
of an auxiliary abstract optimization problem in a martingale framework. Our main theoretical
result is Theorem 1 in Section 3; it gives an explicit formula for the value of this abstract
problem. The proof uses martingale arguments to give upper and lower bounds on that value,
in terms of bounds on p. Crucially, these bounds have the same structure, which enables us
to derive a closed-form expression by interpolation. In particular, this allows us to handle a
random correlation p.

Section 4 contains two applications of Theorem 1. In the first, case (I), we extend the model
of [21] to a fairly general stochastic correlation; the typical example is a model with stochastic
volatility which is correlated with the stock in a nondeterministic way. In the second, case (II),
the asset driving the claim B is traded in principle, but nontradable for our investor. A typical
example here is the valuation of (European) executive stock options. In both cases we obtain
closed-form expressions for the exponential utility indifference value of the claim B at all times
t € [0, T]. The key feature of our formulae is that the explicit form of the indifference value
is preserved at any time t, except that the distortion power, which is shown to exist but is not
explicitly determined, may now be random and depend on the contingent claim B to be valued.
To the best of our knowledge, this is the first explicit result on exponential utility indifference
valuation in a setting with nonconstant and nondeterministic correlation. As another novelty,
our general framework allows us to distinguish (via measurability conditions) between the
settings of case (I) and case (II); this is impossible when p and the instantaneous Sharpe ratio
A of S are constant, as in most of the existing literature. In Subsection 4.2 we discuss this and
other issues in more detail.

In Section 5 we provide both intuitive and rigorous explanations for our results. We show
that the value of the abstract optimization problem is monotonic in |p|. Because this value
can be computed explicitly for constant p and is continuous in the p-argument, interpolation
implies that the basic structure is preserved for a random p. This explains why we can obtain
our nice and explicit results. However, the precise interpretation of the above monotonicity
is delicate, since it only holds when the (p-dependent) probability measure P(p) appearing
in the abstract problem is kept fixed. A counterexample shows that the value of the original
optimization problem under P may fail to be monotonic in |p| if we allow 13(,0) to vary with p,
and we explain how keeping 13(,0) fixed is linked to standard financial reasoning.
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For concreteness and ease of exposition, all our results are given for two correlated Brownian
motions W and Y. Finally, in Section 6 we briefly show how everything can be generalized to
a multidimensional Itd process setting.

2. Preliminaries

2.1. Model setup

We work on a finite time interval [0, T] for a fixed T > 0 and a complete filtered probability
space (2, §, G, P). The filtration G = ($s)o<s<r satisfies the usual conditions, has G trivial,
and Y = (¥Yy)o<s<r and Y L are two independent (G, P)-Brownian motions. Unless otherwise
mentioned, all processes and filtrations are indexed by s € [0, T], and we fix t € [0, T].
For any process X, FX = (£,X) denotes the P-augmented filtration generated by X. For any
filtration F C @G, a process X is called F-predictable if it is measurable with respect to the
F-predictable o-field on [0, T'] x €2, completed by the nullsets of (Lebesgue measure)® P. To
simplify computations, we use the notation & (N)s,y = exp(Ny — Ny — %((N)y — (N)y)),
0 <s <y < T, for a continuous G-semimartingale N. Notions such as L°° or ‘almost
surely’ (a.s.) always refer to P (or any probability measure equivalent to P).

The stochastic framework of our model consists of two Brownian motions W and Y with
random instantaneous correlation p. To construct this, let p = (ps) be a G-predictable process
valued in [—1, 1] such that |p| is bounded away from 1 (uniformly in s and w), and define

) s
Wsz=f pdey+/ [1—p2dY;, 0<s<T. )
0 0

In our financial market two assets are available for investing and going short: a risk-free
bank account and a stock S. The instantaneous yield of the bank account is described by a
deterministic spot interest rate function r: [0, T] — [0, co), which is bounded and Borel-
measurable. For ease of notation, we directly pass to discounted quantities, which means that
we take r = 0. (See Section 4 for more comments on this.) The (discounted) dynamics of the
stock is given by

dSy = s Ss ds + o5 S5 AW, 0<s<T, So>0, )

where the drift u and the volatility o are G-predictable processes. We assume, for simplicity,
that  is bounded and o is bounded away from O and co. Hence, the instantaneous Sharpe
ratio A := /o is also bounded. We write

dsSs

S =,lLst+O'SdWs=Udeq, 0<s =T,
s

and note that, by Girsanov’s theorem, the processes
R N R N
W = W; +/ )\y dy and Y;:=Y; +/ /Oy)‘y dy, 0<s=<T, 3)
0 0
are Brownian motions under the probability P~Pon(Q, gr) given by

df) =& AdW 4
P (‘f )O,T' @

In the terminology of [5], P is the minimal martingale measure for S.
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Let B be a bounded §r-measurable random variable, interpreted as a contingent claim or
payoff due at time 7. To value B, we assume that our investor has an exponential utility function
Ux) = —e 7, x € R, for a fixed y > 0. He starts at time 7 € [0, T'] with initial capital x;
and runs a self-financing strategy = = (5);<s<r SO that his wealth at time s € [¢, T'] is

S s N
X5 = x, +/ S_} dsy = x; +/ myoy dWy,
t y t

where 7 represents the amount invested in S. The set #A; of admissible strategies on [t, T]
consists of all G-predictable processes m = (75);<s<r Which satisty ftT rrsz ds < oo a.s. and
are such that

s
(exp(—y / 0, dWy>> is of class (D) on (2, 7, G, P), ®)
t t<s<T

abbreviated by ‘of P-class (D)’. We define V5 (and analogously V9 for t € [0, T] and x;
bounded §,-measurable by

VIB(x,) :=ess supEp[U(X)}”” — B) | 4]

T EA;
T A~
= —exp(—yx;)ess ;HfEP[CXP<—V/ msos dWs + VB) ‘ %} (6)
TEA; ¢

using the fact that (bounded) ,-measurable factors can be pulled out. Thus, VtB (x;) is the
maximal expected utility the investor can achieve by starting at time ¢ with initial capital x;,
using some admissible strategy 7, and paying out B at time T .

Viewed over time 7, V5(0) defined (up to a minus sign) by the essential infimum in (6) is
the dynamic value process for the stochastic control problem associated to exponential utility
maximization. One can show, by standard arguments, that V#(0) has a cadlag version (which
is right continuous with left limits) and then study its dynamic properties as a process; see,
for instance, [1], [15], or [17]. However, our goal in this paper is rather to provide explicit or
structural formulae for V,B (0) with a fixed .

Remark. Condition (5) is technically useful, but also has the following desirable implication.
From an economic point of view, we should only allow strategies which are close in some
sense to investments with finite credit lines, as Schachermayer [19] emphasized after his
Definition 1.3. In our model any = € +; can be approximated in the following way. Consider
a sequence (7, ),eN of G-stopping times increasing to 7' stationarily and define a self-financing
strategy 7" = 1y, by trading according to 7 until 7, and then putting all the capital into
the bank account. This gives a terminal portfo}io value of x; + ftfn T O dWS, leading to the
individual utility —exp(—yx; — ¥ ff” mwyos dW), which converges in L! (P) to the utility of
the final value X ’}”” of the strategy 7 due to (5). If we specifically choose

T, :=inf{s € [, T] | X;"" —x; < —n} AT, neN,
each of the approximating 7" represents an investment with finite credit line. A similar

approximation is used in Proposition 1 to find an upper bound for V 2, and the same class of
strategies has been used in [12].
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The indifference (seller) value b;(x;) at time t for B is implicitly defined by
V) = VP (i + b (x0).

This says that the investor is indifferent between solely trading with initial capital x;, versus
trading with initial capital x; 4 b (x;) but paying out B at 7. Our final goal is to find an explicit
formula for b, (x;). By (6),

V5 (0)
v2(0)

1
by = bi(x;) = —log )
14
does not depend on x;. This also shows that we are done once we have VIB (0) explicitly, and
so our focus henceforth lies on the optimization problem (6).

2.2. Motivation

Our goal is to find an explicit expression for

T
_VIB(O) = ess i{lep [exp(—y/ wyos dWs + yB) ‘ 9,,]. ®)
T EA; ¢

In Section 3 we study and solve an abstract martingale version of this problem, and we first
explain how that formulation naturally arises out of (8). Since we only want to provide
motivation, we ignore here all technical issues such as integrability, etc.

First suppose that B = 0 and that S is a (local) P-martingale; equivalently, © = A = 0 and
W is a P-Brownian motion. Then the stochastic integral in (8) is a P-martingale, we minimize
the expectation of a convex function of this, and so Jensen’s inequality immediately tells us
that the optimizer is 7* = 0 and that VtB ) =—1.

In the general case where S is a P-semimartingale, the idea is now to reduce (8) to the
martingale case by writing

1 T
—VIB(O) = ess inf Ep/ |:£f exp(—y / myos AW, + yB> ' 9,}, 9
T EA; ZT '

where Z’ is the P-density process of some fixed measure P’ (not depending on 77) under which
S or W is a local martingale. To choose a good P/, one might be tempted by the duality results
of [3] to take the minimal entropy martingale measure QF, because its density Z IT; isuptoa
constant the exponential of a stochastic integral of S. However, this is not true for the density ZF
on §,, and it is in general also very difficult to find QF explicitly in any given model. Because
we want explicit formulae, we need Z;/Z. as explicitly as possible. Now any equivalent local
martingale measure P’ has a P-density process of the form Z' = &(— f ALdW)E(N) for some
local P-martingale N orthogonal to W, and inserting this expression for Z’ into (9) gives, after
a straightforward calculation,

T
Ep|:exp<—y/ wgos dWs + yB) ‘ g,}
t
T R 1 T
= Ef,[exp<—/ (ymsos — Ag)dWs +yB — 5/ Af ds) ‘ 9,,]. (10)
t '

The minimal martingale measure Als from (4) appears naturally in this way, and it has the
enormous benefit that its density Z = &(— [ AdW) is completely explicit. Combining (10)
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with (8) gives

T
_VIB(O) = ess infE}g[exp(—/ (ymsos — As) dWs + B) ‘ g,}, (11)
T EA; t

and we can recognize this as a ‘martingale version’ of (8) with an artificial random endowment

_ 1 T
B::yB—E/ A2 ds. (12)
t

Note that in the genuine semimartingale case, A # 0, the quantity B appears even if the claim
B is 0. Hence, there is no simplification from assuming that B = 0, and so we do not discuss
this case separately.

3. The main (but abstract) result

3.1. An explicit formula for an optimization problem

This section contains the main mathematical contribution of this paper. We derive an explicit
formula for the value of the following optimization problem:

N T R R
VB = ess iprf,I:exp<—/ s dWy + B) ‘ g,} =: ess inf ¢, (77), (13)
T t

T EA; 7 EeAt

where A, consists of all G- predlctable T = (As)t<s<T satlsfymg ft 7 2ds < oo a.s. and such
that (exp(— ft ny dW ))t<3<T is of P-class (D). Here Bisa bounded J€T measurable random
variable, where H (Jt’s) CGis a filtration such that the p- Browman motion ¥ from 3)
has the representation property in H. This means that any (H P)- -martingale L is of the
form L = Lo + IRs dY for an H-predlctable ¢ with fo §s2 ds < oo a.s. The assumption that
B e L®(Hr) is slightly weaker than B e L®(¥F. Y) and the two different applications in
Section 4 will make it clear why this is useful. It is worth pointing out that all the subsequent
arguments only involve the ﬁltratlon H; this is the reason why we can formulate our model with
a general filtration G D FY> Y* such that ¥ and Y are (G, P)-Brownian motions.

While the idea of considering a problem like (13) has been motivated in Subsection 2.2
from (8), it is not clear at this stage how B and especially H arise. This will become clearer in
Section 4 from the applications. However, we already point out that B and the artificial claim
B=yB - Az ds from (12) can be different.

Theorem 1. Under the above assumptions, set

1 - 1
§,:= inf ———— and & = sup (14)
£ e 11— p2lle e N )
Then there exists a §,-measurable random variable 8? with values in [3,, 8:1 such that
—VF @) = EplexpB)” | AN@)|_yi, (15)

for almost all w € Q.

The rlght hand side of (15) is understood as follows. We compute, for fixed §, (a version of)
the (th, P) conditional expectation of exp(B)l/ 8 evaluate that (version) in the given w, and
then insert for § the value 85 (w).
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Before we actually prove Theorem 1, we provide an outline of the proof here. The key idea
is to find a family of processes Z®) with

S T A~ A
Z(Tﬂ) = exp(—/ s dWs + B), (16)
t

and such that Z® is a (G, f’)—submartingale for every 7 € a&, and a (G, f’)—martingale for
some & = #* € ;. If we can do this, the same argument as in Subsection 2.2 easily shows
that the essential infimum in (13) is attained for 7*

To find such a family Z () weneed a good representatlon fore® and the multiplicative form
of (16) might suggest that we write exp(B) as the final value of some stochastlc exponentlal
martingale. But unless we believe that 7* = 0 happens to be optimal, e T ) should be
the final value of a (G, P) -submartingale rather than a (G, P) -martingale. Agam in view of the
multiplicative structure, the simplest way to transform a positive martingale into a submartingale
is to raise it to a power bigger than 1. Fixing a constant § > 1 to be specified later and using
Be L®(Hr), we thus write

. B\°
eBzexp(g> = (c:6(L)r.7)°, ¢; = Eg [exp( )‘J&} (17)

fora BMO(]ﬁI P)- -martingale L. (More precisely, the positive (H p)- -martingale with final value
exp(B /8) is uniformly bounded away from 0 and oo, and, thus, its stochastic logarithm L is in
BMO.) By the representation property of Y in H, L is of the form

T
= / ¢dY for an H-predictable ¢ with E |:/0 ;‘sz ds:| < 00. (18)

So L is a BMO(G, f’)-martingale, too, and combining (16) and (17) gives

S T A~
AR =cf(8(L)t,T)3exp<— / frdeS)
t

T
:cfg(aL),,T(?(—/ﬁdW) expG/ (8% = 8)¢2 +7t2)ds>
t,T t

Using Yor’s formula, (17), and d(f’, W)s = ps ds yields

é’(aL)é‘(—/ﬁdW) = 8<8L—/7%dW—<8L,/7%dW>>

=MD exp(—/égﬁsps ds)
with the local (G, ﬁ)—martingale

M :=8<8L—/frdW) =8(/5;d1?—/ﬁdvi/), (19)

and putting everything together and completing squares leads us to define

z® _c,Mff)exp( / ((Ry —8¢ypy)* +1] 8(5(1—,0y)—1))dy) fort <s <T. (20)
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This gives (16) by construction, and if p is constant, choosing § := 1/(1 — p?) ensures that
the integrand in (20) is always nonnegative and vanishes for 7* = §¢p. Hence, Z (™) is then,
on [z, T], alocal (G, f’)-submartingale for every 7 and a local (G, ﬁ)-martingale for 7*. Apart
from integrability issues, we have thus achieved our goal in that case.

In general, p is not constant. Then we choose one 8 for the submartingale property of Z™
for all 7 and another § for the martingale property of Z @) This gives an upper bound and a
lower bound for \7,3 , and Theorem 1 is obtained by interpolation. The detailed proof is given
in the next subsection.

Remark. The attentive reader may have noticed that we only give results on the value of the
optimization problem, and may argue that, for hedging or investing purposes, one would also
like to know the optimal strategy explicitly. While this is a valid point, it is a well-known
unfortunate fact that this problem is notoriously difficult even in quite specific (e.g. Markovian)
settings. We hope to address this question in subsequent work, as it goes beyond the scope of
the present paper.

3.2. Proof of Theorem 1

The argument for Theorem 1 follows the outline given in Subsection 3.1. We suppose
throughout that the assumptions of Theorem 1 hold and first derive an upper bound for VtB.
Recall ¢, (7) from (13) and §, from (14).

Proposition 1. Forall 7 € sy, we have

@i (7) = E; |:€Xp< ) ‘ Jf,j| a.s.

Proof. We use the reasonings and notation from Subsection 3.1 with 8 := §;.

1. First suppose that ft A2 ds is uniformly bounded. Then [ 7 dW isa BMO(G, P)- -martingale
like L = f; dY from (18) and, hence, by Theorem 2.3 of [14], M® = &L — [# dW)
from (19) is a (G, P) -martingale. The choice § = 8 implies that the integrand in (20) is
nonnegatlve and, thus, Z () s a (G, P) submartmgale in fact, integrability follows via (16)
becauseZ ™) — exp(— ft #, dW, + B)isin L1(P) smcefndWls in BMO. Thus, (13), (16),
(17), and (20) yield

o) =Bl | 91 = 2 = E; [exp( ) ‘ J&] as.
2. In general, we define a localizing sequence by
s
T, = inf{s € [1, T] such that f Ardy = n} AT,  neN,
t

and set 7" = 7 1y;.4,7 € ;. Applying step 1 to 7 then gives

¢ (7)) > B [exp( )‘.}t’,} a.s. 1)

Because (exp(— fts Ty dWy))rgng is of P-class (D) and B is bounded, the sequence

T
™) . N .
ZF M nen = <eXp<—/ 7 AW, + B))
! neN
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is P- un1formly 1ntegrable and converges a.s. to Z (”). Hence, the conditioned random vari-
ables ¢, (7 ™) = E; [Z(7r | 6,1, n € N, converge to ¢, (7) in L (P) and, therefore, also a.s.
along a subsequence This concludes the proof in view of (21).

The next result entails a lower bound for \A/,’§ . Recall §, from (14).

Proposition 2. Define i* = (});<s<1 by

A= (,053 + /0282 + 5, —82>55, t<s<T, (22)

where ¢ is now determined as in (17) and (18) with § := §,. Then we have

¢ #*) =E |:exp< )‘J&} as. and #* € Ay (23)

To be more precise, 7 is, for any s € [¢, T], defined by (22) on the set

~ 1
Qs = EQ| ———>41,
’ {‘” ‘1—p3<w> —-’}
which has (P- and 13—) probability 1. For w ¢ Q,, we set 7y (w) := 0. By the definition of §,,
the expression under the square root in (22) is nonnegative, and 7* is G-predictable.

Proof of Proposition 2. We use the notation of Subsection 3.1 with 6 := §,, and first show
the equality in (23). Because 77* in (22) is chosen to make the integrand in (20) vanish, from (20)

we obtain R
B

ARSI [exp( )
—t

with N@ .= [§,¢dY — [ #* dW. An easy computation using (22) yields

ét o %
Jf} ENy, 7 (24)

(NEDy, — (NE), = 5, /szfdy=§t<<L>s—<L>,>, t<s<T, (25)

and so N@") j is, like f ¢ dy = L,aBMO(G, P) martlngale see below (18). We conclude, by
Theorem 2.3 of [14], that M@ = §(N@")) is a (G, P)-martingale, and so (13), (16), and (24)
yield the equahty in (23).

To prove * € At, we first note that Ep[ fl Q ds] < oo from (18) implies that

T
Elgl:/ |75 ds:| < 00,
t

by (22). To show that (exp(— fts ﬁ; dWy))tSsST is of P-class (D), we observe that (18) and (25)

yield
s A A A s A A x -8
exp(—/ 7y dWy> = exp(NS(” A —Qz/ Sy de) = M5 6 (L),
t t
for s € [z, T, and the process &€ (L)% is bounded because (17) gives

E]S[exp(B/ét) | J(Y]

E(L)rs = < e
Egplexp(B/§,) | #]

<s=<T,

and B is boundeAd. Moreover, M @) as a ((Q, f’)—martingale is of P-class (D) and, hence, so is
(exp(— fls fry* dW,));<s<7. Thus, 7* is in A;, which concludes the proof.
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Remark. The choice of 7* in (22) deserves a comment. As we have seen in the proof of
Proposition 2, it ensures that the integrand

(8,585 — 7 +¢28,(8,(1 — p2) — 1) (26)

in (20) (with § = §, and 7 = 7*) vanishes identically. But, for fixed s € [f, T] and w € €,
(26) is a quadratic function in 7} (@), and requiring it to be O for each s does not determine the
process 7* uniquely. In fact, Proposition 2 remains true if 7* is replaced by 77 with

al: (psa +m\/p§§,2+§t—§?)¢s, t<s<T,

for any G-predictable process n on [¢, T'] with values in {—1, 1}.
Now suppose that we replace 7* by #** with 7}* := 8,04, s € [, T], which minimizes
(26) pointwise and makes it nonpositive. Then we obtain

G(FR™) =E [z;ﬁ“)m,]sEﬁ[E [eXp< )‘ﬂ,} Mf’;)‘gt}zéz(fr*),

using the fact that M @) is, like M @ *), a (G, P)-martingale. Similar arguments as for 7*

a1s07yleld A** € A, and we even obtain @1 (@) < @s(A*) onaset A € G; with Pra] > 0
if fr ;s 6,1 - sz) — 1) ds is nonzero with positive probability. This shows that the lower
bound .
—@; (™) < —essinf @, (7)) = VtB a.s. 27
neA,

entailed by Proposition 2 need not be sharp. Nevertheless, we work with 7* and not with 7**,
because @ (71*) has the nice representation (23) which allows us to obtain an exp11c1t expression
for Vt ; see the interpolation argument below. The sharper bound glven via 7** is not explicit
enough to give this result. We remark that if p is constant, 7** and 7* coincide and (27) holds
with equality; compare Propositions 1 and 2.

As announced, we now prove Theorem 1 by an interpolation argument.
Proof of Theorem 1. Define f(-,-): [§,,8;] x @ — Rby
f@, ) = Eplexp(B) | # 1),  (S.0) €l8,,5]x Q.
Because B is bounded, dominated convergence and Jensen’s inequality imply that f admits a

version which is continuous and nonincreasing in é for each fixed w € 2. We use this version
in the sequel. From Propositions 1 and 2, we already know that

f(gz,a))f— B( w) < f(§;,w) foralmostallw € Q.

By the intermediate value theorem, the set

Aw) =8 €[8,.51 | f5. ) = —VE(w))

is thus nonempty for almost all w € 2. Define 8,3': Q — [4, 8:]1 by

52 (w) = supAw), weQ, (28)
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setting 8? (-) := (8, + &;)/2 on the nullset {w € Q | A(w) = }. By the continuity of f in its
first argument, A(w) is closed in R for all w € €2, and we obtain, for almost all w € €2,

F68 @), w) = -V (). (29)

It remains to prove that the mapping w +— 5,3 (w) is §;-measurable. Because f is nonin-
creasing and owing to (28) and (29), we have, for any a € [§,, §;], up to a null set,

we| 8P <a)={we]| f6FW). v > fa )
—we| —VEw > fa )

= Uto | =V @ >q1nfolq> fla ).
q€Q

The last set is in , since Vté and f(a, ) forafixeda € [4,, 5] are g;-measurable. Since G, is
complete, we have {w € Q | 8,3 (w) < a} € G, forevery a € R, and so 5,3(-) is §;-measurable.
This completes the proof.

4. Applications in two settings

4.1. Explicit formulae for the indifference value

Our goal in this section is to find explicit formulae for VtB (0) in (6) or (11) in two different
settings. This will be achieved by applying Theorem 1 and will also yield explicit results for
the indifference value b; via (7). We recall W and Y from (1) and (3) and write, for brevity,

— (F) forFY, Y=Y forFY, ¥ = (%) forF’.

If pX is Y-predictable then Y from (3) is Y-adapted and, hence, Y C Y. In general, however,
none of the above three filtrations contains any other.

Theorem 1 gives us the freedom to specify the artificial endowment B, but also the task
of finding a filtration H such that B is Fr-measurable and Y has the representatlon property
in H. Comparing (11) with (13) suggests choosing B=B= yB — Az ds. In a first
application, we do this, and moreover we set H = Y and assume that B is Yr-measurable
and X is Y-predictable to ensure that B is J(’T measurable. We will later see in the proof of
Theorem 2 that we also need to assume that p is Y-predictable to guarantee that Y has the
representation property in Y.

For our second application, we choose B = y B and assume that 4 ftT Az ds is replicable by
trading in S. This is satisfied if A is F-predictable, as we will see in the proof of Theorem 3. In
this case we, moreover, set i = ¥ and assume that B is yT -measurable.

In more detail, we consider one of the following two cases.

Case (I): B € L*°(Yr), A is Y-predictable, and p is Y-predictable.
Case (II): B € L“(?;T), Ais IFS”;—predictable, and A is F-predictable.

The assumption in case (II) that A is F'S:Y -predictable is quite natural since S and Y are
the quantltles observable for our investor. Moreover, it guarantees, by Lemma 1, below, that
FY-Y" C FSY | je. the two basic driving Brownian motions ¥ and Y1 are obseryable from §
and Y. In partlcular if we take G = F¥"Y" | the a priori condition that A is FS-¥ -predictable
turns out to be innocent a posteriori.
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To motivate our model choice, we discuss a typical example for each case.

Consider case (I). Here one should think of a stochastic volatility model, where y and o are
Y-predictable and the contingent claim B depends only on o (e.g. a variance swap). The stock
S is driven by the Brownian motion W, whereas its drift and volatility depend on a second
factor Y. Our approach allows us to consider the situation where the correlation between W
and Y is not constant, but more realistically a functional of Y.

In this setting B is naturally Yr-measurable and A = p /o is Y-predictable like ¢ and o.
The only genuine condition is that p should be Y-predictable, which we technically need to
guarantee that Y has the representation property not only in Y, but also in Y.

Consider case (II). A good application here comes from executive stock options. Think of
a manager who receives call options on the stock (driven by Y) of her company as part of her
performance-related compensation. The manager must not trade the company stock and all its
derivatives because of legal restrictions. However, she might be able to trade other, correlated
stocks. So S here is a market index, a representative portfolio of other companies in the same
line of business, or the stock of a leading company in the same line of business, which serves
as a benchmark. We assume that the only source of incompleteness is the fact that the manager
is not allowed to directly trade the stock of her company. In particular, we suppose that the
market formed by the bank account and S is complete by assuming that u and o are both F-
and FS -predictable. Then F = FS, i.e. the uncertainty () about S equals the information (FS)
available from S. This follows from (2) because ¢ is bounded away from 0. We then provide
a fair value for the executive options in such a situation.

In this setting A = /0 is F- and FS-predictable like i and o. The only genuine condition
here is that B is yT-measurable, and the next remark explains why this is natural. Equivalently,
that remark clarifies why we view the nontradable asset here as driven by Y and not by Y.

In both cases the measurability assumptions make precise the underlying idea: the payoff B
is driven by Y (or Y), whereas hedging can only be done in S which is imperfectly correlated
with Y (or ¥). The examples also illustrate two reasons why direct hedging in the stochastic
process underlying B may be impossible; either its driver is not traded at all (e.g. a volatility
or a consumer price index), or it is traded in principle but not tradable by our investor, due to
legal, liquidity, practicability, cost, or other reasons.

Remark. To see why };{T—measurability of B is reasonable in case (II), recall that B is a claim
on some asset Z, and write dY = pdW + /1 — p2 dW+ fora (G, P)-Brownian motion wt
P-independent of W. The asset change dZ is driven by two factors: the market development
dS/S of the benchmark S and company specific risks dW+. To determine the genuine driver
of Z, we weight the two factors by the correlation process p, but first make them comparable
by ‘normalizing’ dS/S, which means that we use (1/0)(dS/S) = dW instead of dS/S. Thus,
Z is driven by

pdW + /1 — p2dWt = prds + pdW + /1 — p2dW' = prds + dY = dY,

using (3). Hence, assuming the Z-dependent claim B to be };’T—measurable is more natural
than having it Y 7-measurable. Note that the filtrations Y and Y differ in general, but coincide
if p and A are deterministic.

Let us now briefly look at the information available to our investor. We always assume that
the tradable stock S is observable. In addition, we assume in both cases (I) and (II) that the
driver for the uncertainty behind B (i.e. Y or Y, respectively) is also observable. The following
result shows that the observable filtration then contains the filtration F**¥" of the underlying
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Brownian motions, and this justifies why we always use G 2 F¥>Y™ to describe the information
on which our strategies 7 € 4, must be based.

Lemma 1. In case (I), IE‘Y’YL C FSY, and in case (1), IFY’Yl - IFS’);.

Proof. Note that the argument in each case uses only the middle condition on A. For brevity,
we write Z € FX to mean that Z is FX -predictable.

Consider case (I). By (2), (S) = f 0282 ds and (S) € FS since it is a continuous pathwise
quadratic variation; so 0§ = ++0252 € FS and, hence, o € FS also. Next, A € Y by
assumption, and so u = o|bmi € FS-Y . Because o is bounded away from 0, we obtain

1
W= —dS—/ﬁdseJFS»Y.
oS o

As a consequence, p € IS since it is the density of (W, Y) with respect to Lebesgue measure

and (W, Y) € FS-Y being a continuous pathwise quadratic covariation. Finally, |p| is bounded
away from 1; so solving (1) for Yt implies that YL € FS-Y and, therefore, FY.Y- C FSY,

Consider case D). Again, o € FS. Moreover, (1), (2), and the definition of Y given in
(3) yield (S, Y) = [oSpds sothat p € FS-¥ . Because A € FS¥ by assumption, we obtain
n=0ke FS: Y , and now we can argue as in case (I) to deduce that Y+ e F$Y. Moreover,
Y=Y - [px ds € FSY and, hence, Y C FS:¥ . This completes the proof.

The following two theorems give explicit formulae for the value V2 and the indifference
value b in cases (I) and (II). To facilitate comparisons with the literature, we state them for
a spot interest rate on the bank account given by a bounded deterministic Borel-measurable
function r: [0, T] — [0, 00). Our results and arguments given for » = 0 easily extend to this
case; allowing r to be stochastic, however, would be a different issue.

Theorem 2. Consider the setting and the assumptions from Subsection 2.1, and recall §, and
8¢ from (14). In case (1) define

~ 1 T _ 2 R 1 T _ 2
B:yB__/ Mds and 0:——/ Mds
2 J; o 2 J;

Then there exist G;-measurable random variables 8tB and 6? with values in [§,, 8,1 such that

T
vtB<xt>(w>=—exp<—yxz<w>exp( / r(s)cls))(EP[expw)”‘S | Yd@)’l;_gp(,, GO
t t
and ’ N
exp(— ) r(ds), (Eplexp(B)'? | Y:1(@))®
v (Eplexp(©)!/" | Y 1()*

for almost all ® € 2 and every bounded §,-measurable random variable x;.

bi(w) =

3L

§5'=80(w), 6=55 ()

Theorem 3. Consider the setting and the assumptions from Subsection 2.1, and recall §, and
8¢ fr(_)m (14). In case (Il) there exists a G;-measurable random variable 82/ B \vith values in
[8,, 8] such that

T . 2
V2 () (o) =—exp(—yx,<w>exp</ r(s)ds) ——E [/ e — 1) r(s)) ‘?])
t

x (Eplexp(y B)'/? | ?t,](w»%:gtw(w)
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and

exp(— ftT r(s)ds)

by () = log(Bplexp(y B)'* | Fu1(@))’l_yrs

(@)
for almost all ® € 2 and every bounded §;-measurable random variable x;.

To the best of our knowledge, results like Theorems 2 or 3 have not been available in the
literature so far; all previous approaches leading to explicit formulae have only considered
situations where the correlation p is deterministic and constant in time. One nice feature of
all the formulae in Theorems 2 and 3 is that the only unknowns are the distortion powers §5,
89 or 872, and we have precise bounds for these in terms of bounds on the correlation p. In
general, each such power is rande (in a G-adapted way) and depends on B via B. Since we
have assumed that § is trivial, 8 is deterministic, but may still depend on B. However, if the
correlation p is deterministic and constant in time, the functions § and 8 in (14) coincide and
equal 1/(1 — p2) and then 53 =1/(1- p2) becomes constant and independent of B or B.
This explains why the constant correlation case is easier to handle and understand.

We defer the proofs of Theorems 2 and 3 to Subsection 4.3, and first compare our results
with the existing literature.

4.2. Comparison with the literature

Exponential utility indifference valuation in Brownian settings has been extensively studied,
particularly in Markovian models. An overview with a long literature list is provided in [11].
We present here some references and comment first on the different model assumptions and
then on the methods and results.

Recall the model in (1) and (2). Henderson [7], [8], Henderson and Hobson [9], [10], and
Musiela and Zariphopoulou [18] all worked in a Markovian framework, where u, o, r, and
p are all constant. Henderson [7], [8] and Henderson and Hobson [9], [10] used a nontraded
asset Z satisfying, for some constants @ > O and b € R,

dz

Z‘Yzbds—i—adYx, 0<s<T, Zy>0, (32)
s

and the contingent claim B = B(Zr) was a function of the terminal value Z7 alone. As in (1),
Y is a Brownian motion having correlation p with W. Musiela and Zariphopoulou [ 18] contains
a slightly more general diffusion setting where a; = a(Zs, s) and by = b(Zs, s) may depend
on the current level of Z and on time. Monoyios [16] studied a similar model where o and
A = u/o are not constant, but o equals Z and Ay = A(Z;) is a function of the current level of Z.
Grasselli and Hurd [6] and Stoikov and Zariphopoulou [20] considered claims which depend
not only on Zr, but also in a certain way on the trajectory of Z. In contrast to all the above
Markovian models, Tehranchi [21] analyzed a more general situation very similar to case (I);
but his approach is still restricted to a constant correlation p.

To the best of our knowledge, the only article where p is not constant is by Benth and Karlsen
[2], who studied a Markovian setting with p = p(Z;) depending on the present level of the
nontraded asset Z. They showed that the minimal entropy martingale measure can be expressed
in terms of the solution of a semilinear PDE for which they proved existence and uniqueness
of a classical solution. However, they had no claim B and they also did not derive any general
explicit formulae.

Remark. All the Markovian models above with constant u, o, r, p, a, and b satisfy the
measurability conditions for both cases (I) and (II). It is therefore somewhat arbitrary whether
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one views them as stochastic volatility or rather as executive stock option models. (Indeed,
only our general model makes this precise distinction really possible.) The subsequent gen-
eralizations in [6], [16], [20], and [21] all head towards our case (I), whereas models from
case (II) have not yet been studied for nondeterministic A or p. In that sense, it seems fair to say
that our formulation with a clear distinction between cases (I) and (II) represents a significant
generalization of previously considered models.

We now recall and comment on how explicit formulae for the indifference value b are derived
in the literature. As in Subsection 2.1, one usually first derives an expression for the value V2
and then obtain a formula for b via (7). In a Markovian model the usual approach is to condition
on the current state of the nontraded asset Z in (32), i.e. to write

VP () = v(xi 20, 1) = ess supE[UX3™ = B(Z7) | X{*" =x;, Zi = z,].
TEA,

Henderson [7], Henderson and Hobson [9], [10], and later Musiela and Zariphopoulou [18]
first wrote the Hamilton—Jacobi—Bellman nonlinear PDE for the value function v. Exploiting
the scaling properties of the exponential utility function U, they tried an ansatz of the form

v(x,z,t) =UX)F(z,1),

which results in a nonlinear PDE for F. A clever power transformation,

F(z.1) = f(z,)//0=P"), (33)

reduces this to a linear and solvable PDE for f. This yields an explicit formula for v and, thus,
also for b via (7).

The idea to convert a nonlinear PDE into a linear PDE by a power transformation was
introduced in [22] for optimal portfolio management problems with nontraded assets when
the utility is of the separable constant relative risk aversion type: the payoff B(Zr) of the
claim is multiplied by a power of the investor’s final portfolio value X ;"n, i.e. is of the form
UX7", B(Zr)) = B(Zr)|X5™|”/y with 0 # y < 1. The application of the power
transformation, (33), to exponential utility indifference valuation appeared first in [7], [9], and
[10], and later in [18]. The exponent 6 := 1/(1 — ,02) from (33) is called the distortion power,
a terminology due to Zariphopoulou [22], and the approach is also known as the distortion
method. Henderson [7] and Henderson and Hobson [9], [10] also derived an approximation
(for a small number of claims) of the power utility indifference value, which they compared with
the exponential indifference value. Henderson [8] examined the latter criterion and incentives
for executive stock options in the Markovian model of [7], [9], and [10]. Monoyios [16] derived
arepresentation of the optimal measure for the dual problem by combining the distortion method
with general duality results. He further considered the optimization problem under power utility,
but without random endowment. Grasselli and Hurd [6] and Stoikov and Zariphopoulou [20]
presented explicit formulae for the exponential utility indifference value of a path-dependent
claim on the volatility. But, as already mentioned, all these approaches work only in a Markovian
model and if the instantaneous correlation p between W and Y is constant.

In an alternative approach, Tehranchi [21] obtained an explicit expression for VtB (x;) in (6)
witht = 0. He first proved a Holder-type inequality which he then applied to determine VOB (x0),
and this also yielded an explicit formula for the indifference value at time 0. Tehranchi’s method
has the advantage that it needs no Markovian assumption and can treat general (bounded)
Yr-measurable claims; but this method is still restricted to situations with constant correlation.
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The distortion power § = 1/(1 — p?) from (33) arises there as an exponent in the Holder-type
inequality.

In all the above approaches § plays an important role, and it is crucial that it is deterministic
and constant in time. We also use a power transformation in (17) with a power § which must
be constant, whereas § = 1/(1 — p?) in the above methods depends on p. This explains why
we use two different powers in our proof of Theorem 1: §; gives an upper bound for VtB in
Proposition 1 and §, gives a lower bound for VtB in Proposition 2. The deeper reason why we
can deal with a random correlation p is then a monotonicity property, as will be explained in
Section 5.

Remarks. 1. In Theorem 2 we can replace p by the restriction Q of Pto Y1, because B and 0
are Y r-measurable; so, for almost all w € 2, we have

exp(— " r(9)ds)  (Eqlexp(B)/? | Yu)@))?

bi() = —— ,
v (Eqlexp(0)!/ | Y,1(@))?

§'=60(w), 5=85 ()

Since p and A are Y-predictable in case (I), (1) and (4) explicitly yield

dQ'—E df) =& AdY 34
@ P[@ %T}— (‘/p )O,T' GY

This formula is used by Tehranchi [21] to define Q in his setting with constant p. Similarly,
in Theorem 3 we could replace P by the restriction Q of P to Y. However, this is less useful
because Q, unlike Q, has in general no explicit form.

2. Apart from exponential utility, Tehranchi [21] also explicitly determined VOB for constant
o when the investor’s utility was of the same separable form as in [22], i.e. of the form
UX77", B) = BIX77 | /y with0 #y < 1,or U(X}"", B) = Blog X7 . These results
could be extended with our techniques, as for exponential utility, to all times # and to random p.
But we give no details since this provides no essential new insights and, above all, does not help
in finding an indifference value, because the above utilities are not of the form U (X )}"” + B)
required for a natural formulation.

3. The original motivation for this paper was that we were intrigued by the elegantly simple
and yet general approach of Tehranchi [21]. Along the way, we then discovered that not
all arguments in [21] seem completely rigorous; the proof there of Lemma 4.2 is not quite
clear (measurability of integrands?), and we see no argument why the portfolios constructed
in Propositions 3.3-3.5 satisfy the integrability requirements to lie in the respective classes +4
of admissible strategies. Moreover, the proofs of these propositions also contain an incorrect
statement; in general, a Brownian motion W and a process of the form W + [ 1 ds do not
generate the same filtration or o-field, even if A is predictable with respect to the filtration
generated by W. A counterexample is given in [4]. Despite all this, the final results in [21]
are essentially correct; one way to circumvent the last problem is contained in the proof of our
Theorem 2.

4.3. Proofs of Theorems 2 and 3

We first need the following general result which says that the class (D) property behaves,
under a change to an equivalent probability measure, in the same way as martingales. This is
very intuitive and probably folklore, but we have not found it anywhere.
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Lemma 2. Denote by Z' the P-density process of a probability measure P’ equivalent to P, i.e.
Z, :=Ep[dP'/dP | §s], s € [0, T]. A G-adapted cadlag process A is of P'-class (D) if and
only if AZ' is of P-class (D).

Proof. By symmetry and Bayes’s formula, it is enough to prove the ‘only if” part. Take a
G-adapted cadlag process A of P'-class (D), and fix ¢ > 0. We want to find K > 0 with
sup, Ep[|A;|Z, 1{|AI|Z;>K}] < &, where the supremum is taken over all G-stopping times t.
Using the fact that dP’ = Z. dP on 4 gives

Ep[|Ac|Z; 1y, 2> k)] = Ep[|Acl a2 > k)]

Since A is of P'~class (D), m := 1 Vv sup, Ep/[|A;|] is finite and there exists d; > 0, which
does not depend on t, such that

A € G7 with P'[A] < d; and 7 a G-stopping time == Ep[|A;|14] < &. (35)

Because P’ « P by assumption, there exists d, > 0 such that

A€ grwith P[A] <d» = P[A]<d. (36)
Set K := m/d, and use Markov’s inequality to obtain

, 1 , 1 m

PllA:|Z; > K] < EEP[IArIZT] = EEP/HAt'] =5 = dy

for any G-stopping time 7. Now (35) and (36) yield Ep/[|A¢| 1{|AI|Z;>K}] < ¢ uniformly
over t. This completes the proof.

Now we can prove Theorems 2 and 3 by applying Theorem 1.

Proof of Theorem 2. Equatlon 31D follows directly from (7) and (30). To prove (30), we
apply Theorem 1 with B:=B= yB — )\2 ds and H := Y. Comparing (13) with (11)
shows that it only remains to argue that

(i) Y has the representation property in Y, and
(i) m € A; isequivalentto ymo — X € Ay

The latter property follows directly from Lemma 1 which yields the fact that exp(— f ymo dw)
is of P-class (D) if and only if exp(— f(yna —A) dW) is of P-class (D), because fAZ ds is
bounded. Property (i) is deduced from It6’s representation theorem in the form of Lemma 1.6.7
of [13]. In more detail, consider the restriction Q of Pto Yr, given as in (34) by

Q _g db y g / |bma.dY
_— = —_— = — m .
a~ Flae | 7T P or

because A and p are Y-predictable. Note that this uses the assumptions of case (I). Here Y is
also a (Y, Q)-Brownian motion, and Lemma 1. 6.7 of [13] now yields the fact that any (Y, Q)-

martingale L is of the form L = Lo + [ ¢ dY for a Y-predictable ¢ with fo ¢2ds < oo as.
This crucially needs the fact that pA is Y-predictable, to ensure that Y=Y+ f pAds from (3)
is Y-adapted.
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Proof of Theorem 3. As in the proof of Theorem 2, we apply Theorem 1, but now with
B = =yB and H := Y. Of course, the (H P) Brownian motion Y then has the representation
property in H. To getrid of the term 5 ft kz ds in B in (11), we again use Itd’s representation
theorem, as in Lemma 1.6.7 of [13], and obtam an [F-predictable process n = (15);<s<7 With

1 T 1 T T R T
5/ A2ds = EEf’[/ A2 ds J’L‘,:| —i—/ ns dWs and E13|:/ n? ds:| < 00.
t t t t

Here we use the fact that A is F-predictable in case (II), where we recall that F = FW, Finally,
a comparison of (11) and (13) with B = y B shows that it remains to prove that & € A, if and
onlyifymo —A+n € ;. But this follows as in the proof of Theorem 2 from Lemma 1, using
the fact that [ ndW is, like [ A2 ds, uniformly bounded.

5. On the monotonicity in the correlation

In this section we explain both intuitively and mathematically why we can obtain results
even for a random correlation p.

For a constant correlation p, the abstract optimization problem, (13), has, by Theorem 1 (or
from Tehranchi [21] for t = 0), an explicit value, namely, (15) with 6 = 1/(1 — pz). This
expression is continuous in p and increasing in |p| for fixed P, and the Intuition is as follows.
The endowment B is driven by Y, whereas hedging can only be done in W, which is imperfectly
correlated with Y. If the correlation between W and Y is increased, better hedging is possible;
so the value of the optimization problem, (13), decreases. (Note that (13) gives us minus the
maximal expected utility.)

If we can extend the above monotonicity to a general correlation, it is clear why we can
obtain the explicit structure in Theorem 1. Indeed, if p is random but lies between two bounds,
the corresponding optimization problem must, by monotonicity, have an explicit expression
with the same basic structure—and of course the interpolating distortion power may now be
random and depend on B.

Let us now introduce more precise notation by writing (13) as

. T
VE(o',P) := — essinf E; |:exp<—/ 7y AWy (') + é) ‘ 9»;}
7ehi(0) t

for a G-predictable process p’ denoting the instantaneous correlation between the (G, P)-
Brownian motions W(,o ) and Y the set e/i),(p ) depends on p through the P-class (D) condition
on (exp(— fl Ty dW ("))t <s<r. Note thatif we change ,0 only W(,o ) and all the expressions
depending on it will change This is reasonable; clearly, B and H should not be affected.

The above intuitive argument now says that if we keep P fixed and vary o/, we obtain a
monotonicity, which is made precise in the following result.

Proposition 3. Let P be fixed, and suppose that p’' and p" are G-predictable processes such
that |p'| < c1 < |p"| < ¢y < 1on[t, T] x Q for some constants c¢| and c3. Then

Vé(p/ P) < ‘A/B(,o” P) as.
Proof. This follows from applying Theorem 1 twice, once for VB(p P) and once for

V.B(p”, P), and then using Jensen’s inequality.

Remark. Proposition 3 says that o’ — VZB (0, f’) is monotonic for correlation processes o’
and p” that can be separated by a constant uniformly in s and w. We do not know if the weaker
assumption |p’| < |p”| on [¢, T] x € is also sufficient to prove the same conclusion.
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The above intuition and Proposition 3 make it tempting to think that the value VtB (0) in (9)
is also monotonic in |p|. However, this is not true in general; we give a counterexample in
the next paragraph. The crucial point is that P itself depends on p because W does; this

can be seen from (1) and (4). So the abstract optimization problem (13), has the structure
—VB(,o P(,o))|p —p»> and proving as 1n Proposmon 3 that o’ VB(p ,P(p)) is monotonic
for fixed p need not imply that p — V (p, P(,o)) is monotonic.

We now show, by a counterexample that p +— V (p, P(,o)) and, thus,

p > VE©; p) =V} (0)

from (9) are indeed not monotonic in generalg In view of Proposition 3, this can only fail in the
nonmartingale case, A # 0, sipce otherwise P(p) = P does not depend on p. We take p and A
both constant, t = 0, and set H = Y as in case (I). Then Theorem 1 implies that

‘70& (0, P(p)) = —(Ep(,) [exp(é)l—/’z])l/(l—pz)

R ) T}\.2p2 1/(1_)02)
—| Ep|exp| B(1 — p°) — ApYT — > )

where we have conditioned on Y7 under P and used the fact that B is Y r-measurable. For
B=—-Y":= ((-=Yr) An) Vv (—n), n € N, dominated convergence and an easy calculation
yield

Ta2p2\ T\ /(=2
: 5 —Y" B _ 2 P

lim V" (p,P(p)) = —(Ep[eXp(—YT(l —p7) —ApYr — )D

n— 00 2

2 T
= —exp| (=p” +21p + 1)5

=: g(p). (37

The mapping p +— g(p) is clearly not monotomc in |p| except in the martingale case, A = 0.
Because of (37), the mapping p +— V0 (,o P(,o)) for big enough n is not monotonic in |p|
either. If we now consider case (I) with y = 1 and B = —Y", the proof of Theorem 2 implies

that
2

_y" . L —_yn _ _)\. T A _yn A
Vo " (05 p) 1= Vo "0 = exp( === ) Vg " (. Plo).

so that p VO_Yn (0; p) for big enough n is not monotonic in |p| either. This completes our
counterexample.

Remark We can directly show that V0 Yr (p, P(,o)) = g(,o) if we adapt the definition of
eAt(,o) For such an unbounded B we stlpulate that (exp(— ft ny dWy (p) + B)),<s<T instead
of (exp(— ft Ty dw v(P)))i<s<T 18 Of P-class (D). The point is then that we can, for this
example, exphcltly determme L = (p2 = 1)(Y + Aps) defined in (17), and L is obviously a
BMO(G, P(,o)) martingale.

The above counterexample shows that V% is in general not monotonic in |p|. We now
explain the intuition for this. In the martingale case, A = 0, the value

(1—p%T>

‘GWQW=%%mﬁ@D:%m< 5
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is clearly monotonic in |p|, and we have already seen why: higher correlation permits better
hedging, and so the investor runs less risk and has a higher expected utility. For the semimartin-
gale case, A # 0, this effect is still there, but now it also interacts with the correlation. Consider,
for instance, the case where A > 0 and p > 0. The optimal strategy 7* for \700(,0, 13(,0)) is 0
and, hence, the optimal strategy for Vé) (0; p) is t* = A/yo; compare the proof of Theorem 2.
This strategy 7* makes a positive investment in the stock S. Adding —B = Y7 leads to a total
position with a higher risk, since the correlation p between Y and S is positive. To counteract
this exposure, the investor will reduce his position in S and smooth out his terminal wealth.
Hence, he accepts on average a lower return on his portfolio in S to reduce the risk of his total
position. So an increase in correlation yields a higher risk exposure for a fixed strategy; this is
compensated for by more conservative (smaller) investment in S, leading to a lower return and,
hence, a decrease of the value VO_YT (0; p). In total, p VO_YT (0; p) can therefore become
decreasing in | p|—despite the better hedging possibility. The above argument explains why
this can happen, and (37) shows that it does happen for 0 < p < A.

Remark. In a Markovian framework with constant p and A the result of Proposition 3 has
already been established by Henderson [8] who showed that the indifference value b (or,
equivalently in that setting, V 5) is increasing in |p|. Henderson’s analysis at first sight seems
to contradict our nonmonotonic counterexample, and closer inspection reveals that it crucially
depends on fixing some parameter called § in [8] while varying p. But this exactly corresponds
to our fixing Pin Proposition 3 while varying p, and it has in both cases a very natural financial
interpretation. In fact, the standard viewpoint in financial theory is that the instantaneous
Sharpe ratio a/b of the nontraded asset Z in (32) is not fixed exogenously, but related to A
via the correlation p. This tacit assumption is usually not spelt out explicitly in the finance
literature, and the point of our counterexample is to illustrate that monotonicity may fail in its
absence.

6. The multidimensional case

In this section we extend our main results to the case of more than two Brownian motions.
Since most arguments are straightforward generalizations, we only sketch the main differences.

The probabilistic framework consists of an n-dimensional (G, P)-Brownian motion ¥ and
an m-dimensional (G, P)-Brownian motion W, each having P-independent components.
Instantaneous correlations are now given by a matrix R = (,0’7 )i=1,...n, j=1,...m» Where
o = d(Y', W/)s/ds, and we choose R to be G-predictable. It can be shown that the
symmetric positive semidefinite matrix RR " has nonnegative eigenvalues which are all at most
1. We assume that all the eigenvalues are bounded away from 1 uniformly on 2 x [z, T'], i.e.

there exists ¢ < 1 such that spectral radius (RRT) < ¢ almost everywhere on 2 x [¢, T].

.....

.....

able. We assume that o is invertible, A := ¢! u is bounded uniformly (in s and w) and that
there exists a constant C such that

1
CB'B=Bo0c "B > E,BTﬂ on Q2 x [0, T] forall B € R™.

https://doi.org/10.1239/aap/1214950210 Published online by Cambridge University Press


https://doi.org/10.1239/aap/1214950210

Exponential utility indifference valuation with stochastic correlation 421

(In other words, o is uniformly both bounded and elliptic.) The processes
W:=W+fxds and 17:=Y+/Rde

are Brownian motions under the minimal martingale measure P given by

dp
——¢ /xdw .
dP 0T

All other definitions and model assumptions of Subsections 2.1 and 3.1 can be easily translated
to this setting and we do not detail this. The multidimensional version of Theorem 1 then reads
as follows.

Theorem 4. Under the above assumptions, let min EV(R; RST) and max EV (R, R;'—), which
is equal to spectral radius (R; _RST) denote the smallest and largest eigenvalues of R; R;'—,
respectively, and define §, and 8; by

1 - 1
inf - - , 8; := sup (38)
selt,T] ||1 — min EV(RARA NI selt,T] 11—
Then there exists a $;-measurable random variable 8? with values in [3,, 81 such that
~V (@) = Eplexp(B)* | #)@)’),_5,, (39)

for almost all w € Q2.

Outline of the proof. This goes similarly to Theorem 1 via analogues of Propositions 1 and 2,
and we only point out where significant changes occur. The analogue to (20) is, fort <s < T,

1
zZ® =S exp(E/ (1y — SR &> + 8¢ (81 — RyR)) — I)Cy)dy> (40)
t

with M® = &([ 8¢ dY — [ & dW) as in (19) and ¢; := Eglexp(B/8) | #] as in (17). In
(40) I denotes the (n x n)-identity matrix. As in the proof of Proposition 1, the key point is
that the integrand in (40) with § := 8 is nonnegative for every 7 € A, To see this, we must
prove that &; (I — R, RT) — I is positive semidefinite or, equivalently, that all its elgenvalues
are nonnegative. But if « is such an eigenvalue then 1 — (« + 1)/, is an eigenvalue of R, R
this implies that 1 — (o + 1)/8; < 1 — 1/8, by (38) and, hence, o > 0.

For the analogue of Proposition 2, we define, fort <s < T,

= 8, R &+ /8,87 (1 —8,(I - RARTNE(1,0,....0)T, (@41)

where ¢ is now determined as in (17) and (18) with § := §, and (1, 0, ..., 0) € R™. Using (38)
and a similar reasoning as above, we see that the expression under the square root in (41) is
nonnegative, and (40) simplifies to

Z8) =M™ <5<,

forr =n*and§ =§, asin (24) As in the proof of Proposition 2, we can show that M @) js
a (G, P)- martingale and that #* € A;.

Finally, (39) is proved from the analogues of Propositions 1 and 2 similarly as in the two-
dimensional case. This concludes the proof outline.
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Using Theorem 4, we can of course also obtain results like Theorems 2 and 3 in the
multidimensional case. We refrain from giving details because the procedure goes essentially
along the same lines as in Section 4. However, we emphasize that it is important to assume that
the rank of the volatility matrix o equals the dimension m of W. (In particular, we typically
want at least m risky assets.) This condition, implied by the assumption that o is invertible, is
required to show that the sets A; and A, fit together; compare (ii) in the proofs of Theorems 2
and 3.
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