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ISOMETRIC IMAGES OF C* ALGEBRAS 

BY 

D O N A L P. O ' D O N O V A N A N D K E N N E T H R. D A V I D S O N ! 

ABSTRACT. It is shown that if the isometric image of a linear 
subspace of Hilbert space operators is irreducible in a strong sense, 
then the isometry is either a multiplicative or anti-multiplicative 
map, possibly followed by multiplication by a unitary. 

1. Introduction. We investigate the structure of isometric images of sets of 
operators. Elementary examples show that some condition on the irreducibility 
of the image is necessary to get a good structure theory. 

Let ^ be a separable Hilbert space, and let %(%€) and £(W) denote the 
compact and bounded linear operators in %C, respectively. Recently, Hopen-
wasser and Plastiras proved: 

LEMMA [6]. Let <f> : 3%(%€)—>££(3%) be a linear isometry with property 

(I4) For all x, y in W, sup |(<M*Ox, y)l =IMI • ||y||. 
HK|| = 1 

Then 4> has a unique extension to an isometry of ££(%€) into itself. • 

If $ is any ideal in a C* algebra M, and if </> is a * preserving multiplicative 
or anti-multiplicative map of 3 into !£(%€), then there is a standard method for 
uniquely extending <p to a multiplicative or anti-multiplicative map on all of si. 
See, for example [1, Sect. 1.3]. We show that it is exactly this situation which 
occurs in the lemma above. Our theorem is considerably stronger, but it was 
the above considerations which led to our results, so we give them pride of 
place. 

THEOREM 1.1. Let su be any subspace of operators on df£ which contains %(%€). 
Let <fi be a linear isometry of si into !£($€) with property 

(I4) sup{|WA)x,y)|:A€^,| |A||=l} = ||x||-||y|| 

for all x, y e 26. Then (f> is the restriction of either a *- automorphism or a *-anti-
automorphism of ££(%€), followed by multiplication by a unitary. • 
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Before proceeding with the proof, we wish to indicate the place that this 
theorem occupies in a historical string of such theorems. The first result of this 
type was: 

THEOREM (Banach-Stone, 1930's). Let X and Y be compact Hausdorff spaces. 
Let cf> be a linear isometry of C(X) onto C(Y). Then there is a multiplicative 
*-preserving map x °f C(X) onto C(Y), and a function h in C(Y) with \h\ = l 
such that <£(/) = h • x(f) for all f in C(X). • 

The next result seems to be 

THEOREM [7] (Kadison, 1951). Let si and 0b be unital C* algebras. Let cf>be a 
linear isometry of si onto 38. Then (f)(1) is a unitary operator, and there is a 
*-preserving map x which is multiplicative on powers such that <t>(A) = 
(f)(1) • x(A) for all Ainsi. • 

The proof of this theorem uses a characterization of the extreme points of 
the unit ball of a C* algebra. To use this, it is essential that 4>(si) be a C* 
algebra. It is the lack of this that makes the proof of our theorem difficult. It is 
to compensate for this lack that we must suppose that si contains the compact 
operators. 

Using the notions of Class 0 and Class 1 positive linear maps, it was shown: 

THEOREM [9] (Stôrmer, 1963). Let si and 0b be C* algebras. Let <f> be a * 
preserving linear map of si onto 0b which is multiplicative on powers. Then for 
any irreducible representation TT of 0b, ir°<\) is a *-homomorphism or a *-anti-
isomorphism. 

Putting the results of Kadison and Stôrmer together, one has 

THEOREM. Let si be a unital C* algebra, and let <f>be a linear isometry of si 
onto a unital irreducible C* algebra 0b. Then there is a *-isomorphism or 
*-anti-isomorphism xofsi onto 0b such that 4>(A) = (f)(1) • x(A) for all A in si. 

To see how our theorem relates to this, we recall that a C* algebra 0b 
contained in ££(df€) is irreducible if and only if any of the following conditions 
hold. 
(10 TB=BT for all B in 38 implies T = \I. 
(12) span 0bx=W for all x^O in W. 
(13) span 0bx = X for all x^O in 98f. 
(14) sup{|(£x, y)| : ||B|| = 1, B e 38} = ||x|| • ||y|| for x, y in 3fc 
The equivalence of Iu I2 and I3 is well-known [cf. 2, Prop. 2.3.1 and Cor. 
2.8.4]. The equivalence of I4 follows from Kaplansky's density theorem. 

If 38 is not an algebra, as in our theorem, then these conditions are no longer 
equivalent. The strongest condition (I4) appears to be necessary for our 
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purposes. Some further discussion of this point is included at the conclusion of 

this paper. 
Finally, for completeness, we should mention some similar results. In 1972, 

Paterson and Sinclair [8] showed that unital is not needed in the hypotheses of 
Kadison's theorem. And: 

THEOREM [5] (Harris, 1969). Let <f> be a linear isometry of a power algebra sd 
onto a power algebra 3ft with 4>(I)* belonging to Sft. Then 4>(I) is unitary and 
<J>(A) = <KJ) ' X(A) where *(A2) = *(A)2 and x(A*) = *(A)* w^en A and A * 
belong to sd. (A power algebra is a unital subspace of i£(df€) closed under 
squaring.) • 

The Theorem 1.1 is originally due to the first author. Substantial simplifica­
tions in the proof are due to the second author. 

2. The proof. Our strategy will be to prove that when P is a rank one partial 
isometry, then 4>(P) is also a rank one partial isometry. The rest will follow 
fairly easily. 

LEMMA 2.1. Let {e, /} be an orthonormal basis for the domain of a rank two 
operator A. Let Ae = u and Af = v. Then 

! |A | |=^[ | |u |P + ||U||2 + {(||M||2-||U||2)2 + 4|(M ,U)|2}1 /2]"2 

s[tnax{l|M | | , | |t;r + l(M,«)|2]1/4. 

Proof. Compute 

L(u,v) \\v\\2 J 

The rest is routine. • 

COROLLARY 2.1. Let {e, /} be orthonormal and let A be any operator with 
\\A\\^l.LetAe = u,Af = v, and suppose \\u\\2 ^ I - e2. Then \(u, u)|<V2£. • 

If P is a partial isometry, write D = DP=P*P and R=RP=PP*. If Q is a 
projection, let Q 1 denote I — Q. 

LEMMA 2.2. Let P be a finite rank partial isometry. Let 0 < e < 1, and let u be 
a unit vector such that ||c/>(P)w||2^l — e2. Suppose A belongs to sd, \\A\\ = 1, and 
A = R±AD±. Then 

(i) U(A)u\\<e. 
(ii) \(4>(A)w, 4>(P)u)\<5e'for all unit vectors w in %£. 
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Proof. 

1 = sup ||P + ÀA||2i= sup U(P)u + k(t>(A)u\\2 

| X | * 1 |X| = 1 

= ||c/>(P)w||2 + ||c/>(A)w||2 + 2 U(A)u, <f>(P)u)\ 

Hence | |^(A)u| |<6 and \(<t>(A)u, cf>(P)u)\<£2/2. 
First suppose w is orthogonal to u. Let B be the norm one operator 

<f>(P+A). Then 

\\Bu\\2>\(Bu, cf>(P)u)\^(U(P)u\\2-U(A)u, ct>(P)u)\)2 

> ( l - 3 e 2 / 2 ) 2 > l - 3 e 2 . 

By Corollary 2.1, |(<KP)w,<MP)w)|<V2e a n d 

V6e >|(Bu, BW) | = | ( * ( P ) I I , cf>(P)w) + (c/)(P)w, 4>(A)w) + (4>(A)u9 Bw)\ 

Hence | ( 0 (P)M, c/)(A)w|<V6e + V2e + 8 <2\/6e 
In general, write w = cu + sw where t> is orthogonal to u and |c|2 + | s | 2 = l . 

Then 

|(cMA)w,<MP)u)|<|c|2V68+N s2 /2<(24824-e4 /4)1 / 2<5e. D 

COROLLARY 2.2. Suppose P is a finite rank partial isometry in si and 
||<MP)w|H|w|| = l . Then for all A=R±AD± in si, <f>(A)u=0 and 
(<MA)w, <t>(P)u) = 0 for all w in 9K D 

LEMMA 2.3. Let Pt and P2 be finite rank partial isometries with domain and 
range projections DX,D2 and Ru R2 respectively such that D1D2 = 0 = RxR2. 
Suppose ut are unit vectors such that ^(PiMll 2 —1~£2 , 0 < e < l . Then there is 
an operator A = R1AD2

Jt R2ADX of norm one such that 

|(c/>(A)u1,c/>(P2)u2)|^ 1-138. 

Proof. By Lemma 2.2, ||<£>(Pimi<£ for i=£j. By (I4), we can choose B in 
si of norm one so that \(4>(B)ul7 <t>(P2)u2)\>l-e. Again by 2.2, we 
have ||<J>(l*tBDt)wi||<e and \(<f)(R1BD1)u1,<t>(P2)u2)\<5£. So let Bt = 
B-RiBDf-RiBD^R^Dt + RfBD^ We find that P J I ^ I and 
\MBJu!, <t>(PM\> 1-7s. 

Again by Lemma 2.2, ^{R^^D^u^ ^(P^u^^UiR^^^u^e 
and \(<t>(R2-B1D^)u1,<t)(P2)u2)\<5E. So let A=B1-R2

LB1D2
L~R2B1D2 = 

^BD-L + R^D* Then | |A| |<1 and \(<j>(A)ul9 c/)(P2)w2 |>l-13e. D 

COROLLARY 2.3. Let P1? P 2 be orthogonal finite rank partial isometries. Sup­
pose there are unit vectors ut such that ^ ( P ^ i ^ U ^ l . Then u±l.u2, </>CPi)wi-L 
cf)(P2)u2, and there exists an operator A = RXAD2 + R2ADX of norm one such 
that 4>(A)ux = 4>{P2)u2. 
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Proof. A simple compactness argument and Lemma 2.3 gives an operator A 
of norm one with (<f)(A)uu <f){P2)u2) = 1- Since ||c/>(A)|| = 1, we must have 
4>(A)u1 = 4>(P2)u2. Corollary 2.2 shows that <£>(Pi)ty are orthogonal. It also 
implies that 

<KPi)*<!>(Pj)ui = 8iiui for i = 1,2, j = 1,2. 

Finally, Corollary 2.1 applied to <£(Pi + P2)* and the vectors <t>(Pi)Ui shows that 
ux is orthogonal to u2. • 

LEMMA 2.4. Let Pbe a finite rank partial isometry. Then 4>(P) attains its norm, 
and the norm is bounded away from one on the complement of a finite 
dimensional space. 

Proof. We know that ||<£(P)||=1. The lemma is false only if there is an 
orthonormal set {14, i > l } such that lim||c/>(P)ty|| = 1. Choose a finite rank 
partial isometry Q orthogonal to P. Choose a unit vector v so that | |</>(Q)D||2> 

0.995. By Lemma 2.3, there are norm one operators At = RPAiDQ + RQAiDP 

such that \(4>(Ai)Ui, <f)(Q)v)\>0.05. But At lie in a compact set of operators 
and ty tend weakly to zero. Thus lim |(<£(A)Wi, </>(Q)u)| = 0- This contradiction 
establishes the lemma. • 

LEMMA 2.5. Let P be a finite rank partial isometry, and let M be the finite 
dimensional subspace on which <f>(P) achieves its norm. Suppose A belongs to M 
such that RAD = 0. If u belongs to M and v belongs to <f)(P)J/t, then 
(<t>(A)u,v) = 0. 

Proof. Corollary 2.2 establishing the lemma for A = R±AD±. 
Consider A = R±AD. To simplify notation, replace c/> by U • <f> where U is 

any unitary extending (4>(P) U)*. This allows us to suppose <£(P) \M = I U- Let 
B be the compression of 4>(A) to M, and let |8=||B||. The numerical radius 
theorem [3, pg. 114] gives sup | M = 1 |(Bm, m) |> i | |B | | = è|3. So for t>0, |A| = 1, 
a n d | | A | | = l , 

t 2 + l = sup ||tP + AA||2>sup \\tI + XB\\2. 

> sup |(rJ + ABx, x)\2 

| | x | | = l , | X | = l 

^ ( r + èiS)2 = t2 + /3t + p2 /4 

Letting t tend to infinity, we get |8 = 0. Hence (<f)(R±AD)u,v) = 0. 
Similarly, (^(RAD^u, v) = 0. • 

COROLLARY 2.5. If P is a rank one partial isometry, then <t>(P) attains its norm 
only on a one dimensional space. 
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Proof. Suppose u and v are orthonormal vectors such that ||<£>(P)u|| = 
||<MP)u|| = 1. B y (h\ t n e r e is an operator A in M such that (<j)(A)u, <f>(P)v) f 0. 
By Lemma 2.5, it follows that (cf)(RAD)u, <t>(P)v) + 0. But RAD = XP since P 
is rank one. By Corollary 2.1, ||c/>(P)||>l which is impossible. • 

LEMMA 2.6. If P t is a rank one partial isometry, then so is <f>(Pi). 

Proof. Let u1 and v1 be unit vectors such that <f>(P1)u1 = vl. Suppose u is 
orthogonal to u b yet 4>(Px)u = v^0. By Corollary 2.1, v is orthogonal to u^ 
As in the proof of Lemma 2.3, there is an operator A = RfADx + RxADi of 
norm at most one with ^ ( A ) ^ , v)\>(l — e) \\v\\, where s > 0 will be fixed but 
arbitrary. To see this, use (I4) to obtain a norm one operator JB with 
| (^ (B)w, i ; ) |> ( l -e ) |H | . By Lemma 2.2, ^(RfBDf)^ = 0. Also, R1BD1 is a 
multiple of Pu so (^(R^D^u^ v) - 0. Thus A - RfBDx + RxBDf will suffice. 

Let i/ = <£(A)u1. By Lemma 2.5, v' is orthogonal to t^. Also 

KcMPO", t/)| - Ifc *(A)Ml)| > (i - e) Ml ̂  ll̂ ll 

if £ < | . 

Let P 2 be the rank one partial isometry orthogonal to Px with domain equal 
to the initial space of RxADf and range equal to the range of RfAD^. Should 
RxADf = 09 any domain in r>\%t is allowed. Similarly, if R^ADl = 0, any 
range in R\W is acceptable. Let eh fh i = 1, 2 be the unit vectors in the initial 
and final spaces of Ph respectively, such that P ^ = ft. Let u2, V2 be unit vectors 
such that </>(P2)n2

 = u2- By Corollaries 2.2 and 2.3, we have ux_Lu2, vx±.v2, and 
</>(Pi)wr-=0 for i ^ j . By Lemma 2.5, v=4>(Pi)u is orthogonal to u2. Thus 
v' = <l)(A)ui is "almost" orthogonal to v2. Quantitatively, 

\(v',v2)\
2^\\vT-\(v',vl\\v\\)\2^l-(l-e)2<2e. 

Now we choose a unit vector w3 extending {wl5 w2} to an orthonormal basis of 
span{u1? w2, w}; and a unit vector v3 extending {vu v2} to an orthonormal basis 
of spanji^, u2, i/}. By Corollaries 2.1 and 2.2, <t>(Pi)u3 are orthogonal to 
spanj^!, v2}. By Lemma 2.5, (4>(A)uh Vi) = Q for i = 1 and 2. 

We collect this information in matrix form. P l 5 P 2 and A map span{e1? e2} to 
span{/!,/2} and with respect to these bases, they have matrices: 

/ l 0\ n /0 0\ J A /0 a\ 

Since 1 = ||A|| = max{|a|, |b|}, with no real loss we may suppose b = 1 and |a| < 1. 

So A = ( 1. (The case |a| = 1 is similar.) 

Let Q and R be the projections onto spanji^, u2, ^3} and span{ul5 u2, u3} 
respectively. Let ijj(B) = Q(f)(B)R be the compression of cf> to this range and 
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domain. With respect to the given orthonormal bases, one gets the matrices: 

/ l 0 Ov / 0 0 0\ 

iKPx) = 1 0 0 0 ) , ifr(P2)= 0 1 0 ) , 

\0 0 a / \ 0 0 13/ 

The construction guarantees that 

|a | = UiPJui, v3)\ > |«>(P iK v3)\ > | f e t/) | ̂  IMI 

and 

Now for |A| = 1, \\\Pl + A-a\P2\\= ( _ a - ) U V 2 , and ^ is norm de­

creasing, so for T = i//(AP1 + A—aAP2), 

V2 = 
'A. P_ q 
x —aÀ r 

.y z s + aÀ — afiK. 
-\m\ 

+ ( l - e ) 2 ) > l - £ . 

Apply Corollary 2.1 to B = T/V2, Uj and u3. 

||BMl||
2 = è(l + |x|2 + | y | 2 ) -è ( l -

Thus |(Bw1,Bw3)|<(28)1/2. However, 

\(BuuBu3)\=^\(xr + ys) + k(q-y^) + k(yâ)\ 

We can choose the argument of À so that \(Bul9 Bu3)\>^\ya\. Hence 
^ | | i ; | |< |a |<2(2e)1 / 2( l —e) -1 . Now letting e tend to zero, we get v=0 con­
tradicting the original hypothesis. • 

Proof of Theorem 1.1. Fix an orthonormal basis {en ; n > 1} for dtf. Let Pn be 
the rank one orthogonal projections onto Cen. By Lemma 2.6 and Corollary 
2.3, 4>(Pn) are pairwise orthogonal rank one partial isometries. Let U = 
Xn=i <t>(Pn)- "This converges in the strong operator topology to a partial 
isometry U. Suppose P is a rank one orthogonal projection dominated by 
On =Yk=i Pk- Since <f>(P) is a rank one partial isometry, there are unit vectors 
u and v so that (f>(P)u = v. By Lemma 2.5, cj>(Qn)u = cf)(PQnP)u = v. So the 
rank n partial isometry <t>(Qn) attains its norm at u and thus U*<fi(P) is a 
projection dominated by 1/*<£(QM). In particular, the range of <£(P) *s c o n ~ 
tained in the range of U. 

The linear span of all projections dominated by some Qn is dense in %($€). 
We choose unit vectors ul9 v1 so that <t>(P1)u1 = v1. We can conclude that 
c£(K)wi belongs to the range of U for all compact K. By Corollary 2.2, 4>{A)ux 

belongs to the range of U for all A in M. By (J4), U must be surjective. 
Similarly, if u is orthogonal to the domain of U, <\>{A)u is orthogonal to the 
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range of U and thus is zero. Again by (J4), we conclude u =0 and thus U is 
unitary. 

Let IJJ(A) = U*(f)(A) for A in si. Then i//(Pn)
 a r e a spanning, orthonormal 

family of rank one projections. Standard arguments show that the restriction of 
ifj to jfC{W) is either of the form ip(K) = V*KV for some unitary V or the real 
transpose of such a map i//(K) = V*K* V. However, we do not have a conve­
nient reference so the details are included. 

First, let W be a unitary taking the range of each Pn onto the range of ip(Pn). 
Replace ip by i^(A) = W*i//(A)W. Thus we have that iK(Pn) =P n . Let Emn be 
the rank one partial isometry taking em to en. 

Every rank one operator is a scalar multiple of a partial isometry, and thus 
by Lemma 2.6, ijj1 takes it to a rank one operator. In particular, Fmn = i/f1(Emn) 
is a rank one partial isometry. By Lemma 2.5, Fmn acts on the span of {em, ^ j . 
Since P m ± F m n and Pn±Fmn are all rank one, a simple calculation shows that 
Fmn equals XmnErnn or ÀmnJEnm for some constant Amn of modulus one. If 
i/fiCEi2) = À12E21, replace I(J1 by its real transpose. So, without loss of general­
ity, ^ I ( £ , I 2 ) = A.12JE12. Then because F 1 2 + F l n is rank one, so is A12F12 + F l n 

and thus F l n = A l n E l n . Finally, E l n + £ n i n is rank one and i//1(F l n+Emn) = 

A l n ^ l n "• ^ m m ^O Pyrin / V n n x l m n . 

Next, consider the span{e1? em, en}. The operator 

G = l l 1 1 

\ 1 1 1/ 

is rank one, and hence so is 

( 1 Alm AlrA 

Km 1 Amn . 

Anl Anm 1 / 

Hence Anm = Amn and Amn = AlmAln. 

Let V be the unitary operator which takes en to Alnen. Set i//2(A) = V*^x(A) V. 
It is easily seen from the relations above that i^2(£mn) = Emn. The span of {Emn} 
is dense in 3K(2?) and i//2 is linear, so {jj2(K) = K for all compact operators. 

Lastly, let A belong to si and w and u belong to Ht. Let P and Q be the rank 
one projections onto the span of u and v respectively. By Lemma 2.5, 

(ife(A)u, u) = (i//2(QAP)w, u) = (QAPw, v) = (Au, u). 

Hence ife(A) = A. D 

COROLLARY 2.7. Let <f> be a unital isometry of a subspace si containing 3fc(ffl) 
into £($€) which has irreducibility property (I4). Then <£ is unitarily implemented 
or <f) transpose (<£*) is unitarily implemented. • 
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3. Concluding remarks. Theorem 1.1 and the comments in the introduction 
raise several questions. Does this theorem remain valid if (74) is replaced by the 
apparently weaker conditions (I3) or (J2)? A review of the proof shows that the 
strong (Z4) hypothesis was used in a crucial way, so a new argument would be 
needed. One might ask if (I2) implies (I4) for isometric images of %($t). This 
doesn't hold in general, as the following example shows. 

Let [L be normalized Lebesgue measure on the unit circle S1. Let H2 be the 
Hardy space in L2(SA, jtx) and let 7} be the Toeplitz operator for f in LX(S\ JUL). 
The map taking LX(S\ n) into S£(ff) by <t>(f) = Tf is isometric [3]. Now 
3~'= {Tf} clearly has property (Ix). If g is a non-zero element of H2 , it is 
possible to find a sequence fn in Ve so that \\fng— 1||2 tends to zero; so that ST 
has property (J2). It fails to have property (J3) since {T f l : f eL x } is not all of 
H2. It also fails to have (I4). To see this, consider u = z and v = (z + z2)/V2. If 
Tfu =v, then / = z/V2 + l / V 2 + ^ = 2 anz

n. If <xn(/) denotes the nth Cesaro mean 
of /, [4], then |k ( / ) |U< | | / |U Hence 

ll/IU = II^Lc^lk2(ff)IU = l|l/>/2 + V2z/3|U 

> M z f ) ( l ) | = 5 / 3 V 2 . 

Hence sup{|(TfK, u)|: H / I ^ ^ l } ^ < 1 . 

This example does not answer the following question: Is every unital 
isometry of a C* algebra with property (J4) either multiplicative or anti-
multiplicative? 
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