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REMARKS TO THE UNIQUENESS PROBLEM OF

MEROMORPHIC MAPS INTO PN(C), III

HIROTAKA FUJIMOTO

§ 1. Introduction

In the previous papers [3], [4], [5] the author gave some results on the
uniqueness of meromorphic maps of Cn into the iV-dimensional complex
protective space PN(C) which have the pre-assigned inverse images for
some hyperplanes in PN(C). Relating to these results, we attempt in this
paper to generalize the following Cartan-Nevanlinna's theorem to the case
of meromorphic maps into PN(C).

THEOREM ([2], [6]). // three non-constant meromorphic functions φ, ψ9 χ
on C have the same inverse images with multiplicities counted for three
distinct values, then φ = ψ, ψ = χ or χ = φ.

Let us consider N + 2 hyperplanes Hu ,HN+2 in PN(C) located in
general position and N + 2 divisors vu ,vN+2 whose supports have no
common irreducible components. Our purpose is to study the set 3F of
all meromorphic maps / of Cn into PN(C) such that the pull-backs v(f, Hj)
of the divisors (H,) on PN(C) by / are equal to v5 (1 <: j ^ N + 2). The
main result is stated as follows:

The set ̂  cannot contain more than N + 1 algebraically independent
maps (c.f., Definition 2.1).

It is possible for IF to contain N + 1 distinct maps. For example,
taking N2 + N algebraically independent nowhere zero entire functions
τfj(l^ί^N9l^j^N+ϊ) and putting

k = l, -9N

for each j = 1, 2, , N + 1, we define N + 1 meromorphic maps /*: Cn
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7 2 HIROTAKA FUJIMOTO

-» PN(C) (O^i^N) as

/ = kχ\ «2: *. kN+ι

and

f = ηik,: # 2 : : ηι

N+1kN+x (1 ^ i ^ 2V) .

It is easily seen that they satisfy the condition

v{f\ Hj) = v(f\ Hj) = = v(Γ, H3) (

for hyperplanes Hs = {wj = 0} (1 ^ j <; iV + 1) and JEZ^+2 = {^ + + wN+ί

= 0} in PN(C), where wx: w2: : wN+1 is a system of homogeneous coordi-

nates on PN(C).

On the other hand, if the number of given hyperplanes is N + 1, &

is very large. In fact, for the above hyperplanes Hj (1 <^j <L N + 1) and

divisors vs (1 ^ jf ^ iV + 1) on C n with no common irreducible components,

if we take entire functions kj whose zeros define divisors vj9 the set of

meromorphic maps / with v(f, Hj) = vά (1 ^ j ^ N + 1) consists of maps

where gu -9gN+ι are arbitrary entire functions.

We shall give in § 2 the precise formulation of the above-mentioned

main result and its proof. In the process of the proof, we need a basic

lemma (Lemma 2.9). It will be proved in § 3.

§2. Main Theorem

We recall first some notations and terminology in the previous papers.

For a non-zero holomorphic function / on a domain D in Cn, an integer-

valued function vf on D is defined as

vf(a) = min {m; Pm(u) =έ 0}

for each point a = (au , an) in D if / is expanded as convergent series

f{uγ + au , un + a n ) = Σ Pm(uu - - , u n )

around α, where Pm(u) is identically zero or a homogeneous polynomial

of degree m. An integer-valued function y o n a domain D in C n is called

to be a divisor on D if it can be written
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MEROMORPHIC MAPS 73-

with non-zero holomorphic functions g and h on a neighborhood of each

point in D. For a divisor v o n ΰ the set

is an analytic set in D, which we call the support of v.

Let / be a meromorphic map of Cn into PN(C). Taking homogeneous-

coordinates wx: w2: : wN+ί on PN(C) arbitrarily, we can write

/ = /l /2 ' ' ' IN + I

with holomorphic functions fl9 -9fN+ι on Cwsuch that

codim [z e C*\fx(z) = • = /*+1(*) = 0} ^ 2 .

In the followings, such a representation will be called a reduced represen-

tation of /. Take a hyperplane

H: axwx + a2w2 + + aN+1wN+1 = 0

in PN(C) with f(Cn) <£ H. With the use of a holomorphic function

F:=a% + a % + ... + aN+1fN+ι ,

we define a divisor,

on Cπ, which is determined independently of any choice of homogeneous

coordinates and reduced representations.

To state Main Theorem, we give another definition.

DEFINITION 2.1. Meromorphic maps /*, •••,/* of Cn into PN{C) are

called to be algebraically independent if the image of a meromorphic map

f X f X .-. χfk:Cn-+ PN(C)k:= PN{C) x x PN(C) (k times)

is not included in any proper algebraic subset of PN(C)k, where f1 X •

X fk is a meromorphic map defined by (jf1 X X fk)(z) = (Z1^), , /*(z)}

for generic points 2 in Cn.

Now, we give

MAIN THEOREM. Let Hu ,HN+2 be hyperplanes in general position

in PN(C) and vu -,vN+2 be divisors whose supports have no common ir-

reducible components. Consider the set ίF of all meromorphic maps f of
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Cn into PN(C) such that f(Cn) <£ H5 and vs = v(f, Hj) for j = 1,2, , iV+2.

If !F contains N + 1 algebraically independent maps f\ -,fN+\ then !F

contains no element other than f\ -,fN+ί.

Remark. In the case N = 1, \ϊF ^ 2 by the H. Cartan's theorem

stated in § 1, where %!F denotes the number of elements of !F. The au-

thor does not know even in the case N = 2 whether #SF < oo or not.

For the proof of Main Theorem, we suppose that IF contains alge-

braically independent maps f\ -' ,fN+1. Our aim is to show that any

element in J^, say fN+2

9 is necessarily equal to one of f\f2, -,fN+ί.

Choose homogeneous coordinates wx :w2: - : wN+1 on PN(C) such that

Hjiw^O (l£j£N+l)

HN+2: wx + w2 + + wN+ί = 0

for given hyperplanes iϊ; (1 ̂  j ̂  iV + 2) in general position and take

reduced representations

(2.3) / ϊ = / ϊ : / S : :A + i

for i = 1, 2, , N + 2. For each vό (1 ̂  j £ N + 2) we can find a non-

zero holomorphic function k5 on Cn such that yfcy = v5. By the assumption

v(/, Hj) = v3i there are non-zero holomorphic functions h) (1 <i,j <N+ 2)

on C n such that

(24) / 5 ' = ^ ( 1 ~ l ~ N + 2 > X - 7 - ^ + 1 }

/! + + Λ + i = ^ + 2 ^ + 1 (1 ̂  ί ̂  N+ 2) .

We may choose here, instead of (2.3), other reduced representations

r = hψt: hψ2: : Λ«A+1 (1 ̂  i ̂  iV+ 2)

for arbitrary nowhere zero holomorphic functions hι on C\ This means

that Λj may be replaced by hj/h*. On the other hand, we may use,

instead of the above kh hjkά for arbitrary nowhere zero holomorphic func-

tions hj on Cn. Therefore, h) may be changed with h)lhj.

The identities (2.4) can be rewritten as

(2.5) h\h + htk2 + + h*N+1kN+ι = h]?+2kN+2 (l^i^N+2).

By eliminating ku , fe^+2 from these identities, we obtain

(2.6) det (ΛJ; 1 ̂  ί, j ̂  2V + 2) = 0 .
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As in the previous papers, we consider the multiplicative group H*

of all nowhere zero holomorphic functions on C" and the factor group

G:= H*/C*, where C * : = C - {0} is the subgroup of H* consisting of all

non-zero constant functions. We denote by [A] the class in G containing

an element h e H* and A ~ h! if [A] = [A'] for A, h! e H*.

For our purpose, we need the following E. BoreΓs theorem and its

consequence.

THEOREM 2.7 ([1]). If hu , hp e H* satisfy an identity

K + A2 + + hp = 0 ,

then, for any hi9 there exists some h5 (i φ j) with ht ~ hj9 namely, hjhj

= const

THEOREM 2.8 ([3], Proposition 4.5). Let hl9 , A, be in # * . If [AJ,

• , [ht] are linearly independent over Z, then hu , ht are algebraically

independent, i.e., there is no non-zero polynomial P(uu , ut) with P(hu

•-,ht) = 0.

Now, let us consider arbitrary two square matrices 3? = (hj) and C%*

= (klj) of degree N + 2 with components in H*. We shall call 3tf and JΓ

to be equivalent if JΓ can be obtained by the following transformations;

( i ) multiplying a row or a column of ^ by a common element in

H*,

(ii) interchanging two rows or two columns,

(iii) repeating these transformations (i), (ii) finitely many times.

For a given X = (AJ) (h) e H*)9 we shall call X = (fή) (k) e H *) an admis-

sible representation of Jf if Jf is equivalent to X and ^ + 2 = k*f+2 = 1

(1 <^i,j<:N+ 2). Evidently, any matrix (A}) (A} 6 H*) has an admissible

representation. Though admissible representations of Jti? = (Ay) are not

unique,

{{[*}]; 1 ̂  i, j £ N + 2}}z = {{[kf\; l^hJ^N+ 2}}z .

if j f = (fe*) and £ = (Ij) are both admissible representations of Jf, where

{{[*J]}}z denotes the subgroup of G generated by [fή] over Z. For a ma-

trix Jf = (A}) (Ay e H*), taking an admissible representation X = (Ay) of

^ , we define

* * ) : = « ( * } ) : = rank
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We give here a lemma which is basic in the proof of Main Theorem.

LEMMA 2.9. Let 34? = (fή; 1 <L i, j <ί N + 2) be a matrix with compo-

nents in H* and assume that det Jf = 0. Then,

(i) t(J?)^N2 + N,

(ii) t(Jf) — N2 + N only when two rows or two columns of 2tf are

equal.

For a while, we accept Lemma 2.9 without proof, which will be proved

in the next section.

We continue the proof of Main Theorem. Let us study the matrix

2tf = (h); 1 <^ i,j <I N + 2) consisting of the functions h) satisfying the

condition (2.4). Here, it may be assumed that h%+2 = hf+2 = 1 for ij = 1,

2, , N + 2 by suitable choices of indices i, j , reduced representations

of /* and functions k5 with vhj = vό. And, it holds that

(2.10) det (hi, , h)_l9 h)+1, , Λ^+1; l ^ ί ^ i V + l ) ^ 0

for each j = 1, 2, , N + 2. In fact, if not,

det(/ϊ, , /}-i,/}+i, ,Λ+i,/ϊ + + fUil l £ i ^

= 0 ,

which contradicts the assumption that f\ ,fN+1 are algebraically inde-

pendent.

Take functions ηl9 — 9ηt i n ^ * such that fo], , [̂ t] give a basis of

}]; l<,i,j <, N + 2}}z, where ί = t(Jf). Each AJ has a representation

where ci5eC* and '̂̂  e Z. Consider rational functions

(2.11) φ)(u) = C < i ι ^ αfί/

of variables u = (uu , ut) and homogeneous linear equations

(2.12) φli^w, + + <PN+I(U)WN+I = <PN+*(u)wN+i (l^i^N+2)

with coeflBicients in the field of rational functions of uu - , ut and N + 2

unknowns i^, , wN+2. We have here by (2.10)

Φj(u):= (-ly-'
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because τju , ηt are algebraically independent by virtue of Theorem 2.8.

A solution of the equation (2.12) is given by

WN+2 = -ΦN+2(Ui, • • ' , Ut)

and any other solution is obtained from them by common multiplications

of a non-zero rational function. Put

(2.13) W)(uu -',ut):= φ'jfa , ut)Φό{uu , ut)

for i = 1, 2, , N + 2 and j = 1, 2, , N + 1. For each i, multiplying

Φl> •> ^ir+i by a common function and introducing a new variable u ί+1,

we can construct homogeneous polynomials Ψ\{uu , ut+1), , ̂ Ir+iiw!,

• , wί+i) of the same degree such that

Let us consider a rational map Ψ: P^C)-+PN(C)N+2 such that

(2.14) W(u) = {Ψ\(ύ): : 3^+1(S), , rf+2(w): . . . : ^ : ϊ ( β ) )

for each ύ = i^: : ut: ut+ι in P*(C) except a nowhere dense algebraic

set

UfΛ2 {s e p\cy, ψ\(ύ) = . . . = n+ 1(ώ) = o}.

The image W=W(Pι(C)) is an algebraic subvariety of PN(C)N+2 with

dim VF^ t Substitute ux ~ ηu > - - ,ut = ηt in (2.12). The equations (2.12)

become

h i w , + h \ w 2 + + h % + 1 w N + 1 = W N + 2 w N + 2 ( l £ i ^ N + 2)

and Wi = Ai, , îv+2 = kN+z satisfy these equations because of (2.5). We

have therefore

kx\ k2: : kN+2 = ΦX^, , %): : -ΦN+2(Vu •••,%)-

And, by (2.13),

— / l ' ' / JV+1
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for each i = 1, 2, , N + 2. We can conclude from (2.14)

W(Vl: : Vt: 1) = (/}: . ..:ft+ 1, ,/Γ 2,: :/JΉ

This means that

for a map η:= ηx\ η2: : ηt: 1 of Cn into P\C). Therefore, the image of
the map f X X /"+ 1: Cw -* P*(C)*+2 is included in W.

Let tf:P*(C)"+8-+P"(C)*+1 be the projection onto the first N+ 1
components. The image π(W) of W is an algebraic subset of PN(C)N+1

and

On the other hand, the image of f1 X X fN+1: Cn -> PN(C)N+ί is obviously
included in π(W) and it cannot be included in any proper subvariety of
PN(C)N+\ Therefore, dim π(W) = N2 + N £ t. We know t£ N2 + N by
Lemma 2.9, (i). In conclusion, t = N2 + N. In this case, by Lemma 2.9,
(ii), two rows or two columns of Jf = (ΛJ) are equal. If two rows are
equal, e.g., hj = hγ (1 ^ j <̂  iV + 2) for some distinct i1? ί2, then / f l = /ί2.
Since any two of f\ •• ,/w + 1 are not equal by the assumption, we can
conclude that fN+2 is equal to some /* (1 ^ i ^ N + 1). And, if two col-
umns are equal, then f)x = f%(l ^ ί ^ N + 2) for some jr\, jf2 with 1 ^ j Ί
< Λ ^ N + 1 or /} =/J + + A+i (1 ^ i ^ iV + 2) for some j with 1 ̂
^ iV + 1. In any case, /* themselves are algebraically degenerate. This
contradicts the assumption. We have thus Main Theorem.

§ 3. Proof of a basic lemma

We proceed to the proof of Lemma 2.9 stated in the previous section.
Let tf = (h): 1 ^ i,j £ N + 2) (h) e H*) and satisfy the condition

(3.1) det (h); 1 ^ ij ^ N + 2) = 0 .

The proof is given by the induction on N. For the case N — 1, we have
the more precise result.

LEMMA 3.2. Let 2/? = (h) 1 <; i, j ^ 3) {h) e i/*) satisfy the condition
det ^r = 0. Then,

(i) too rows or two columns of 2tf are mutually proportional or
(ii) hj/h% = const, for any i,j, k, I.
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This was given by H. Cartan ([2]). He proved the theorem stated in
§ 1 by the aid of this fact. To make our statements self-contained, we
describe here its proof and, in addition, the proof of the Cartan-
Nevanlinna's theorem.

Proof of Lemma 3.2. We study first the case that h\h{ ~ h}hJ

k, namely,
h\hiιh\hi = const, for some i,j, k, £ with i Φ j , k Φ i. It suffices to prove
Lemma 3.2 for an admissible representation of 2/F. So, we may put

(3.3) ^ = \hz h4 1 (hte H*)

and assume c:= h^eC*. By the assumption,

(c — I)/*! + h2 + hz — h2h3 — c = 0 .

Suppose that h2 ηL 1 and h3 */> 1. Then, by Theorem 2.7, we have necessarily
h2 ~ h3, since h2 ~ hx and h3 ~ hx even if we assume h2 ^ hz because h2

*/* h2h3, hz ^ h2hz. Moreover, h2h3 ~ 1 and so h\ ~ h2hz ~ 1. This is a con-
tradiction. We have therefore h2 ~ 1 or hz ~ 1. We examine the case
h2 ~ 1 only because the proof of the other case is similar. Put d: = h2.
Applying Theorem 2.7 to the identity

(c - 1)^ - (d - 1)Λ, + d - c = 0 ,

we see easily λ 1 ~ λ 8 ~ l o r c = d = l . In any case, we have Lemma 3.2.
Let us study next the case h\h{ ̂  h\h{ for any i,j, k, ί with iΦj,kΦS.

By the help of Theorem 2.7, for the first term h\h\h\ in the identity

h\h\h\ + h\h\h\ + h\h\h\ - h\h\h\ - h\h\h\ - h\h\h\ = 0 ,

there is some other term h)Jτ)Jτ)z with h\h\h\ ~ h)xh)Jτ)^ which cannot be
equal to the last three terms by the assumption. The same argument
remains valid for the terms h\h\h\ and h\h\h\. In conclusion,

and

h\h\h\ - h\h\h\ - h\h\h\

We may assume $? is written as (3.3). Then

hji^ •—h2 ~ hz , h2h3 ~ hx
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This implies

hx ~ (hA)2 ~ hi

and so hx ~ h% ~ hz ~ hk ~ 1. We get Lemma 3.2 in this case too.

Proof of the Cartan-Nevanlinna's theorem. Let φ, ψ, χ be non-constant

meromorphic functions on C and suppose that <p(z) — aί9 ψ(z) — ai9 χ(z) — at

have the same zeros with the same multiplicities for three distinct values

a5 (i = 1, 2, 3). Our aim is to show φ = ψ, ψ = χ or χ = φ. We may re-

gard φ, ψ, χ as holomorphic maps of C into P\C) and write aί — 0:l9 a2

= 1:0 and α3 = 1: — 1 with homogeneous coordinates on P\C). Take

reduced representations

φ = φί:φ2 , ψ = ψt: ψ2 , χ = χ,: χ2

and define

h\ = ΛJ = Λi = 1 ,

/,2 _ Ψ l 1,2 __ ^ 2 Z,2 _ ΨΊ + Ψ2

ψ\ ψ2 ψί + ψ2

l , l l
Pi ^2 Pi + ψ2

By the assumption, they are nowhere zero holomorphic functions on C

and det (ΛJ 1 <I ί, j ^ 3) = 0. So, we have the conclusion (i) or (ii) of

Lemma 3.2. In any case, we obtain easily the desired conclusion.

We go back to the proof of Lemma 2.9. Suppose that Lemma 2.9 is

true for matrices of degree ^ N + 1 and consider a matrix Jf = Qι)) of

degree N + 2 satisfying the condition (3.1), where N ^ 2. The group G

= £f*/C* is a torsionfree abelian group. For any η e if* and £ e Z — {0}

we can find some 3/ e H* such that (3/y = η. So, G is considered as a

vector space over Q. Suitable £ elements h% h%, , h% in {ΛJ; 1 <̂  i,

j ^N+2} give a basis of {{[Λ*,]}}Q, where t = t{h)) = dimQ {{[ΛJ]}}β. Then,

there are t functions ηί9 , ηt in H* such that [37J, , [ηt] are linearly

independent over Z and functions 7ι̂  can be written as

(3.4) h)\ = ψ

for s = 1, 2, , t and

(3.5) h\.
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for the other A* 's, where ίs are positive integers and cυ e C*, t\5 e Z.

Here, the choice of {iuju , it9jt} is not unique. We choose some and fix

them for a while. For the sake of convenience, we put I: = {(/, j): 1 <; j,

j^N+ 1}, It:= {(iuji), * , (h, h)}(<^I) and I2: = J - I,.

Consider rational functions of t independent variables u — (uu , ut)

φγs(u) = u£

s* (l<s£ t)

Ψ)(u) = cυup u$* ((i,j) e I2)

and <pit+2(u) = φf+2(u) = 1 (1 ̂  i, j £ N + 2). Substitute (3.4) and (3.5) into

the identity (3.1). Then, we have an identity

(3.6) det (φ)(u); 1 £ i,j ^ N + 2) = 0 ,

because J?!, - - -,ηt are algebraically independent.

Now, to prove Lemma 2.9, (i), assume that t ^ N2 + N + 1, Then,

#/2 = (iV+ I)2 - ί ^ (iV+ I)2 - (iV2 + iV+ 1) = N.

Accordingly, it is easily seen that there exists some j0 with l<£jQi£N+l

such that (i, j0) e Ix for any i — 1, 2, , JV + 1. Changing indices, we

may assume jQ = N + 1 and (iu jd = (1, iV + 1), , (iN+u jN+ί) = (N + 1,

JV + 1). Additionally, if I2 9̂  ̂ , we choose indices such that (JV + 1, JV) 6 J2.

(3.7) JV0:= UdJ) e I; 1 ̂  i,j ^ JV} ̂  JV2 - JV + 1 .

Indeed, NQ = (N+ 1)2> JV2 - JV + 1 in the case I2 = ̂  and JV0 ̂  ί - 2JV ^

JV2 — JV + 1 in the case 72 Φ Φ- Substitute ux = = uN = 1 and i^ = ηs

for s = iV + 1, , t into (3.6). We have then

(3.8) det (Λ5; ij = 1, 2, .. , JV, JV+ 2) = 0 ,

where AJ:= pj(l, , 1, ηN+u , ηt) 6 i^*. By the induction hypothesis,

ί(A}; i,i = 1, 2, , JV, JV+ 2) ̂  JV2 - JV.

However, we see easily JV0 ̂  tQi) i, j = 1, , JV, JV + 2). This contradicts

(3.7). We have thus Lemma 2.9, (i).

For the proof of Lemma 2.9, (ii), assume next t = JV2 + JV. We study

first

The case A. We can choose the above ii = {(iu jΊ), , (ίt, jt)} such

that there is at least one row or one column whose indices are all in ii.

By exchanging rows and columns and changing indices if necessary,

it may be assumed that
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{(1,N+ l),(2,iV+ 1), • • - , ( # + 1,N+ 1)} c I, .

Then, there is another column such that at most one of its indices is in

Z2. For, if not, N + 1 = #I2 ̂  2iV > iV + 1 because iV ̂  2. Without loss

of generality, it may be assumed that

and (N + 1, j0) e I2 for some jQ with 1 ̂  j 0 ̂  iV. Moreover, we choose

indices of us such that ψN+^ύ) — ul* for i = 1, 2, , N + 1 as before.

Putting &! = == u^ = 1 and us = ηs (N + 1 <* s <L t) in (3.6), we get

again (3.8). Since #{(i,j)e/, = N + 1} = N + 1 and #{(i,j)eI t;i = N

+ l9l£j^N}£N-l, t(J?) ^t-((N+l) + (N- 1)) = N2-N, where

^ = (hj; i, j = 1, 2, - , N, N + 2). On the other hand, t(J?) ^ N2 - N

by the induction hypothesis. So, £(«#) = N2 — N and, hence, two rows

or two columns in $ are equal. Since hft Φ hfy for any Ϊ\, /2 with

1 ^ ii < Ϊ2 ̂  Af, two rows in «# cannot be equal. Consequently, there

are indices j u j2 with 1 ̂  Λ < Λ ^ iV or j t = N + 2, 1 <̂  j 2 ^ N such that

Λ*x = h% for i = 1, 2, , iV. In the former case, as is easily seen,

and h) = h\ for any distinct (i,j), (^, -ί) in J^ Hence,

and, for each i (1 <I i <; iV), exactly one of (i, jΊ) and (ί, j2) is in I1# Since

Λjχ = Λya, we can write

or

n j i — Vι VNVS 9 n>H -~ Vs

according as (i, jΊ) e 1^ or (i,j2) e Iλ. Changing ηs by ήs with ίfc = ηTηT' - *

ηTηi' if necessary, we may assume (i, jt) e Ix and (i, j2) e J2. In any case, the

indices may be chosen so that j2 = 1 and so

{(ί,j) eI2;l^i,j<N}=; {(1,1), (2,1), • , (N, 1)}.

For the sake of convenience, we change some notations in the follow-

ings. We denote by u% η) and £) the variable us, function ηs and positive

integer £s if φ^iu) — ul° for each (i,j) e Ix. Substitute u\= = u}N+ι = 1
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and u) = η) for the other (i, j) in Ix into (3.6). Subtracting the (N + 2)-th

row from the first row of 2#? = (h)), we obtain

(h\ - l ) d e t ( # y ; 2 ^ i,j ^ N+ 2) = 0 ,

where h) are the functions obtained from h) by substituting u\ = = u1

N+ί

= 1 and u) = 27* for the other (ί,j)elί. As is easily seen, for a matrix

N2 + N-(N+ΐ)>N2 - N.

By the induction hypothesis, det («#) ^ 0. Hence, we have h\ = 1. This

means that ψ\(u) can be written as

ψ\(u) = (ul)m*(uT» (z4+i)WΛΓ+1 ,

where m2, m3, , ^1^+! e Z.

Assume that m2 = = m^+1 = 0, namely, φ\(u) = 1. Put ẑ  =

= ux

N — 1 and wj = η) for the other (i, j) e Ix in (3.6). By subtracting the

(N + 2)-th row from the first row, we have an identity

Let us consider next the case (m2, , mN+ί) Φ (0, , 0). Take posi-

tive integers p2, ,pN+ί such that

m : = m2p2 + + mN+ίpN+1 Φ 0 .

Substitute u) = vPJ (2 ^ j <L N + 1) into (3.6), where v is a new independent

variable. Then, (3.6) may be regarded as an identity of rational functions

of v and u\ (k Φ 1, (k, £) e 1^). For the case m > 0, put 1; = 0. We have

then

For the case m < 0, put u = 0 after multiplying the first row by v~m.

Then,

άet(tf(μ);k,£ = 2, , iV + 2) ΞΞΞ 0 .

In any case, we obtain a minor det (hf) of Jf = (ΛJ 1 ^ j , j ^ iV + 2)

of degree N + 1 which vanishes identically and, as is easily seen, satisfies
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the condition t{hlf) = JV2 — JV. By the induction hypothesis, two rows or

two columns of {hlί) are equal. Subtract one of them from the other in

the matrix (ΛJ). We can easily conclude that two rows or two columns

of tf are equal.

It remains to prove Lemma 2.9, (ii) for the following case.

The case B. We cannot choose / = {(iuji), * 'Λh,jt)} satisfying the

condition as in the case A.

Then, for each ίQ and each j0 (1 ^ i0, jQ <̂  JV + 1) there exist exactly

one ji and exactly one ix such that (ίoJdelz and (il9jo)el2. Changing

indices suitably, we may put

Substitute uτ

N+ί = = u%+ι = 1 and u) = η) for the other {i,j)elx into

(3.6) and subtract the (JV + 2)-th row from the (JV + l)-th row. We get

easily

(KX\ - l)dβt(λj; i,j = 1, 2, , JV, N+ 2) = 0 ,

where h) are the functions obtained from h) by substituting uι

N+ί =

= u%+1 = 1 and u) = η) for the other (ί,j) e I l β Obviously, ί(^P) = N2 - N

for a matrix ^ = (ΛJ: i, jf = 1, 2, - - -, N, N + 2). And, any two rows or

two columns of ^f are not equal. For, if not, we have the case A by a

suitable choice of Jlβ By the induction hypothesis, det (.#) -φ 0 and so

ΛJrti = 1. This means that φ$X{(u) can be expressed as

where ml9 m2, , rnN+ί e Z. Put wf+1 = = u%+1 = 1, MJ = η) for the

other (i, j) e 7X and repeat the same argument as the above. It is shown

that <PN+1(U) can be expressed by variables wf+1, , u%+1 only. Therefore,

we get mx = = mN = 0, namely, φ^t\(u)~l. The same argument re-

mains valid if we exchange the index N + 1 by the other i = 1, 2, , JV.

So, φ\{u) = = £$:Kw) = 1. Now, u2

N+ί = = . . . = ι4 + 1 = 1 and u} = $

for the other (i, j) e Iλ in (3.6) and subtract the (JV + 2)-th row from the

(JV + l)-th row in (3.6). We have then

k = 2, , JV +
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( 2 < k < iV + 2

> iV2 — JV. Therefore, the case B is impossible. This completes the proof

of Lemma 2.9.
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