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Delay discounting and risky choice: Meta-analytic evidence regarding

single-process theories
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Abstract

Preferences about delayed rewards and preferences about risk are central to the literature on decision making. Several

proposals suggest that such preferences arise from a single process and thus predict strong associations between preferences

about delay and risk. Although there is a wealth of data on this association, the evidence is inconclusive; some studies

have reported significant associations but many have not. Consequently, it is unclear whether the association between delay

preferences and risk preferences is strong enough to support single-process theories. To further explore this question, we took a

meta-analytic approach surveying 26 studies totaling 32 effect sizes. Results reveal a small to moderate association between risk

preferences and delay preferences. This result provides little support for existing proposals because the observed relationship

is no stronger than associations observed between either delay preferences or risk preferences and other variables. Moderating

variables provide some explanation for inconsistencies across studies. Implications, including the apparent discrepancy between

this literature and the conventional construct of impulsivity, are also discussed.
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1 Introduction

Choices involving delayed rewards and choices involving

risky rewards are central to the literature on decision mak-

ing. Two theories (Benzion, Rapoport & Yagil, 1989; Rach-

lin, Logue, Gibbon & Frankel, 1986) suggest that choices

involving delay and choices involving risk are just two man-

ifestations of a single cognitive process. One of the more

intuitive implications of these single-process theories is that

an individual’s delay preferences should be systematically

related to their risk preferences. Delay and low probabil-

ities both devalue rewards. Thus, single-process theories

can be tested by comparing the rate at which delay and

decreasing probability devalue rewards. Subjective value

transformations known as discount functions have been used

to quantify both delay preferences and risk preferences, and

the association between these two preferences has been stud-

ied extensively. Consequently, the literature on discounting

serves as a useful source of data to evaluate single-process

theories. Though associations have been widely reported,

the magnitude of the relationship has varied substantially.

Here, we meta-analyze data from these previously published

studies with a specific interest in whether the association is
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strong enough to support single-process theories.

The article proceeds as follows. We begin by describing

intertemporal choices, those involving delayed rewards. We

then describe risky choices, including how the influence of

probability can be quantified using a discount function and

how this approach is related to other characterizations of risk

preferences (i.e., Prospect Theory). Next, we summarize

two extant single-process theories and consider the evidence

for and against them. We emphasize the predictions these

theories make about correlations between delay discounting

and probability discounting. Although our focus is on these

single-process theories, we also describe the general trait of

impulsivity, and the correlation between preferences that this

trait implies. We then discuss the rationale, methodology,

and findings of the current study. We conclude by discussing

whether the strength of observed correlation is sufficient

to support existing single-process theories, as well as the

methodological and theoretical limitations of discounting

frameworks.

1.1 Intertemporal Choice

People regularly face decisions that require the considera-

tion of outcomes that occur at different times. For example,

people must frequently choose whether to spend money now

or to save it and allow it to accumulate interest to have more

money later. Or, a person might choose between two foods

that offer either immediate enjoyment or future health ben-

efits. These decisions, referred to as intertemporal choices,

have received tremendous attention from researchers in psy-
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Figure 1: Delay discounting curves and probability discount-

ing curves. (a) The delay until receipt of the reward is rep-

resented on the x-axis in weeks. The subjective value of

the reward is represented on the y-axis as the percent of

the value the reward would have if delivered immediately.

As delay increases, percent of immediate value decreases

(Equation 2). Three examples are shown that could repre-

sent the delay preferences of three individual decision mak-

ers. Shallow curves indicate relative patience while steeper

curves indicate relative impatience. (b) Probability discount-

ing curves. The odds against receipt of the reward is rep-

resented on the x-axis. The subjective value of the reward

is represented on the y-axis as the percent of the value the

reward would have if receipt was certain. As odds against

receipt increases, percent of certain value decreases (Equa-

tion 3). Three examples are shown that could represent the

risk preferences of three individual decision makers. Shallow

curves indicate relative tolerance for low probability rewards

while steeper curves indicate relative intolerance for low prob-

ability rewards.

chology, economics, ecology, and psychiatry, among others.

Perhaps the most widely used framework for conceptualizing

intertemporal choice is what is referred to as delay discount-

ing (Myerson, Green, Hanson, Holt & Estle, 2003; Rachlin,

Raineri & Cross, 1991). Delay discounting describes deci-

sion makers’ tendency to value a reward less as the delay

until its receipt increases. In other words, the subjective

value of a reward is inversely related to the delay until its

delivery. The function describing how delay and value are

related is referred to as the discount function (Figure 1a de-

picts examples). Traditionally, this function was assumed

to be exponential, meaning the subjective value of rewards

decreases by a constant percentage per unit of time. This

function is described by

+ = �4−13 , (1)

where + is the subjective value of a future reward, � is

the reward amount, 3 is the delay until its receipt, and 1

is the discount rate. However, alternative functions have

been proposed and are now widely used in the literature.

This is in part because the exponential model fails to predict

behavioral phenomena such as preference reversals, which

refer to inconsistencies in choices across time to receipt of

the reward. 1 The hyperbolic model (Mazur, 1987), which

is pervasive in the behavioral sciences, takes the form

+ =

�

1 + :3
, (2)

where : is the discount rate and all other parameters corre-

spond to those in Equation 1. Hyperboloid functions, where

the denominator of the hyperbolic function is raised to an

exponent, have also been proposed (Green, Fry & Myer-

son, 1994; Green & Myerson, 2004; Loewenstein & Prelec,

1992). In economics, quasi-hyperbolic (or beta-delta) mod-

els (Benhabib, Bisin & Schotter, 2010; Laibson, 1997; Mc-

Clure, Laibson, Loewenstein & Cohen, 2004) are prominent

(Green, Myerson, Oliveira & Chang, 2013).

In each of these models, the rate at which delayed rewards

lose value (i.e., the steepness of the discount function) is

dependent on a discount rate. Typically, individual decision

makers are assumed to be well-described by a single dis-

count rate, though discount rates are assumed to vary across

individuals. A large discount rate implies a strong distaste

for delayed rewards (i.e., an inability to delay gratification)

whereas a small discount rate implies relative patience. Dis-

count rates are generally measured by presenting individuals

with a series of choices between two rewards that differ in

both magnitude and delay (e.g., $50 today vs. $100 in 3

months) and estimating the most likely discount rate for that

particular decision maker.

The importance of delay-discount rates is exemplified by

the relationship between such preferences and a variety of

1If discount rates are inversely related to reward amount, the exponential

model does predict preference reversals (Green & Myerson, 1993).
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demographic, behavioral, and psychological variables. For

example, patience has been associated with increased age

(Green et al., 1994; Green, Myerson, Lichtman, Rosen &

Fry, 1996; Scheres et al., 2006), IQ (Shamosh & Gray,

2008), income (Green et al., 1996), and grade point aver-

age (Kirby, Winston & Santiesteban, 2005). Impatience has

been associated with increased credit card debt (Meier &

Sprenger, 2010), body fat (Rasmussen, Lawyer & Reilly,

2010; Weller, Cook, Avsar & Cox, 2008), and drug use,

including alcohol (Dom, D’haene, Hulstijn & Sabbe, 2006;

Vuchinich & Simpson, 1998) and cigarettes (Bickel, Odum

& Madden, 1999; Mitchell, 2004; Ohmura, Takahashi & Ki-

tamura, 2005), among others (García-Rodríguez, Secades-

Villa, Weidberg & Yoon, 2013; Kirby, Petry & Bickel, 1999;

Madden, Petry, Badger & Bickel, 1997; Reynolds, 2006b).

There is also mixed evidence that impatience is associated

with gambling (Dixon, Marley & Jacobs, 2003; Holt, Green

& Myerson, 2003; MacKillop, Anderson, Castelda, Mattson

& Donovick, 2006; Miedl, Peters & Büchel, 2012; Petry,

2001; Petry & Casarella, 1999; Reynolds, 2006b). In addi-

tion, impatience has been found to be associated with psycho-

logical disorders including bipolar disorder (Crean, de Wit

& Richards, 2000) and attention-deficit/hyperactivity disor-

der (Barkley, Edwards, Laneri, Fletcher & Metevia, 2001).

These findings have drawn attention to delay discounting in

applied fields such as psychiatry, clinical psychology, and

medicine, and highlight its importance as a construct.

1.2 Risky Choice

People are also often faced with choices that involve risk.

The classical economic view of risky choice is largely based

on frameworks known as expected value and expected util-

ity. Expected value is the product of the objective value

of a reward (e.g., $50) and the probability of receiving it

(e.g., .5), and choosing alternatives with the highest expected

value will maximize a decision maker’s outcomes. Modern

accounts of risky choice substitute subjective value (called

utility) for objective value with the resulting product referred

to as expected utility (Savage, 1954; von Neumann & Mor-

genstern, 1944). Utility functions do not necessarily follow a

specific functional form, but they are frequently formalized

as power functions (von Neumann & Morgenstern, 1944).

For example, a decision maker might be described as having

a utility function that could be described as D(G) = G.95.

Such a decision maker would value a .5 probability of $100

(i.e., .5 · 100.95
= 39.72) as less than she would value a cer-

tain $50 (i.e., 1 · 50.95
= 41.12). The normative choice is to

select the alternative with the largest expected utility.

In behavioral economics, Prospect Theory (Kahneman &

Tversky, 1979), is a common framework for describing risky-

choices. In Prospect Theory, gains and losses are defined

relative to a subjective reference point. Prospect Theory in-

corporates loss aversion and a probability weighting function

to account for overweighting of small probabilities and un-

derweighting of large probabilities, an established decision-

making phenomenon (Gonzalez & Wu, 1999; Preston &

Baratta, 1948).

Expected utility and Prospect Theory, which characterize

risk preferences on a continuum that includes risk-aversion,

risk-neutrality, and risk-seeking, are commonly used in be-

havioral economics. Researchers in behavioral ecology, psy-

chology, and psychiatry, however, often conceptualize risky

choice in terms of the extent to which rewards are deval-

ued as probability decreases (e.g., Estle, Green, Myerson &

Holt, 2006; Ohmura, Takahashi, Kitamura & Wehr, 2006;

Rachlin et al., 1986; Rachlin et al., 1991; Shead & Hodgins,

2009). Expected utility and Prospect Theory speak to how

probability influences the value of gambles. Alternatively,

probability discounting speaks to how probability influences

the value of individual rewards.

Whereas delay discounting can be described as the de-

valuing of future rewards, probability discounting can be de-

scribed as the devaluing of uncertain rewards. As the proba-

bility of receiving a reward decreases, the subjective value of

the reward decreases (Figure 1b depicts examples). Rachlin

et al. (1991) suggested that the hyperbolic discount function

used to describe discounting delayed rewards (Equation 2)

could be modified to describe discounting of probabilistic

rewards:

+ =

�

1 + ℎ\
, (3)

where + represents the subjective value of the reward, �

represents the amount of the reward, ℎ is the discount rate

(analogous to : in Equation 2), and \ represents the odds

against receipt of the reward. Hyperboloid models have

also been proposed for probability discounting, as they have

been for delay discounting (Ostaszewski, Green & Myerson,

1998).

The probability discount rate of a particular individual

describes the degree to which probability influences the

subjective value of a risky reward. Individuals with high

probability discount rates, therefore, have strong preferences

for high probability rewards compared to low probability

rewards. Alternatively, individuals with low probability dis-

count rates are more likely to tolerate low probabilities to

potentially receive larger rewards.

Probability discount rates are generally measured by pre-

senting individuals with a series of choices between two

rewards that differ in size and the probability of their receipt

(e.g., a certain $50 vs. a .5 probability of $100). Individ-

uals then choose between smaller, more likely rewards and

larger, less likely rewards. From these decisions, researchers

can estimate the probability discount rate for a particular

decision maker.

Probability discount rates have been demonstrated to be

related to behavioral and psychological variables, though far

less work has investigated associations involving probability
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discount rates than delay discount rates. Tolerance of low

probability rewards has been shown to be related to exter-

nalizing behavior (Olson, Hooper, Collins & Luciana, 2007)

and percent body fat (Rasmussen et al., 2010). There is also

mixed evidence that tolerance of low probability rewards may

be related to cigarette smoking (Mitchell, 1999; Reynolds,

Karraker, Horn & Richards, 2003; Reynolds, Richards, Horn

& Karraker, 2004) and gambling (Holt et al., 2003; Madden,

Petry & Johnson, 2009; Miedl et al., 2012; Shead, Callan &

Hodgins, 2008).

1.3 Single-Process Theories

1.3.1 Delay as Risk

Multiple theories suggest that delay and risk are related (Ben-

zion et al., 1989; Green & Myerson, 1996; Rachlin et al.,

1986; Rachlin, Siegel & Cross, 1994; Stevenson, 1986).

One such theory is referred to as the implicit risk hypothesis

(Benzion et al., 1989; Stevenson, 1986). For clarity, we will

instead refer to it as the delay-as-risk theory. The delay-as-

risk theory states that risk is a natural and unavoidable con-

sequence of delay; longer delays allow more opportunities

for intervening events to prevent the delivery of the reward.

For example, a delay in the receipt of food for an animal

means more opportunities for the food to be taken by a com-

petitor. Similarly, a delay in the receipt of a monetary reward

means more opportunity for the payer to run out of funds or

for the transaction to be interrupted. Because the delay-as-

risk theory states that intertemporal choices are ultimately

evaluated as probabilistic choices, this theory suggests that

delay and probability discounting are the result of a single

process. The delay-as-risk theory is a prominent theory in

psychology (e.g., Bixter & Luhmann, 2015; Green & My-

erson, 1996; Keren & Roelofsma, 1995), ecology (Stephens

& Krebs, 1986), and economics and finance (Azfar, 1999;

Dasgupta & Maskin, 2005; Madan & Unal, 2000).

The delay-as-risk theory suggests a strong, positive corre-

lation between delay discounting rates and probability dis-

counting rates. Individuals who have high probability dis-

counting rates should dislike delayed rewards as delay entails

low probabilities. Therefore, such decision makers should

also have high delay discounting rates, resulting in a positive

correlation. In other words, individuals that are unwilling to

tolerate low-probability rewards should exhibit impatience.

Conversely, individuals willing to tolerate low probability re-

wards should also be more patient. Because the delay-as-risk

theory states that intertemporal choices and risky choices are

the result of a single common process, the theory predicts

that the relationship between such choices should be strong,

though it has not been specified in sufficient detail to make

precise predictions about the magnitude of the predicted cor-

relation. However, the correlation between delay preferences

and other constructs provides a natural reference point. For

example, delay discounting has been found to be moderately

correlated with IQ, age, education, grade point average, and

a variety of other variables (Kirby et al., 2002; Kirby et al.,

2005; Shamosh & Gray, 2008). Because constructs such

as IQ are not posited to be driven by the same process as

intertemporal choice, the strength of the relationships be-

tween intertemporal choice and variables such as IQ serve

as a useful minimum against which to evaluate the delay-as-

risk theory. The association between intertemporal choice

and IQ may be a particularly useful comparison because it

has been evaluated meta-analytically, and is therefore more

precise.

1.3.2 Risk as Delay

The delay-as-risk theory suggests that both intertemporal

choice and risky choices are ultimately manifestations of de-

cision makers’ preferences regarding risk. There has also

been some suggestion that these two types of choices are

actually manifestations of decision makers’ preferences re-

garding delay (Rachlin et al., 1986). This theory, which we

refer to as the risk-as-delay theory, states that delay is a natu-

ral consequence of risk. A reward that has a low probability

of delivery will require, on average, more selections before it

is successfully received. A reward that has a high probability

of delivery, on the other hand, will be received after fewer

selections. For example, an area that almost always contains

food is likely to offer an immediate meal for an animal. An

area that contains food only a small percent of the time, on

the other hand, will likely result in a delay because more vis-

its to that area will be required before the meal is found. As

another example, winning money at a low-probability slot

machine will require a relatively large number of plays. As

a result, any reward earned from such a slot machine should

be expected to be received in the relatively distant future and

thus be associated with a relatively long delay.

Like the delay-as-risk theory, the risk-as-delay theory sug-

gests a strong positive correlation between delay discount-

ing rates and probability discounting rates. This is because,

according to this theory, the reason risk is aversive is be-

cause it implies delay. Individuals who have high delay

discounting rates should, therefore, have high probability

discounting rates. This would result in a positive correlation

between the two discounting measures. Individuals who are

highly patient should also be more willing to tolerate low-

probability rewards and individuals who are highly impatient

should also be unwilling to tolerate low-probability rewards.

Like the delay-as-risk theory, the risk-as-delay theory sug-

gests delay discounting and probability discounting are the

result of a single process. Again, this means the correla-

tion between the two types of discounting must be relatively

strong to support the theory. Specifically, the correlation be-

tween delay discounting and probability discounting should

https://doi.org/10.1017/S193029750000718X Published online by Cambridge University Press

http://journal.sjdm.org/vol15.3.html
https://doi.org/10.1017/S193029750000718X


Judgment and Decision Making, Vol. 15, No. 3, May 2020 Delay discounting and risky choice 385

be higher than the correlation between discounting and non-

discounting measures (e.g., IQ).

1.3.3 Evidence in Support of Single-Process Theories

The current meta-analysis focuses on the primary empirical

evidence brought to bear on single-process theories: correla-

tions describing the relationship between delay preferences

and risk preferences. Numerous researchers have quanti-

fied delay preferences and risk preferences using analogous

measures and have reported the correlation between them

across individuals. These reports will be meta-analyzed in

the current project. Although discussion regarding how these

correlations speak to single-process theories is often brief,

and usually peripheral to the main research objective of any

given study, instances of researchers treating these correla-

tions as evidence that bears on single-process theories are

pervasive. To illustrate this somewhat peculiar situation, it

is useful to review actual examples.

As mentioned, researchers will frequently discuss the idea

that single-process theories imply an association between de-

lay preferences and risk preferences. For example Bickel et

al. (2014) stated that, “a high level of concordance between

the different measures of discounting was expected . . . as

these variables measure similar processes” (p. 85). Ohmura

et al. (2005) stated that they, “examined whether a positive

correlation is observed between delay and probability dis-

counting as expected from the hypothesis that an increase

in delay is equivalent to a decrease in probability” (p. 509).

Richards, Zhang, Mitchell, and Wit (1999) also described

these expectations: “In the present study, we tested the hy-

pothesis that discounting of value by delay and by probability

represents the same process by determining discount func-

tions for both delay and probability within the same subjects.

This hypothesis predicts that individuals who display greater

delay discounting should also show greater probability dis-

counting” (p. 123).

Similarly, those who report significant associations be-

tween delay preferences and risk preferences frequently de-

scribe such findings as supporting the validity of single-

process theories (Bickel et al., 2014; Holt et al., 2003;

Reynolds, 2006a). For example, in a study investigating

discounting in cigarette smokers, Reynolds (2006a) stated

that, “the finding that both delay and probability discounting

(DDQ and PDQ) were sensitive to cigarette-smoking status,

and that they were correlated when smoking-status groups

were combined, is consistent with single-process proposals”

(p. 141). In addition, Richards et al. (1999) stated that

their study provided support for the idea that, “the processes

that underlie discounting by delay and probability are fun-

damentally the same” because “participants who exhibited

the greatest discounting of delayed rewards also exhibited

the greatest discounting of probabilistic rewards” (p. 134).

Although such findings are less common, researchers report-

ing nonsignificant associations (Andrade & Petry, 2012) or

significant but weak associations (Mitchell, 1999) between

these preferences describe their findings as being inconsis-

tent with single-process theories. For example, Andrade

and Petry (2012) stated, “The non-significant correlation re-

ported here and elsewhere. . . suggests that delay and prob-

ability are two independent behavioral processes” (p. 497).

The association between delay preferences and risk pref-

erences is considered to be a central piece of evidence for

evaluating the validity of single-process theories. Evidence

bearing on single-process theories that does not consist of

risk-delay associations exists, but is dwarfed by evidence that

does. Unlike the work relying on risk-delay correlations,

work taking alternative approaches tends to focus on quali-

tative phenomena. For example, work has demonstrated that

delayed rewards are perceived as less probable than immedi-

ate rewards (Takahashi, Ikeda & Hasegawa, 2007), and that

those who find delay particularly distasteful also perceive de-

lay as more risky (Patak & Reynolds, 2007; Reynolds, Patak

& Shroff, 2007). Bixter and Luhmann (2015) demonstrated

that delay information facilitates the subsequent processing

of probability information, suggesting delay implies risk in

the minds of decision makers.

Prelec and Loewenstein (1991) have noted that phenom-

ena such as decreasing absolute sensitivity and increasing

proportional sensitivity can be found in both decisions in-

volving delay and decisions involving probability. Other re-

searchers have argued that delay discounting and probability

discounting can be described by similar hyperbolic functions

(Du, Green & Myerson, 2002; Estle et al., 2006; Rachlin,

2006), though recent work has challenged the validity of this

claim (Arfer & Luhmann, 2015; Luhmann, 2013). We be-

lieve that such alternative approaches represent an important

vein within the literature and revisit this point in the General

Discussion.

To briefly summarize, the theoretical discussion of single-

process theories is far more extensive than the empirical

support for such theories. The set of empirical studies pro-

viding direct evidence in favor of single-process theories

is quite small and includes several potentially problematic

demonstrations, which we describe in the Discussion sec-

tion. Indirect evidence for single-process theories, specifi-

cally associations between delay discount rates and probabil-

ity discount rates across individuals, is much more prevalent.

However, the results of these studies are highly variable, so

whether they represent strong evidence for single-process

theories is unclear. The current study was designed to meta-

analyze these associations in order to determine if these in-

direct demonstrations are cumulatively sufficient to support

single-process theories, because direct evidence is currently

insufficient.
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1.3.4 Evidence against Single-Process Theories

Despite the widespread discussion of single-process theo-

ries, there are also well-known findings that contradict such

theories (for a review, see Green & Myerson, 2004). Per-

haps the most striking of these findings is the opposite effect

reward magnitude exerts on delay and probability discount-

ing. As reward magnitude increases, delay becomes more

tolerable while low probabilities become less tolerable (Du

et al., 2002; Green, Myerson & Ostaszewski, 1999; Prelec &

Loewenstein, 1991), though manipulations exist to moderate

these effects (S. Jones & Oaksford, 2011). Inflation has dis-

similar effects on delay and probability discounting as well.

In a study by Ostaszewski et al. (1998), participants’ deci-

sions regarding delayed rewards were affected by inflation

while their decisions regarding probabilistic rewards were

not. Du et al. (2002) found that culture also affects delay and

probability discounting differently. In addition, some behav-

ioral effects regarding intertemporal choice and risky choice

appear to be driven by properties that are unique to the psy-

chophysical constructs of time and probability, respectively

(Chapman & Weber, 2006). These differences are incon-

sistent with the single-process theories; two constructs that

result from a single process should be affected similarly by

variables such as reward magnitude, inflation, and culture.

Studies using functional magnetic resonance imaging have

provided additional evidence against single-process theories

by revealing non-overlapping neural circuits for the process-

ing of delay information and risk information during choice

tasks (Luhmann, Chun, Yi, Lee & Wang, 2008; Weber &

Huettel, 2008).

1.4 Impulsivity

The single-process theories outlined above exist, in large

part, to relate risky choices and intertemporal choices. A

relationship between such choices is also consistent with

the general construct of impulsivity. Impulsive individuals

are expected to be more willing to tolerate low probability

rewards and to be less patient (Andrade & Petry, 2012; My-

erson et al., 2003). In other words, those who exhibit high

delay discounting would be expected to exhibit low prob-

ability discounting and vice versa. Note that the predicted

direction of the relationship is the opposite of what the single

process theories described above predict (Holt et al., 2003).

One difficulty with comparing the construct of impulsivity

with single-process theories is that the concept of impulsiv-

ity is not well-defined. Impulsivity is sometimes defined

as simply the tendency to reverse preference from a larger,

later reward to a smaller, sooner reward as the delay to both

decreases, which is associated with steep discounting (e.g.,

Ainslie, 1975; Logue, 1988; Madden & Bickel, 2010). How-

ever, impulsivity is often described as a more general trait

that includes, but is not limited to, an inability to delay grat-

ification, a tendency for risk taking, or both (Evenden, 1999;

H. J. Eysenck, 1993; Richards et al., 1999). Numerous def-

initions for impulsivity have been proposed (for review, see

Evenden, 1999; Whiteside & Lynam, 2001). Nevertheless,

in terms of discounting, a general trait that is associated with

a tolerance for low probability rewards and impatience is an

intuitive possibility.

Empirical investigation of such a trait generally consists of

the relationships between self-report measures of impulsiv-

ity and behavioral measures of risk-taking and impatience

(Bornovalova et al., 2009; Hunt, Hopko, Bare, Lejuez &

Robinson, 2005; McLeish & Oxoby, 2007; Stanford, Greve,

Boudreaux, Mathias & Brumbelow, 1996; Upton, Bishara,

Ahn & Stout, 2011; Vigil-Colet, 2007). However, few of

these studies involve the discounting tasks that are the focus

of the current study. Instead, the vast majority of these stud-

ies have used questionnaire-style measures in which individ-

uals self-report behaviors and attitudes. Multiple question-

naires have been designed to measure impulsivity, including

the Eysenck Impulsivity Scale (S. B. Eysenck & Eysenck,

1977, 1978) and the Barratt Impulsivity Scale (Barratt, 1959,

1985). Self-reported impulsivity has been found to be re-

lated to behavior observed in delay discounting tasks (Alessi

& Petry, 2003; Bobova, Finn, Rickert & Lucas, 2009; de

Wit, Flory, Acheson, McCloskey & Manuck, 2007; Kirby et

al., 1999; Richards et al., 1999) though other studies have

found no such relationship (Crean et al., 2000; McLeish

& Oxoby, 2007; Reynolds, Ortengren, Richards & de Wit,

2006). Relatively few empirical studies have evaluated the

relationship between probability discounting and impulsiv-

ity. Those that have revealed mixed evidence; some found

an association (Richards et al., 1999) and some reported no

association (Crean et al., 2000). Mixed results regarding the

relationships between impulsivity, delay discounting, and

probability discounting make it difficult to determine how

impulsivity is related to impatience and tolerance for low

probability rewards.

As mentioned above, impulsivity often suggests a negative

correlation between delay discounting rates and probability

discounting rates: individuals who are impatient should also

be more willing to tolerate low probability rewards. The

strength of the correlation between delay and probability

discounting measures predicted by impulsivity is not clear,

because it makes no strong claims about the psychological

processes that underlie behavior and certainly provides no

quantitative claims.

1.5 Current Study

As reviewed above, multiple proposals suggest that choices

involving delay and choices involving probability ought to be

systematically associated across individuals. Although dis-

counting presents notable limitations as a theoretical frame-

work, the associated literature provides a wealth of data on

https://doi.org/10.1017/S193029750000718X Published online by Cambridge University Press

http://journal.sjdm.org/vol15.3.html
https://doi.org/10.1017/S193029750000718X


Judgment and Decision Making, Vol. 15, No. 3, May 2020 Delay discounting and risky choice 387

the association between behavior in the face of delay and be-

havior in the face of risk. The parameters that describe delay

preferences and risk preferences are estimated using equiv-

alent tasks and models, which makes drawing conclusions

about the relationships between them relatively straightfor-

ward.

Numerous studies have investigated whether delay dis-

counting and probability discounting are correlated across

individuals. Some of the reported correlations have been

strongly positive (e.g., Reynolds et al., 2003; Richards et

al., 1999) as predicted by single-process theories. However,

many studies have reported non-significant correlations (e.g.,

Holt et al., 2003; Madden et al., 2009) or correlations that

were positive but too weak, in isolation, to support the pro-

posed single-process theories (e.g., Myerson et al., 2003;

Petry, 2012). In a small number of studies, negative cor-

relations have been reported (e.g., Andrade & Petry, 2012)

as predicted by a general trait of impulsivity, but these cor-

relations were small. The broad range of findings makes

it difficult to evaluate single-process theories that have been

proposed and the relationship between delay preferences and

risk preferences more generally. The purpose of the current

study, therefore, was to achieve a superior estimate of the

true correlation between delay and probability discounting.

To do this, we performed a meta-analysis on all the published

correlations between delay discounting and probability dis-

counting.

1.5.1 Expected Findings

Most of the studies that have investigated the relationship

between delay and probability discounting have found pos-

itive correlations between them so we expected to find the

same. Some of the previous correlations were not statisti-

cally significant, but it was expected that the weighted mean

correlation would be highly significant because of the large

amount of data that is included in the meta-analysis. Such

a correlation would be inconsistent with a general trait of

impulsivity that implies both an inability to tolerate delay

and a tendency to select low-probability rewards.

Because we expected a significant positive correlation be-

tween delay and probability discounting, the main purpose of

the current study was to determine the strength of the correla-

tion. The strength of the correlation is critical to interpreting

it in terms of single-process theories because a significant

positive correlation is not sufficient to support single-process

theories. To conclude that delay and probability discounting

result from a single process, this correlation must also be

relatively strong. Specifically, the correlation between delay

discounting and probability discounting should be stronger

than the correlations between either type of discounting and

other constructs. This is because other constructs that are as-

sociated with delay discounting (Kirby et al., 2002; Kirby et

al., 2005; Shamosh & Gray, 2008) or probability discount-

ing (Olson et al., 2007) are not posited to be driven by a

common process, and therefore serve as a useful minimum

against which to compare the correlation found in the current

study.

2 Method

2.1 Search

Three databases (Academic Search Complete, PsychInfo,

and EconLit) and one search engine (Google Scholar) were

used. For the databases, an advanced search was conducted

under the specifications that, in the abstract, papers must

contain either the term "Probability Discounting", "Risk

Aversion", "Risk Discounting", "Probabilistic discounting"

or "Risky Choice" and must also contain either the term "De-

lay Discounting", "Temporal Discounting", "Intertemporal

Choice", or "Inter-temporal Choice". The advanced search

also specified that all papers must contain the term “corre-

lation” somewhere in the main text of the article. A Google

Scholar search was conducted using the terms “Delay Dis-

counting”, “Probability Discounting”, and “Correlation”.

Based on these specifications, Academic Search Complete

produced 14 results and PsychArticles produced 12 results.

Four papers were excluded from each of these databases

because they did not report a correlation between delay dis-

counting and probability discounting. EconLit did not yield

any results. The Google Scholar search produced over 1,000

results. The first 700 results (when sorted by “relevance”

in Google Scholar) were reviewed manually for appropriate-

ness. From these articles, those that reported a correlation

between delay discounting and probability discounting were

selected via manual inspection. Thirteen appropriate arti-

cles were found. We also checked the reference sections

of the selected articles for additional articles. To include

as many appropriate studies as possible, experts in the field

were asked to recommend studies that might contain the cor-

relation of interest. All the recommended articles were also

results in the database searches, the Google Scholar search,

or both. We did not restrict our search based on date of

publication. After accounting for overlap between searches,

26 articles remained.

2.2 Inclusion/Exclusion Criteria

Studies were considered appropriate for the meta-analysis

if they were published in peer-reviewed journals and re-

ported a correlation between delay and probability discount-

ing (this correlation cannot be estimated from aggregate

statistics). Relevant studies used tasks asking participants

to make choices that involved resolving tradeoffs between

reward magnitude and either delay or probability. Various

types of tasks meet this requirement including discrete choice

tasks (e.g., Kirby, 1997), indifference-point sequences (e.g.,
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Mitchell, 1999), and adjusting indifference point sequences

(e.g., Richards et al., 1999). Discrete choice tasks present

each participant with an identical set of choices each offering

two rewards that differ in magnitude and delay or probability

to measure delay discounting or probability discounting, re-

spectively. Indifference point sequences also involve choices

between rewards that differ in magnitude and delay or proba-

bility, but estimate the decision maker’s indifference point for

various rewards. An indifference point is the point at which

an immediate (or certain) and a delayed (or probabilistic)

reward are equally valuable. Indifference point sequences

estimate indifference points for particular reward values us-

ing sequences of choices in which one of the options varies

in magnitude but the other remains constant. The point at

which decision makers switch from preferring one reward

to preferring the other can be used to approximate the in-

difference point. Adjusting indifference point sequences are

similar to indifference point sequences, but the magnitudes

of the immediate (or certain) rewards are adjusted based on

the decision maker’s responses on previous trials. This al-

gorithm directly narrows in on the decision maker’s point of

indifference as opposed to inferring it from pre-determined

sequences of trials. Studies using each of these tasks were

included in the meta-analysis. Regardless of which of these

procedures was used, the resulting choices allow researchers

to estimate a discount function for each participant.

Only studies that used delay and probability discounting

tasks were included in this meta-analysis. Studies that used

conceptually related measures (e.g., Balloon Analog Risk

Task, Iowa Gambling Task, self-report measures) were not

included because it is not clear that these tasks reflect the

same construct that discounting tasks reflect. Furthermore,

even if these tasks do reflect a common construct, it is not

clear how measurements from these alternative tasks are

related to (in a quantitative sense) the measures obtained

from discounting tasks.

2.3 Coding

2.3.1 Correlation between delay and probability dis-

counting measures

Six of the 26 articles contained two independent correlations

between discounting measures, bringing the total number of

effect sizes to 32. Multiple correlations were only coded

separately if they resulted from independent samples. Those

that did not result from independent samples were converted

to z-scores using Fisher’s r-to-z transformation and averaged

to yield a single effect size, which follows the assumption

of independent samples that underlies meta-analytic models

(Lipsey & Wilson, 2001).

2.3.2 Moderator variables

We coded for several potential moderator variables related to

the characteristics of the sample and methodological differ-

ences. Regarding sample characteristics, we first recorded

the average age of the participants in each sample. Mean

age was typically reported but the median age was instead

reported in a small number of articles; we used whichever

value was provided. We also recorded the proportion of

participants in each sample who were male. Regarding

methodological variables, we first recorded the type of dis-

counting task used in each study (e.g., discrete choice tasks,

indifference point sequences, adjusting indifference point

sequences). We also recorded whether the delay and proba-

bility discounting questions were intermixed within a single

task or administered separately. If the authors did not state

that they created a mixed task, the tasks were considered to

be separate, as they typically are. The number of questions in

the delay and probability discounting tasks (excluding prac-

tice questions) were also recorded. Two variables related to

subject payment were recorded, including whether studies

involved real rewards for at least some of the discounting

questions and whether studies payed subjects a flat compen-

sation for participating.

We also recorded various details of the correlational anal-

yses, including which parameters were used to estimate the

correlation. These included discount rates (: and ℎ for de-

lay discounting and probability discounting, respectively),

log transformed discount rates, and the area under the curve

(AUC) of indifference points (Table 1). Where discount

functions were used (where : and ℎ were estimated), we

recorded which models were used (i.e., exponential, hyper-

bolic). Where AUC was calculated, the functional form of

the discount function is irrelevant, because AUC is simply

the area under the points of indifference between smaller,

sooner and larger, delayed rewards (or smaller, more likely

and larger, less probable rewards). Lastly, we recorded the

type of correlation performed (Spearman rank or Pearson).

If the type of correlation performed was not explicitly re-

ported, it was assumed to be a Pearson correlation.

3 Results

3.1 Overview of Studies

The studies analyzed in the current study were published be-

tween the years of 1999 and 2015 in peer-reviewed journals.

The correlations between delay and probability discounting

ranged from -.36 to .75. Almost all of these studies used

either discrete choice tasks (Kirby, 1997), indifference point

sequences (Mitchell, 1999), or adjusting indifference point

sequences (Reynolds et al., 2003) to measure discounting.

The remainder of the studies used minor variations of these

tasks. For example, Scheres et al. (2006) used discounting
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Table 1: Quantities correlated in each study

Study Quantity Correlated N

Andrade, 2012 Log Discount Rates 226

Baumann, 2012 Area Under the Curve 143

Bickel, 2014 Log Discount Rates 1163

Bidwell, 2013 Area Under the Curve 23

Chapman, 2006 Area Under the Curve 78

Chapman, 2006 Area Under the Curve 133

Crean, 2000 Discount Rates 24

Green, 1999 Area Under the Curve 68

Holt, 2003 Area Under the Curve 19

Holt, 2003 Area Under the Curve 19

Jarmolowicz, 2012 Log Discount Rates 904

Johnson, 2015 Area Under the Curve 36

Jones, 2009 Area Under the Curve 94

Jones, 2011 Area Under the Curve 26

Jones, 2011 Area Under the Curve 145

Madden, 2009 Log Discount Rates 19

Madden, 2009 Log Discount Rates 19

Mitchell, 1999 Log Discount Rates 40

Myerson, 2003 Area Under the Curve 101

Myerson, 2003 Area Under the Curve 171

Ohmura, 2005 Area Under the Curve 50

Ohmura, 2006 Area Under the Curve 19

Olson, 2007 Area Under the Curve 62

Petry, 2012 Log Discount Rates 226

Reynolds, 2003 Log Discount Rates 55

Reynolds, 2004 Log Discount Rates 43

Reynolds, 2006 Discount Rates 30

Richards, 1999 Log Discount Rates 24

Scheres, 2006 Area Under the Curve 24

Scheres, 2006 Area Under the Curve 22

Shead, 2009 Area Under the Curve 50

Thomas, 2015 Area Under the Curve 272

All studies used either discount rates, log dis-

count rates, or area under the curve to describe

delay discounting and probability discounting and

calculate the correlation between the two.

tasks designed for children. Delays, probabilities, and re-

ward magnitudes were represented visually using cartoons

to make the task more accessible to children. In all studies,

the correlation was computed on either the area under the

curve of the inferred indifference points, on discount rates,

or on log-transformed discount rates. Pearson correlations

were used in most of the studies, with the remaining stud-

ies using Spearman correlations (e.g., raw discount rates are

highly skewed). In the following sections, we present the

results of analyses regarding publication bias, heterogeneity,

the weighted mean effect size, and moderator variables.

Unless otherwise specified, the following analyses were

conducted using the metafor package, version 1.9–8 (Viecht-

bauer, 2010) in the statistical software R (R Development

Core Team, 2014). This package allows for random-effects,

fixed-effects, and mixed-effects meta-analytic models to be

created. Models in the metafor package yield weighted mean

estimates of the effect size where the weights associated

with each individual effect size are based on an estimate of

precision for that study, in this case, sample size. Studies

with relatively large sample sizes have greater influence on

the weighted mean estimate than studies with small sample

sizes. The calculations underlying the metafor package are

described by Viechtbauer (2010).

However, some of the effects used in this meta-analysis

resulted from a common original study. This creates a hi-

erarchical dependence structure, which cannot be modeled

in metafor. For this reason, we also include a model cre-

ated in the robumeta package (Fisher, Tipton & Zhipeng,

2017) which allows for dependencies between effects to be

accounted for using a hierarchical weighting scheme. This

serves as an additional robustness check.

3.2 Publication Bias

Two tests were used to assess publication bias. Kendall’s g,

a test of publication bias based on the correlation between

sample size and effect size, was non-significant (p = .39). We

also calculated the Egger’s regression coefficient, a similar

but arguably more powerful test of publication bias (Sterne,

Gavaghan & Egger, 2000) that is based on the correlation

between precision and standardized effect size. The Egger’s

regression test was also non-significant (p = .11) suggesting

that publication bias was not present. Importantly, for the

current research question, publication bias is not a concern

as it typically is in meta-analytic studies. If publication bias

is present in the current set of effects, then the true (unob-

served) correlation between delay discounting and probabil-

ity discounting must be weaker than the one we report here,

strengthening our ultimate conclusions.

3.3 Heterogeneity

We calculated the Q-statistic, which is the weighted sum of

squared differences between the individual effects and the

weighted mean effect. The Q-statistic indicated inhomoge-

neous effect sizes (Q (30) = 83.71, p < .0001), suggesting

that variance in effect sizes was due to differences in the

true mean across studies rather than just sampling error. �2

was also calculated because it describes the magnitude of
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heterogeneity as opposed to simply whether it is significant

(Huedo-Medina, Sánchez-Meca, Marín-Martínez & Botella,

2006). Specifically, it is the percentage of variation across

studies that is due to true (moderator-driven) heterogeneity,

as opposed to sampling error. Considerable heterogeneity

was found (�2= 75.27%), suggesting that the investigation of

moderator variables is appropriate.

3.4 Mean Effect Size

Before calculating the weighted mean effect size, raw corre-

lation coefficients were converted to comparable effect sizes.

Effect sizes were calculated using Fisher’s r-to-z transforma-

tion. The individual effect sizes and the weighted mean are

displayed in the forest plot (Figure 2). A random effects

model using restricted maximum likelihood estimation was

created to estimate the mean effect size. Random effects

models assume that the given set of studies are a representa-

tive sample of a larger (sometimes hypothetical) population

of studies. Consequently, they are appropriate for estimating

the true average effect size of the entire population. Alter-

natively, fixed effects models provide the weighted average

effect size for the given set of studies only (Raudenbush,

1994; Viechtbauer, 2005), making them less generalizable.

It has also been argued that, in the presence of heterogeneity

(as is the case in the current set of effects), random effects

models are less likely to underestimate variance (Overton,

1998; Poole & Greenland, 1999), with less of a chance

of Type I errors than fixed effects models (Schmidt, Oh &

Hayes, 2009). The random effects model yielded a weighted

mean correlation of .25 (p < .0001; 95% CI: .18-.37) which

represents a positive, moderate relationship between delay

discounting and probability discounting.

Additional analyses were conducted to rule out the possi-

bility that one single effect was masking a different overall

pattern. This involved running the meta-analysis 32 more

times, removing a different single effect each time. No

effect significantly changed the weighted mean. As a ro-

bustness check, we recalculated the weighted mean using a

fixed effects model. This analysis yielded a weighted mean

correlation of .21 (p < .0001; 95% CI: .18-.24), numeri-

cally (but not significantly) weaker than that generated by

the random effects model. We also estimated the mean ef-

fect size using a random effects model with equal weights,

meaning each effect has equal influence on the mean effect

size, regardless of sample size. This serves as an additional

robustness check. The random effects model with equal

weights yielded a weighted mean correlation of .27 (CI: .2,

.35, p = <.000). The hierarchical weighting scheme model

created in the robumeta (Fisher, Tipton & Zhipeng, 2017)

package yielded a weighted mean correlation of .22 (CI: .17,

.27, p < .000). This estimate falls between those indicated

by our random-effects (.25) and fixed-effects (.21) models

calculated in metafor.

3.5 Moderators

Moderators were tested using mixed-effects models with re-

stricted maximum likelihood estimation.

3.5.1 Sample moderators

Mean age, which ranged from 11.35 to 44.8, significantly

moderated the correlation between delay discounting and

probability discounting (V = −0.0099, p = .002); samples

with a higher mean age tended to have weaker associations

between delay and probability discounting. However, when

high-influence studies (Andrade & Petry, 2012; Reynolds

et al., 2003) are removed the effect of mean age is only

marginally significant (V = −0.005, p = .053). See the

Supplemental Materials for a figure describing the effect

of high-influence studies on the age moderator analysis. The

proportion of the sample that was male, which ranged from

.23 to 1, failed to moderate the association between delay

and probability discounting (V = −.0915, p = .75).

3.5.2 Methodological moderators

Studies using discrete choice tasks yielded an estimated cor-

relation of .11, studies using indifference point sequences

yielded an estimated correlation of .25, and studies using

adjusting indifference point sequences yielded an estimated

correlation of .30, but these differences were only marginally

significant (p = .09). However, the Reynolds et al. (2003)

study was a particularly influential study for the task type

moderation analysis. When Reynolds et al. (2003) was re-

moved from the moderation analysis, the effect of task type

was significant (p = .03) and the estimated correlations for

discrete choice tasks, indifference point sequences, and ad-

justing indifference point sequences were .13, .26, and .26,

respectively. Studies that intermixed delay and probability

discounting measures into a single trial sequence yielded an

estimated correlation (A = .49) that was significantly stronger

than those that did not (A = .21, p < .001, Figure 2). The asso-

ciation between discounting measures was not significantly

related to the number of questions in the delay discounting

task (V = 0.0003, p = .58) or the number of questions in the

probability discounting task (V = 0.0004 , p = .49). Studies

that payed real rewards for at least some trials yielded an

estimated correlation (A = .43) that was significantly higher

than those that used only hypothetical rewards (A = .19, p

< .001, Figure 2). However, four of the five studies that

used an intermixed design also used real rewards for at least

some trials. As a result, the effects of intermixed designs

and real rewards are confounded. The studies that used real

rewards for at least some trials and used a non-intermixed

design (N = 5) yielded an estimated correlation of .29 (p <

.0001). Studies that compensated subjects for study partic-

ipation yielded an estimated correlation (A = .35) that was

higher than those that did not (A = .20), but this effect was
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only marginally significant (p = .08). Neither the parameters

on which the correlational analyses were performed (A'0C4B

= .53, A!>6'0C4B = .26, A�*� = .23, p = .15), nor the type of

correlation used (A%40AB>= = .26, A(?40A<0= = .18, p = .34)

significantly moderated the correlation between delay prefer-

ences and risk preferences. The Reynolds et al. (2003) study

was a particularly influential study for the parameter type

(rates, log rates, AUC) moderator analysis. When Reynolds

et al. (2003) was removed from the analysis, the effect of

parameter type was significant (p < .01) and the correla-

tions for discount rates, log discount rates, and area under

the curve were .53, .16, and .23, respectively. All studies

that used a discount function to estimate discount rates used

the hyperbolic model, so model form could not be analyzed

as a moderator. See the Supplemental Materials for figures

describing the effect of high-influence studies on continuous

moderator analyses.

4 Discussion

The current study sought to investigate the relationship be-

tween intertemporal choices and risky choices. There are

strong theoretical reasons to believe that these two types of

choices may reflect a single psychological process. How-

ever, empirical evidence is inconclusive. Most empirical

tests of this association, and most of the evidence interpreted

as evidence for this association, consists of correlations be-

tween delay discount rates and probability discount rates

across individuals. These correlations are highly variable

across studies, so making conclusions about the association

between delay preferences and risk preferences is difficult.

To address this issue, we performed a meta-analysis on all

published correlations between delay discounting and prob-

ability discounting. The weighted mean correlation between

delay and probability discounting was found to be positive

and small to moderate in magnitude. Although the direction

of the observed relationship is consistent with single-process

theories, the magnitude of the observed relationship is un-

convincing with regard to existing single-process theories.

Furthermore, the direction of this relationship renders it in-

consistent with a general trait of impulsivity (where impul-

sivity implies both an intolerance of delay and a tendency

to select low-probability rewards). As a result, the current

study suggests that the existing empirical evidence falls short

of what would be required to support single-process theories,

at least in their current form. We also observed several vari-

ables that moderated the relationship between the two types

of choices. These included sample-related variables such

as participant age as well as methodological factors such as

whether the delay and probability tasks were administered

separately or intermixed.

4.1 Implications for Single-Process Theories

The direction of the observed delay-probability relationship

is consistent with both the delay-as-risk theory and the risk-

as-delay theory. These theories suggest that shorter delays

ought to be associated with larger probabilities and longer

delays ought to be associated with smaller probabilities. Un-

der this assumption, individuals willing to tolerate delay

(i.e., patient individuals) should also be willing to tolerate

low probabilities, whereas individuals unwilling to tolerate

delay (i.e., impatient individuals) should also be unwilling to

tolerate low probabilities (i.e., prefer certain rewards). Over-

all, the studies included in the current meta-analysis suggest

that this is indeed the dominant direction. Though single-

process theories have been discussed pervasively (Green &

Myerson, 1996; Prelec & Loewenstein, 1991; Rachlin et al.,

1994), they have not been specified in sufficient detail to

know exactly how strongly related risk preferences and in-

tertemporal preferences are predicted to be. Consequently,

it is not immediately clear whether the association between

these two constructs reported here is strong enough to sup-

port single-process theories.

Fortunately, the correlation between delay preferences

and risk preferences that would be required by single-

process theories is somewhat bounded by other findings in

the literature. For example, there have been a wealth of

variables found to be associated with intertemporal choice

(e.g., IQ). These variables are not posited to stem from the

same decision-related processing responsible for intertem-

poral/risky choice. Consequently, the strengths of these

relationships serve as a useful minimum against which to

evaluate single-process theories. For example, correlations

between delay discounting and intelligence, age, education,

college grade point average, and other variables have been

reported, with absolute values ranging from .19 to .42 (Kirby

et al., 2002; Kirby et al., 2005; Shamosh & Gray, 2008). In

one study, Kirby et al. (2002) reported correlations between

impatience and arithmetic ability (r = −.3), father’s educa-

tion (r = −.61), fluency in spoken Spanish (r = −.23), and

Tsimane’ literacy (r = −.31). Shamosh and Gray (2008)

conducted a meta-analysis on the relationship between in-

telligence and delay preferences, which yielded a weighted

mean correlation of .23, which is similar in magnitude to

the correlation between risk preferences and delay prefer-

ences found in the current study. Many of these associations

are at least as strong as the overall association observed in

the current study, which indicates that the observed correla-

tion between delay discounting and probability discounting

is not especially strong. If delay discounting and probabil-

ity discounting result from a single process, the association

between them should be stronger than associations between

delay discounting and constructs that are not thought to result

from the same process.
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The reliability of delay preference measures and proba-

bility preference measures speak to the maximum possible

correlation that could be expected between the two mea-

sures. Arfer and Luhmann (2017) administered multiple de-

lay preference tasks (like those included in the current study)

to subjects at various time points. The most relevant compar-

ison was between measurements taken at Time 1 and Time

2, both of which occurred during a single session. Arfer and

Luhmann (2017) found that test-retest reliability correlations

were good (r =.72 to .91) and one-month reliability was also

good (r =.72 to .82).

Other researchers have also assessed test-retest reliabil-

ity of delay preferences over significantly longer intervals.

Though these findings are less directly relevant (because

studies in the current meta-analysis always evaluated delay

preferences and risk preferences at the same time point), they

are informative. Kirby (2009) found that delay discount rates

had five-week, one-year, and 57-week test-retest reliabilities

of .77, .71, and .63, respectively. Furthermore, Ohmura et

al. (2006) found that the three-month test-retest reliability

of delay preferences varied between .45 and .75, depending

on the details of how the delay preference parameters were

estimated. Ohmura et al. (2006) also reported three-month

test-retest reliability of risk preferences, which varied be-

tween .54 and .86. These correlations are much stronger

than the aggregate correlation reported in the current study,

suggesting our findings were not simply a reflection of the

reliability of discounting measures.

Although weak, the meta-analysis did reveal a signifi-

cant correlation between delay discounting and probability

discounting, and behavioral work has demonstrated relation-

ships between delay and probability in decision making as

discussed above (e.g., Bixter & Luhmann, 2015; Patak &

Reynolds, 2007; Reynolds et al., 2007). In addition, work

in ecology (Stephens & Krebs, 1986) and finance (Azfar,

1999; Dasgupta & Maskin, 2005; Madan & Unal, 2000)

suggests delay and risk ought to be related. For these rea-

sons, it is likely that theories suggesting that the processing

of risk is related to the processing of delay (including single-

process theories) can be salvaged. For example, one could

posit that decision makers do respond to delay as if it were

risk or vice versa, but the conversion process from one at-

tribute to another is dissimilar across individuals resulting in

a weak correlation. One way in which the conversion could

be dissimilar is if time is first converted to subjective time,

based on individual differences in time perception. Kim and

Zauberman (2009) demonstrated that individual differences

in diminishing sensitivity to longer time horizons, and how

long individuals perceive time horizons to be overall, are

both related to delay discounting. In addition, Takahashi

and Han (2013) provided evidence that nonlinear perception

of time accounts for key characteristics of both delay and

probability discounting. Consequently, it is possible that

delay discounting and probability discounting share a single

process, but individual differences in time perception add

variability to the correlation between these two constructs

across individuals.

Alternatively, recent work suggests that intertemporal

preferences may not involve discounting at all and instead

suggests that intertemporal choice (and perhaps risky choice)

may involve multi-attribute decision-making processes (Dai

& Busemeyer, 2014; Scholten & Read, 2010). If multi-

attribute processes are involved, the association between dis-

count measures is an imperfect test of single-process theories

and the true relationship between delay and risk preferences

may be masked. In this case, a relationship between delay

preferences and risk preferences might be better conceptu-

alized as the association between attribute weights for delay

and attribute weights for risk. Future work on this associa-

tion would be useful. Similarly, risky choices may be better

conceptualized in terms of Prospect Theory (Kahneman &

Tversky, 1979; Tversky & Kahneman, 1992). If so, the abil-

ity to evaluate the association between delay preferences and

risk preferences using the discounting framework may be

limited. However, the parallels between the measurement

of delay preferences and risk preferences in the discounting

framework presents benefits for evaluating the association

between them. In addition, the number of reports on the

association between delay preferences and risk preferences

in the discounting literature renders it the most informa-

tive source of data for evaluating this association, and the

reports consistently cited as evidence for single-process the-

ories are correlations between discounting parameters (see

Evidence in Support of Single-Process Theories). To the

extent that both probability discounting and risk aversion in

Prospect Theory are both sensitive to preferences regarding

risk, they should be correlated with each other and eval-

uating the association between delay preferences and risk

preferences should be possible in either the discounting or

Prospect Theory framework. Future work on the associa-

tion between delay preferences and risk preferences using a

framework other than discounting would be useful.

To further clarify the theoretical predictions of the single-

process accounts, future work is needed to specify more

precisely how delay is proposed to be converted to prob-

ability (or vice versa). Doing so will obviously make it

more straightforward to evaluate these theories. As outlined

above, these theories have not yet been made precise enough

to provide quantitative predictions about the experimental

results typically gathered (i.e., the experiments considered

in the current study). Unless this additional theoretical work

is conducted, evaluating the validity of single-process theo-

ries will continue to be decidedly qualitative. Specifying the

risk-as-delay theory and the delay-as-risk theory would also

allow for experiments to better differentiate between them,

and would allow for predictions about moderator variables.

Even if single-process theories are more fully specified,

future work should evaluate the psychological reality of these
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theories using more direct empirical means. Though rela-

tively infrequent compared to the more correlational studies

reviewed in the current review, such approaches have been

used in the past. Early empirical evidence for delay-as-risk

theory was provided by Benzion et al. (1989). Participants’

delay discount rates were measured using items in which

they could reduce the delay of (expedite) or extend the de-

lay of (postpone) both gains and losses. The four resulting

scenarios elicited different discount rates, which contrasts

with classical economic views. Specifically, delay discount

rates were higher when postponing a gain compared to post-

poning a loss. Delay discount rates were also higher when

expediting a loss compared to expediting a gain. These find-

ings are consistent with the delay-as-risk theory. Benzion et

al. (1989) modeled these data in such a way as to calculate

the risk premium associated with delayed events. The risk

premium, though present in all four scenarios, was higher

for delayed gains than it was for delayed losses. Ultimately,

Benzion et al. concluded that delayed rewards are perceived

as uncertain.

Other researchers have used self-report probability judge-

ments to find evidence for a relationship between delayed

rewards and risk (Patak & Reynolds, 2007; Reynolds et

al., 2007; Takahashi et al., 2007). In these studies, par-

ticipants made choices between hypothetical rewards that

varied in magnitude and delay. Participants were then asked

how certain they would be that they would actually receive

these rewards (if they were not hypothetical). If intertem-

poral preferences and risk preferences result from a single

process, patient people should report higher probabilities.

Patak and Reynolds (2007) found that probability judgments

were predictive of delay discounting rates. This finding was

interpreted as evidence for delay-as-risk theory; if delay is

aversive because of its implied risk, those who perceive de-

lay as being riskier should exhibit higher delay discounting.

This finding was further extended to the intertemporal prefer-

ences of smokers (Reynolds et al., 2007). Smokers have been

found to exhibit higher delay discounting than non-smokers

(Bickel et al., 1999). According to delay-as-risk theory,

smokers should then perceive delay as being riskier. This is

what was found by Reynolds et al. (2007). In addition, the

difference between the intertemporal preferences of smok-

ers and nonsmokers could be accounted for by differences

in perceived risk. Takahashi et al. (2007) also found that

longer delays elicited lower probability judgements. These

findings were interpreted as evidence for a single process be-

cause they show that perceptions of risk and delay are related

and that perceptions of one of these attributes can be pre-

dictive of preferences regarding the other. It is important to

note, however, that using self-report probability judgements

to find evidence for a single process can be problematic. For

example, these self-report measures followed the delay dis-

counting tasks. Participants were asked to evaluate the risks

associated with the delays they had been presented with pre-

viously. Therefore, participants may have been influenced

by task demands.

Bixter and Luhmann (2015) avoided the above-mentioned

issues by using the presentation order of information to in-

vestigate the relationship between risk and delay. Partici-

pants chose between rewards varying in delay and probabil-

ity of receipt. When delay information was presented before

risk information, decision makers were faster to make their

choices compared to when risk information was presented

before delay information. This is consistent with delay-as-

risk theory because it suggests that delay information fa-

cilitates the processing of risk information. Future work

should involve direct testing of single-process theories while

avoiding the issues outlined above regarding self-reported

probability judgments. Such work would not only clarify

whether a relationship exists between delay preferences and

risk preferences, but it could also clarify the direction of

the relationship (i.e., differentiate between the delay-as-risk

theory and the risk-as-delay theory).

4.2 Implications for Impulsivity

Because the weighted mean correlation between delay and

probability discounting observed in the current study was

positive, our findings are also inconsistent with a general

trait of impulsivity. A trait that includes both an inability to

delay gratification and a willingness to tolerate low proba-

bility rewards would result in a negative correlation between

the discounting measures. Therefore, our results suggest that

definitions of impulsivity that include both impatience and

a willingness to tolerate low probability rewards are inap-

propriate for describing behavior, at least as measured by

discounting tasks. However, it is important to note that risk

is often defined in different ways. In the discounting liter-

ature, risk refers to any probabilistic outcome. Conversely,

in the impulsivity literature, risk is sometimes defined as

an action or event that has a probability of a negative out-

come. For instance, risk is sometimes used to refer to the

possibility of negative outcomes as measured by behavioral

tasks like the Balloon Analog Risk Task, which is corre-

lated with constructs such as sensation seeking tendencies

and behavioral constraint deficiencies (Lejuez et al., 2002),

or self-report measures targeting unsafe behaviors like illicit

drug use, infrequent seatbelt use, unprotected sex, driving

under the influence, and heavy drinking (Fromme, Katz &

Rivet, 1997; Galvan, Hare, Voss, Glover & Casey, 2007). As

a result, the findings of the current meta-analysis may not

extend to relationships between impatience and risk-taking,

when risk is defined as a probability of a negative outcome.

4.3 Moderating Variables

The current study observed significant influence of several

task variables, including whether the delay and probabil-
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ity questions were intermixed and whether participants were

compensated financially. These effects suggest that method-

ological differences are contributing to the variability in the

correlations across studies. This is most obvious among

those studies that intermixed the delay discounting and prob-

ability discounting tasks. This subset of effects was among

the strongest of any of those evaluated in our moderation

analyses and raises concerns. Evaluating single-process the-

ories in terms of the association between delay preferences

and risk preferences is common in the literature (examples

are reviewed in the Introduction). When doing so, it is

important to determine whether correlations between delay

discounting and probability discounting are due to the in-

volvement of common psychological decision processes, or

incidental factors such as the methodological similarity be-

tween discounting measures.

Common method variance can result in theoretically

meaningless correlations between measures (Campbell &

Fiske, 1959; Cote & Buckley, 1987; Podsakoff, MacKen-

zie, Lee & Podsakoff, 2003), and may result from simi-

larity across items, similarity in context, and similarity in

task medium. Delay discounting measures and probabil-

ity discounting measures are almost identical in terms of

the items presented to subjects, and are certainly identical

(within study) in terms of measure medium and context.

In addition, subjects attempt to remain consistent when re-

sponding to multiple related items, which can also lead to

relationships that would not exist outside of the experimental

task (for a review, see Podsakoff et al., 2003). Podsakoff et

al. (2003) also suggested that intermixing items intended to

measure two different constructs can increase the danger of

common method variance. When items intended to measure

two separate constructs are intermixed, attempts to remain

consistent may lead to similarities in response patterns be-

tween the two types of items. This is a concern for the

current study, because the similarities in response patterns

between delay discounting items and probability discounting

items is the primary interest. At best, it seems reasonable

that participants confronted with an intermixed sequence of

delay-related and probability-related choices could have ar-

tificially adopted a single response strategy. At worst, these

participants may not have clearly distinguished between the

two tasks. Consequently, the set of studies that used in-

termixed task designs may have yielded artificially inflated

portrayals of the relationship between delay discounting and

probability discounting, which would also suggest that the

overall effect size estimated in the current study (r =.25) is

an overestimate.

In addition, it should be noted that several aspects of the

discounting framework are likely to inflate the correlation be-

tween delay preferences and risk preferences. For example,

the discounting framework does not account for individual

differences in sensitivity to outcomes, a characteristic that is

captured by the (typically concave) utility function in other

frameworks. The discounting framework, alternatively, im-

plies a linear utility function for every decision maker. Be-

cause sensitivity to outcomes varies across individuals, and

is confounded with delay preferences and risk preferences

in the discounting framework, the discounting framework is

expected to result in an inflated correlation between delay

preferences and risk preferences (Andersen, Harrison, Lau

& Rutström, 2008).

Arguments regarding best practices could also be made

with respect to whether studies used hypothetical or real

rewards. Studies that used real rewards yielded a higher

weighted mean correlation than those that used hypothetical

rewards, which might have suggested that the overall effect

size in the current study is an underestimate. However,

this likely due to the strong dependence between whether

a study used real rewards and whether that study used an

intermixed design. When excluding those studies that used

intermixed designs, the studies that used real rewards yielded

a weighted mean correlation that was similar to the overall

weighted mean correlation. Methodological variables that

could not be analyzed in the current study (e.g., average time

between delay and probability discounting tasks or similarity

of instructions) could also be moderating the correlation of

interest, but will require further work in the future.

The significant moderation effect of age suggests that de-

mographic variables can affect the relationship between de-

lay and probability discounting. In the current study, only

sample-level characteristics could be analyzed, which lim-

ited the diversity of demographic variables we could in-

vestigate. Furthermore, sample-level tests have low statis-

tical power and are therefore a poor test of the moderat-

ing effects of demographic variables. Future work using

individual-level data is necessary to determine the effects

of demographic variables on the relationship between delay

and probability discounting. Demographic variables that are

not generally reported in discounting studies, including so-

cioeconomic variables, would be of theoretical and practical

importance (Green et al., 1996).

4.4 Conclusions

Overall, our meta-analysis found that the tendency to de-

lay gratification and the tendency to tolerate low probability

rewards are related, but failed to find evidence that these

tendencies are driven by a single process or trait. If de-

lay and risk do not share a single process, the reasons for

the correlation between them invites further consideration.

There appear to be two plausible families of explanation.

First, the cognitive processes involved in the two types of

choice may be partially, but not entirely, overlapping. The

overlap may involve representations of delay and uncertainty

(as suggested by single-process theories) or other aspects of

the choices (e.g., both involve monetary rewards). For ex-

ample, delayed outcomes could be regarded as inherently
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risky (since they often are). Second, the observed corre-

lation may reflect methodological factors, including those

reviewed above (e.g., common method variance).

The correlations previously reported in the literature have

notable variability, which suggests that the correlation is sub-

ject to moderating variables. Among the significant mod-

erators observed in the current study were average partici-

pant age and several methodological factors. However, our

moderation analyses were limited by the data that could be

gleaned from previous work. Additional work on poten-

tial demographic moderators would be useful in explain-

ing the wide range of effects observed in previous studies.

Individual-level demographic data would be especially use-

ful as we did not have access to these data in our meta-

analysis.

Further investigation of the effects of methodological vari-

ables would also be useful. If methodological factors were

found to be responsible for a large portion of the correlation

between the two discounting measures, support for single-

process theories would be further diminished. The apparent

influence of factors such as intermixing delay and probabil-

ity discounting tasks would also have important implications

for any studies in which multiple decision-making tasks are

used.

In addition, future work could focus on whether the effect

demonstrated in the current investigation is domain-specific

(or even species-specific). For example, it is possible that the

relationship between delay preferences and risk preferences

is stronger when primary reinforcers are used as opposed to

secondary reinforcers (i.e., money), which were used in the

current investigation. Differences in delay discounting exist

between primary reinforcers (such as food) and secondary

reinforcers (Odum, Baumann & Rimington, 2006). As a

result, it is possible that the relationship between delay pref-

erences and risk preferences is also different when primary

reinforcers are used. This topic would be a useful direction

for future research.

References

Ainslie, G. (1975). Specious reward: A behavioral theory

of impulsiveness and impulse control. Psychological Bul-

letin, 82(4), 463–496.

Alessi, S., & Petry, N. (2003). Pathological gambling sever-

ity is associated with impulsivity in a delay discounting

procedure. Behavioural Processes, 64(3), 345–354.

Andersen, S., Harrison, G. W., Lau, M. I., & Rutström, E.

E. (2008). Eliciting risk and time preferences. Economet-

rica, 76(3), 583–618.

*Andrade, L. F., & Petry, N. M. (2012). Delay and probabil-

ity discounting in pathological gamblers with and without

a history of substance use problems. Psychopharmacol-

ogy, 219(2), 491–499.

Arfer, K. B., & Luhmann, C. C. (2015). The predictive

accuracy of intertemporal-choice models. British Journal

of Mathematical and Statistical Psychology, 68(2), 326–

341.

Arfer, K. B., & Luhmann, C. C. (2017). Time-Preference

Tests Fail to Predict Behavior Related to Self-Control.

Frontiers in Psychology, 8.

Azfar, O. (1999). Rationalizing hyperbolic discounting.

Journal of Economic Behavior & Organization, 38(2),

245–252.

Barkley, R. A., Edwards, G., Laneri, M., Fletcher, K., &

Metevia, L. (2001). Executive functioning, temporal dis-

counting, and sense of time in adolescents with attention

deficit hyperactivity disorder (ADHD) and oppositional

defiant disorder (ODD). Journal of Abnormal Child Psy-

chology, 29(6), 541–556.

Barratt, E. S. (1959). Anxiety and impulsiveness related

to psychomotor efficiency. Perceptual and Motor Skills,

9(3), 191–198.

Barratt, E. S. (1985). Impulsiveness subtraits: Arousal and

information processing. Motivation, Emotion, and Per-

sonality, 5, 137–146.

*Baumann, A. A., & Odum, A. L. (2012). Impulsivity,

risk taking, and timing. Behavioural Processes, 90(3),

408–414.

Benhabib, J., Bisin, A., & Schotter, A. (2010). Present-bias,

quasi-hyperbolic discounting, and fixed costs. Games and

Economic Behavior, 69(2), 205–223.

Benzion, U., Rapoport, A., & Yagil, J. (1989). Discount rates

inferred from decisions: An experimental study. Manage-

ment Science, 35(3), 270–284.

Bickel, W. K., Odum, A. L., & Madden, G. J. (1999). Impul-

sivity and cigarette smoking: delay discounting in current,

never, and ex-smokers. Psychopharmacology, 146(4),

447–454.

*Bickel, W. K., Wilson, A. G., Franck, C. T., Mueller, E.

T., Jarmolowicz, D. P., Koffarnus, M. N., & Fede, S. J.

(2014). Using crowdsourcing to compare temporal, social

temporal, and probability discounting among obese and

non-obese individuals. Appetite, 75, 82–89.

*Bidwell, L., MacKillop, J., Murphy, J. G., Grenga, A.,

Swift, R. M., & McGeary, J. E. (2013). Biphasic effects of

alcohol on delay and probability discounting. Experimen-

tal and Clinical Psychopharmacology, 21(3), 214–221.

Bixter, M. T., & Luhmann, C. C. (2015). Evidence for im-

plicit risk: Delay facilitates the processing of uncertainty.

Journal of Behavioral Decision Making, 28(4), 347–359.

Bobova, L., Finn, P. R., Rickert, M. E., & Lucas, J. (2009).

Disinhibitory psychopathology and delay discounting in

alcohol dependence: personality and cognitive correlates.

Experimental and Clinical Psychopharmacology, 17(1),

51–61.

Bornovalova, M. A., Cashman-Rolls, A., O’Donnell, J. M.,

Ettinger, K., Richards, J. B., & Lejuez, C. (2009). Risk

https://doi.org/10.1017/S193029750000718X Published online by Cambridge University Press

http://journal.sjdm.org/vol15.3.html
https://doi.org/10.1017/S193029750000718X


Judgment and Decision Making, Vol. 15, No. 3, May 2020 Delay discounting and risky choice 397

taking differences on a behavioral task as a function of po-

tential reward/loss magnitude and individual differences

in impulsivity and sensation seeking. Pharmacology Bio-

chemistry and Behavior, 93(3), 258–262.

Campbell, D. T., & Fiske, D. W. (1959). Convergent and dis-

criminant validation by the multitrait-multimethod matrix.

Psychological Bulletin, 56(2), 81–105.

*Chapman, G. B., & Weber, B. J. (2006). Decision biases in

intertemporal choice and choice under uncertainty: testing

a common account. Memory & Cognition, 34(3), 589–

602.

Cote, J. A., & Buckley, M. R. (1987). Estimating trait,

method, and error variance: Generalizing across 70 con-

struct validation studies. Journal of Marketing Research,

24(3), 315–318.

*Crean, J. P., de Wit, H., & Richards, J. B. (2000). Reward

discounting as a measure of impulsive behavior in a psy-

chiatric outpatient population. Experimental and Clinical

Psychopharmacology, 8(2), 155–162.

Dai, J., & Busemeyer, J. R. (2014). A probabilistic, dy-

namic, and attribute-wise model of intertemporal choice.

Journal of Experimental Psychology: General, 143(4),

1489–1514.

Dasgupta, P., & Maskin, E. (2005). Uncertainty and hy-

perbolic discounting. The American Economic Review,

95(4), 1290–1299.

de Wit, H., Flory, J. D., Acheson, A., McCloskey, M., &

Manuck, S. B. (2007). IQ and nonplanning impulsiv-

ity are independently associated with delay discounting

in middle-aged adults. Personality and Individual Differ-

ences, 42(1), 111–121.

Dixon, M. R., Marley, J., & Jacobs, E. A. (2003). Delay

discounting by pathological gamblers. Journal of Applied

Behavior Analysis, 36(4), 449–458.

Dom, G., D’haene, P., Hulstijn, W., & Sabbe, B. (2006).

Impulsivity in abstinent early-and late-onset alcoholics:

differences in self-report measures and a discounting task.

Addiction, 101(1), 50–59.

Du, W., Green, L., & Myerson, J. (2002). Cross-cultural

comparisons of discounting delayed and probabilistic re-

wards. The Psychological Record, 52(4), 479–492.

Estle, S. J., Green, L., Myerson, J., & Holt, D. D. (2006).

Differential effects of amount on temporal and probability

discounting of gains and losses. Memory & Cognition,

34(4), 914–928.

Evenden, J. L. (1999). Varieties of impulsivity. Psychophar-

macology, 146(4), 348–361.

Eysenck, H. J. (1993). The nature of impulsivity. In W.

G. McCown, J. L. Johnson, & M. B. Shure (Eds.), The

impulsive client: Theory, research, and treatment (pp.

57–69). Washington, DC, US: American Psychological

Association.

Eysenck, S. B., & Eysenck, H. J. (1977). The place of impul-

siveness in a dimensional system of personality descrip-

tion. British Journal of Social and Clinical Psychology,

16(1), 57–68.

Eysenck, S. B., & Eysenck, H. J. (1978). Impulsiveness

and venturesomeness: Their position in a dimensional

system of personality description. Psychological Reports,

43(Suppl. 3), 1247–1255.

Fisher, Z., Tipton, E., and Zhipeng, H. (2017). robumeta:

Robust Variance Meta-Regression. R package version

2.0., http://CRAN.R-project.org/package=robumeta

Fromme, K., Katz, E. C., & Rivet, K. (1997). Outcome

expectancies and risk-taking behavior. Cognitive Therapy

and Research, 21(4), 421–442.

Galvan, A., Hare, T., Voss, H., Glover, G., & Casey, B.

(2007). Risk-taking and the adolescent brain: who is at

risk? Developmental Science, 10(2), F8-F14.

García-Rodríguez, O., Secades-Villa, R., Weidberg, S., &

Yoon, J. H. (2013). A systematic assessment of delay dis-

counting in relation to cocaine and nicotine dependence.

Behavioural Processes, 99, 100–105.

Gonzalez, R., & Wu, G. (1999). On the shape of the prob-

ability weighting function. Cognitive Psychology, 38(1),

129–166.

Green, L., Fry, A. F., & Myerson, J. (1994). Discounting of

delayed rewards: A life-span comparison. Psychological

Science, 5(1), 33–36.

Green, L., & Myerson, J. (1993). Alternative frameworks

for the analysis of self control. Behavior and Philosophy,

21(2), 37–47.

Green, L., & Myerson, J. (1996). Exponential versus hyper-

bolic discounting of delayed outcomes: Risk and waiting

time. American Zoologist, 36(4), 496–505.

Green, L., & Myerson, J. (2004). A discounting frame-

work for choice with delayed and probabilistic rewards.

Psychological Bulletin, 130(5), 769–792.

Green, L., Myerson, J., Lichtman, D., Rosen, S., & Fry, A.

(1996). Temporal discounting in choice between delayed

rewards: the role of age and income. Psychology and

Aging, 11(1), 79–84.

Green, L., Myerson, J., Oliveira, L., & Chang, S. E. (2013).

Delay discounting of monetary rewards over a wide range

of amounts. Journal of the Experimental Analysis of Be-

havior, 100(3), 269–281.

*Green, L., Myerson, J., & Ostaszewski, P. (1999). Amount

of reward has opposite effects on the discounting of de-

layed and probabilistic outcomes. Journal of Experimen-

tal Psychology: Learning, Memory, and Cognition, 25(2),

418–427.

*Holt, D. D., Green, L., & Myerson, J. (2003). Is discounting

impulsive?: Evidence from temporal and probability dis-

counting in gambling and non-gambling college students.

Behavioural Processes, 64(3), 355–367.

Huedo-Medina, T. B., Sánchez-Meca, J., Marín-Martínez,

F., & Botella, J. (2006). Assessing heterogeneity in meta-

https://doi.org/10.1017/S193029750000718X Published online by Cambridge University Press

http://journal.sjdm.org/vol15.3.html
https://doi.org/10.1017/S193029750000718X


Judgment and Decision Making, Vol. 15, No. 3, May 2020 Delay discounting and risky choice 398

analysis: Q statistic or I2 index? Psychological Methods,

11(2), 193–206.

Hunt, M. K., Hopko, D. R., Bare, R., Lejuez, C., & Robin-

son, E. (2005). Construct validity of the balloon analog

risk task (BART) associations with psychopathy and im-

pulsivity. Assessment, 12(4), 416–428.

*Jarmolowicz, D. P., Bickel, W. K., Carter, A. E., Franck,

C. T., & Mueller, E. T. (2012). Using crowdsourcing to

examine relations between delay and probability discount-

ing. Behavioural Processes, 91(3), 308–312.

*Johnson, M. W., Johnson, P. S., Herrmann, E. S., &

Sweeney, M. M. (2015). Delay and probability discount-

ing of sexual and monetary outcomes in individuals with

cocaine use disorders and matched controls. PloS one,

10(5).

*Jones, B. A., & Rachlin, H. (2009). Delay, probability, and

social discounting in a public goods game. Journal of the

Experimental Analysis of Behavior, 91(1), 61–73.

*Jones, S., & Oaksford, M. (2011). Transactional problem

content in cost discounting: Parallel effects for probability

and delay. Journal of Experimental Psychology: Learn-

ing, Memory, and Cognition, 37(3), 739–747.

Kahneman, D., & Tversky, A. (1979). Prospect theory: An

analysis of decision under risk. Econometrica: Journal

of the Econometric Society, 47(2), 263–291.

Keren, G., & Roelofsma, P. (1995). Immediacy and certainty

in intertemporal choice. Organizational Behavior and

Human Decision Processes, 63(3), 287–297.

Kim, B. K., & Zauberman, G. (2009). Perception of antic-

ipatory time in temporal discounting. Journal of Neuro-

science, Psychology, and Economics, 2(2), 91

Kirby, K. N. (1997). Bidding on the future: evidence against

normative discounting of delayed rewards. Journal of

Experimental Psychology: General, 126(1), 54–70.

Kirby, K. N. (2009). One-Year Temporal Stability of Delay-

Discount Rates. Psychonomic Bulletin & Review, 16(3),

457–462.

Kirby, K. N., Godoy, R., Reyes-Garcıa, V., Byron, E., Apaza,

L., Leonard, W., . . . Wilkie, D. (2002). Correlates of

delay-discount rates: Evidence from Tsimane’ Amerindi-

ans of the Bolivian rain forest. Journal of Economic

Psychology, 23(3), 291–316.

Kirby, K. N., Petry, N. M., & Bickel, W. K. (1999). Heroin

addicts have higher discount rates for delayed rewards

than non-drug-using controls. Journal of Experimental

Psychology: General, 128(1), 78–87.

Kirby, K. N., Winston, G. C., & Santiesteban, M. (2005).

Impatience and grades: Delay-discount rates correlate

negatively with college GPA. Learning and Individual

Differences, 15(3), 213–222.

Laibson, D. (1997). Golden eggs and hyperbolic discount-

ing. The Quarterly Journal of Economics, 112(2), 443–

478.

Lejuez, C. W., Read, J. P., Kahler, C. W., Richards, J. B.,

Ramsey, S. E., Stuart, G. L., . . . Brown, R. A. (2002).

Evaluation of a behavioral measure of risk taking: the

Balloon Analogue Risk Task (BART). Journal of Experi-

mental Psychology: Applied, 8(2), 75–84.

Lipsey, M. W., & Wilson, D. B. (2001). Practical meta-

analysis (Vol. 49): Sage publications Thousand Oaks,

CA.

Loewenstein, G., & Prelec, D. (1992). Anomalies in in-

tertemporal choice: Evidence and an interpretation. The

Quarterly Journal of Economics, 107(2), 573–597.

Logue, A. W. (1988). Research on self-control: An integrat-

ing framework. Behavioral and Brain Sciences, 11(04),

665–679.

Luhmann, C. C. (2013). Discounting of delayed rewards

is not hyperbolic. Journal of Experimental Psychology:

Learning, Memory, and Cognition, 39(4), 1274–1279.

Luhmann, C. C., Chun, M. M., Yi, D.-J., Lee, D., & Wang,

X.-J. (2008). Neural dissociation of delay and uncertainty

in intertemporal choice. The Journal of Neuroscience,

28(53), 14459–14466.

MacKillop, J., Anderson, E. J., Castelda, B. A., Mattson,

R. E., & Donovick, P. J. (2006). Divergent validity of

measures of cognitive distortions, impulsivity, and time

perspective in pathological gambling. Journal of Gam-

bling Studies, 22(3), 339–354.

Madan, D., & Unal, H. (2000). A two-factor hazard rate

model for pricing risky debt and the term structure of

credit spreads. Journal of Financial and Quantitative

analysis, 35(01), 43–65.

Madden, G. J., & Bickel, W. K. (2010). Impulsivity: The be-

havioral and neurological science of discounting: Amer-

ican Psychological Association.

Madden, G. J., Petry, N. M., Badger, G. J., & Bickel, W.

K. (1997). Impulsive and self-control choices in opioid-

dependent patients and non-drug-using control patients:

Drug and monetary rewards. Experimental and Clinical

Psychopharmacology, 5(3), 256–262.

*Madden, G. J., Petry, N. M., & Johnson, P. S. (2009).

Pathological gamblers discount probabilistic rewards less

steeply than matched controls. Experimental and Clinical

Psychopharmacology, 17(5), 283–290.

Mazur, J. E. (1987). An adjusting procedure for studying

delayed reinforcement. In M. L. Commons, J. E. Mazur,

J. A. Nevin, & H. Rachlin (Eds.), Quantitative analyses of

behavior: Vol. 5. The effect of delay and of intervening

events on reinforcement value (pp. 55–73). Hillsdale, NJ:

Erlbaum.

McClure, S. M., Laibson, D. I., Loewenstein, G., & Cohen, J.

D. (2004). Separate neural systems value immediate and

delayed monetary rewards. Science, 306(5695), 503–507.

McLeish, K. N., & Oxoby, R. J. (2007). Measuring impa-

tience: Elicited discount rates and the Barratt Impulsive-

https://doi.org/10.1017/S193029750000718X Published online by Cambridge University Press

http://journal.sjdm.org/vol15.3.html
https://doi.org/10.1017/S193029750000718X


Judgment and Decision Making, Vol. 15, No. 3, May 2020 Delay discounting and risky choice 399

ness Scale. Personality and Individual Differences, 43(3),

553–565.

Meier, S., & Sprenger, C. (2010). Present-biased preferences

and credit card borrowing. American Economic Journal:

Applied Economics, 2(1), 193–210.

Miedl, S. F., Peters, J., & Büchel, C. (2012). Altered neural

reward representations in pathological gamblers revealed

by delay and probability discounting. Archives of General

Psychiatry, 69(2), 177–186.

*Mitchell, S. H. (1999). Measures of impulsivity in cigarette

smokers and non-smokers. Psychopharmacology, 146(4),

455–464.

Mitchell, S. H. (2004). Measuring impulsivity and modeling

its association with cigarette smoking. Behavioral and

Cognitive Neuroscience Reviews, 3(4), 261–275.

*Myerson, J., Green, L., Hanson, J. S., Holt, D. D., & Es-

tle, S. J. (2003). Discounting delayed and probabilistic

rewards: Processes and traits. Journal of Economic Psy-

chology, 24(5), 619–635.

Odum, A. L., Baumann, A. A., & Rimington, D. D. (2006).

Discounting of delayed hypothetical money and food: Ef-

fects of amount. Behavioural Processes, 73(3), 278–284.

*Ohmura, Y., Takahashi, T., & Kitamura, N. (2005). Dis-

counting delayed and probabilistic monetary gains and

losses by smokers of cigarettes. Psychopharmacology,

182(4), 508–515.

*Ohmura, Y., Takahashi, T., Kitamura, N., & Wehr, P.

(2006). Three-month stability of delay and probability

discounting measures. Experimental and Clinical Psy-

chopharmacology, 14(3), 318–328.

*Olson, E. A., Hooper, C. J., Collins, P., & Luciana, M.

(2007). Adolescents’ performance on delay and probabil-

ity discounting tasks: contributions of age, intelligence,

executive functioning, and self-reported externalizing be-

havior. Personality and Individual Differences, 43(7),

1886–1897.

Ostaszewski, P., Green, L., & Myerson, J. (1998). Effects

of inflation on the subjective value of delayed and prob-

abilistic rewards. Psychonomic Bulletin & Review, 5(2),

324–333.

Overton, R. C. (1998). A comparison of fixed-effects and

mixed (random-effects) models for meta-analysis tests of

moderator variable effects. Psychological Methods, 3(3),

354–379.

Patak, M., & Reynolds, B. (2007). Question-based as-

sessments of delay discounting: Do respondents spon-

taneously incorporate uncertainty into their valuations for

delayed rewards? Addictive Behaviors, 32(2), 351–357.

Petry, N. M. (2001). Pathological gamblers, with and with-

out substance abuse disorders, discount delayed rewards

at high rates. Journal of Abnormal Psychology, 110(3),

482–487.

*Petry, N. M. (2012). Discounting of probabilistic rewards is

associated with gambling abstinence in treatment-seeking

pathological gamblers. Journal of Abnormal Psychology,

121(1), 151–159.

Petry, N. M., & Casarella, T. (1999). Excessive discounting

of delayed rewards in substance abusers with gambling

problems. Drug and Alcohol Dependence, 56(1), 25–32.

Podsakoff, P. M., MacKenzie, S. B., Lee, J.-Y., & Podsakoff,

N. P. (2003). Common method biases in behavioral re-

search: a critical review of the literature and recommended

remedies. Journal of Applied Psychology, 88(5), 879–

903.

Poole, C., & Greenland, S. (1999). Random-effects meta-

analyses are not always conservative. American Journal

of Epidemiology, 150(5), 469–475.

Prelec, D., & Loewenstein, G. (1991). Decision making

over time and under uncertainty: A common approach.

Management Science, 37(7), 770–786.

Preston, M. G., & Baratta, P. (1948). An experimental study

of the auction-value of an uncertain outcome. The Amer-

ican Journal of Psychology, 61(2), 183–193.

R Development Core Team. (2014). R: A language and

environment for statistical computing. Vienna, Austria.

Retrieved from https://www.R-project.org/

Rachlin, H. (2006). Notes on discounting. Journal of the

Experimental Analysis of Behavior, 85(3), 425–435.

Rachlin, H., Logue, A., Gibbon, J., & Frankel, M. (1986).

Cognition and behavior in studies of choice. Psychologi-

cal Review, 93(1), 33–45.

Rachlin, H., Raineri, A., & Cross, D. (1991). Subjective

probability and delay. Journal of the Experimental Anal-

ysis of Behavior, 55(2), 233–244.

Rachlin, H., Siegel, E., & Cross, D. (1994). Lotteries and

the time horizon. Psychological Science, 5(6), 390–393.

Rasmussen, E. B., Lawyer, S. R., & Reilly, W. (2010). Per-

cent body fat is related to delay and probability discounting

for food in humans. Behavioural Processes, 83(1), 23–30.

Raudenbush, S. W. (1994). Random effects models. The

Handbook of Research Synthesis, 301–321.

*Reynolds, B. (2006a). The Experiential Discounting Task

is sensitive to cigarette-smoking status and correlates with

a measure of delay discounting. Behavioural Pharmacol-

ogy, 17(2), 133–142.

Reynolds, B. (2006b). A review of delay-discounting re-

search with humans: relations to drug use and gambling.

Behavioural Pharmacology, 17(8), 651–667.

*Reynolds, B., Karraker, K., Horn, K., & Richards, J. B.

(2003). Delay and probability discounting as related to

different stages of adolescent smoking and non-smoking.

Behavioural Processes, 64(3), 333–344.

Reynolds, B., Ortengren, A., Richards, J. B., & de Wit, H.

(2006). Dimensions of impulsive behavior: Personality

and behavioral measures. Personality and Individual Dif-

ferences, 40(2), 305–315.

Reynolds, B., Patak, M., & Shroff, P. (2007). Adolescent

smokers rate delayed rewards as less certain than adoles-

https://doi.org/10.1017/S193029750000718X Published online by Cambridge University Press

http://journal.sjdm.org/vol15.3.html
https://doi.org/10.1017/S193029750000718X


Judgment and Decision Making, Vol. 15, No. 3, May 2020 Delay discounting and risky choice 400

cent nonsmokers. Drug and Alcohol Dependence, 90(2),

301–303.

*Reynolds, B., Richards, J. B., Horn, K., & Karraker, K.

(2004). Delay discounting and probability discounting as

related to cigarette smoking status in adults. Behavioural

Processes, 65(1), 35–42.

*Richards, J. B., Zhang, L., Mitchell, S. H., & Wit, H. (1999).

Delay or probability discounting in a model of impulsive

behavior: effect of alcohol. Journal of the Experimental

Analysis of Behavior, 71(2), 121–143.

Savage, C. (1954). The foundation of statistics: J. Wiley,

New York.

*Scheres, A., Dijkstra, M., Ainslie, E., Balkan, J., Reynolds,

B., Sonuga-Barke, E., & Castellanos, F. X. (2006). Tem-

poral and probabilistic discounting of rewards in children

and adolescents: effects of age and ADHD symptoms.

Neuropsychologia, 44(11), 2092–2103.

Schmidt, F. L., Oh, I. S., & Hayes, T. L. (2009). Fixed-

versus random-effects models in meta-analysis: Model

properties and an empirical comparison of differences in

results. British Journal of Mathematical and Statistical

Psychology, 62(1), 97–128.

Scholten, M., & Read, D. (2010). The psychology of

intertemporal tradeoffs. Psychological Review, 117(3),

925–944.

Shamosh, N. A., & Gray, J. R. (2008). Delay discounting

and intelligence: A meta-analysis. Intelligence, 36(4),

289–305.

Shead, N. W., Callan, M. J., & Hodgins, D. C. (2008).

Probability discounting among gamblers: Differences

across problem gambling severity and affect-regulation

expectancies. Personality and Individual Differences,

45(6), 536–541.

*Shead, N. W., & Hodgins, D. C. (2009). Probability dis-

counting of gains and losses: Implications for risk atti-

tudes and impulsivity. Journal of the Experimental Anal-

ysis of Behavior, 92(1), 1–16.

Stanford, M. S., Greve, K. W., Boudreaux, J. K., Mathias, C.

W., & Brumbelow, J. L. (1996). Impulsiveness and risk-

taking behavior: Comparison of high-school and college

students using the Barratt Impulsiveness Scale. Personal-

ity and Individual Differences, 21(6), 1073–1075.

Stephens, D. W., & Krebs, J. R. (1986). Foraging theory:

Princeton University Press.

Sterne, J. A., Gavaghan, D., & Egger, M. (2000). Publica-

tion and related bias in meta-analysis: power of statistical

tests and prevalence in the literature. Journal of Clinical

Epidemiology, 53(11), 1119–1129.

Stevenson, M. K. (1986). A discounting model for decisions

with delayed positive or negative outcomes. Journal of

Experimental Psychology: General, 115(2), 131–154.

Takahashi, T., & Han, R. (2013). Psychophysical neuroe-

conomics of decision making: Nonlinear time perception

commonly explains anomalies in temporal and probability

discounting. Applied Mathematics, 4(11), 1520.

Takahashi, T., Ikeda, K., & Hasegawa, T. (2007). A hyper-

bolic decay of subjective probability of obtaining delayed

rewards. Behavioral and Brain Functions, 3(1), 52.

*Thomas, K. B., Derenne, A., & Weatherly, J. N. (2015).

Delay and probability discounting in the context of gam-

bling function and expectancies. Journal of Gambling

Issues, (30), 35–56.

Tversky, A., & Kahneman, D. (1992). Advances in prospect

theory: Cumulative representation of uncertainty. Jour-

nal of Risk and Uncertainty, 5(4), 297–323.

Upton, D. J., Bishara, A. J., Ahn, W.-Y., & Stout, J. C. (2011).

Propensity for risk taking and trait impulsivity in the Iowa

Gambling Task. Personality and Individual Differences,

50(4), 492–495.

Viechtbauer, W. (2005). Bias and efficiency of meta-analytic

variance estimators in the random-effects model. Journal

of Educational and Behavioral Statistics, 30(3), 261–293.

Viechtbauer, W. (2010). Conducting meta-analyses in R

with the metafor package. Journal of Statistical Software,

36(3), 1–48.

Vigil-Colet, A. (2007). Impulsivity and decision making

in the balloon analogue risk-taking task. Personality and

Individual Differences, 43(1), 37–45.

von Neumann, J., & Morgenstern, O. (1944). Theory of

games and economic behavior (Vol. 60): Princeton uni-

versity press Princeton.

Vuchinich, R. E., & Simpson, C. A. (1998). Hyperbolic tem-

poral discounting in social drinkers and problem drinkers.

Experimental and Clinical Psychopharmacology, 6(3),

292–305.

Weber, B. J., & Huettel, S. A. (2008). The neural substrates

of probabilistic and intertemporal decision making. Brain

Research, 1234, 104–115.

Weller, R. E., Cook, E. W., Avsar, K. B., & Cox, J. E.

(2008). Obese women show greater delay discounting

than healthy-weight women. Appetite, 51(3), 563–569.

Whiteside, S. P., & Lynam, D. R. (2001). The five fac-

tor model and impulsivity: Using a structural model of

personality to understand impulsivity. Personality and

Individual Differences, 30(4), 669–689.

https://doi.org/10.1017/S193029750000718X Published online by Cambridge University Press

http://journal.sjdm.org/vol15.3.html
https://doi.org/10.1017/S193029750000718X

	Introduction
	Intertemporal Choice
	Risky Choice
	Single-Process Theories
	Delay as Risk
	Risk as Delay
	Evidence in Support of Single-Process Theories
	Evidence against Single-Process Theories

	Impulsivity
	Current Study
	Expected Findings


	Method
	Search
	Inclusion/Exclusion Criteria
	Coding
	Correlation between delay and probability discounting measures
	Moderator variables


	Results
	Overview of Studies
	Publication Bias
	Heterogeneity
	Mean Effect Size
	Moderators
	Sample moderators
	Methodological moderators


	Discussion
	Implications for Single-Process Theories
	Implications for Impulsivity
	Moderating Variables
	Conclusions


