
Canad. J. Math. Vol. 57 (3), 2005 pp. 535–597

On Local L-Functions and Normalized
Intertwining Operators

Henry H. Kim

Abstract. In this paper we make explicit all L-functions in the Langlands–Shahidi method which ap-

pear as normalizing factors of global intertwining operators in the constant term of the Eisenstein

series. We prove, in many cases, the conjecture of Shahidi regarding the holomorphy of the local

L-functions. We also prove that the normalized local intertwining operators are holomorphic and

non-vaninishing for Re(s) ≥ 1/2 in many cases. These local results are essential in global applications

such as Langlands functoriality, residual spectrum and determining poles of automorphic L-functions.

Introduction

The purpose of this paper is threefold; first, to make explicit all L-functions which

appear in the constant term of the Eisenstein series by combining the list in [La] and

[Sh3]; second, to prove Conjecture 7.1 in [Sh1], regarding the holomorphy of the

local L-functions in many cases; third, to prove Assumption (A) in [Ki3], regarding

the holomorphy of the normalized local intertwining operators.

More precisely, let G be a simply connected, split, simple group. Let M be a maxi-

mal parabolic subgroup of G. We explicitly calculate M. Since G is simply connected,

the derived group of M is simply connected, and hence it is well-known. However,

determining the exact structure is a delicate matter and is crucial for the study of

L-functions. For example, let us take G to be the exceptional group of type F4.

One of the maximal Levi subgroup M has Sp6 as a derived group. The L-group

of Sp6 is SO7(C). However, the L-function which appears in the constant term of

the Eisenstein series attached to (G,M) is the degree 8 spin L-function, which exists

for Spin(7,C), but not for SO7(C). We will see that M = GSp6, whose L-group is

G Spin(7,C). This has been pointed out to us by F. Shahidi. One byproduct of these

explicit calculations is that we obtain new L-functions. For example, by considering

split spin groups Spin(2n), Spin(2n+1), and a maximal Levi subgroup whose derived

group is SLn, we obtain the twisted symmetric square and twisted exterior square L-

functions of cuspidal representations of GLn. Note that Shahidi [Sh4] obtained those

L-functions as normalizing factors in the Eisenstein series only when n is even.

We prove Conjecture 7.1 in [Sh1] for E-type groups, except possibly for the fol-

lowing four cases: E7 −3, E8 −3, E8 −4, (xxviii) (D7 ⊂ E8). In these four exceptional

cases, the Levi subgroups involve either a group of type Dn (spin group) or an excep-

tional group of type E6. Due to the lack of a classification of generic discrete series for
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the groups of type Dn and E6, we are unable to prove the conjecture. However, we may

only need a partial classification. Indeed, in [Ca-Sh], Casselman and Shahidi proved

the conjecture in the case of quasi-split classical groups, using a partial classification

of generic discrete series of quasi-split classical groups. In Proposition 3.15, we calcu-

late explicitly the Rankin–Selberg L-function for GLk × (quasi-split classical group)

for generic discrete series. However, the proof does not extend to spin groups, due to

the complicated nature of Levi subgroups. Asgari [As] was able to extend the result

to spin groups using G-type groups (also the exceptional group of type F4) for the

following reason: besides the problem of partial classification of discrete series for

the Levi factor, one needs to see how the poles of corresponding γ-factors cancel. In

order to see this, we have to use multiplicativity of γ-factors [Sh1, Theorem 3.5]. For

that, one has to express the intertwining operator as a product of rank-one operators.

For G-type groups, the Levi subgroups are very simple. For example, the Levi sub-

groups of G Spin(2n) are of the form GLn1
× · · · × GLnk

× G Spin(2m). Hence one

can see the cancellation easily. If we use GE-type groups, one might be able to prove

the conjecture in the above cases which were excluded.

We should remark that if we can prove that Shahidi’s L-functions for supercuspi-

dal representations are Artin L-functions, then the conjecture is immediate: Shahidi’s

L-functions then are Artin L-functions for discrete series by multiplicativity of γ
and L-factors and the conjecture is known for Artin L-functions. However, it is

not known that Shahidi’s L-functions are Artin L-functions, except for certain cases.

Shahidi [Sh5] has shown that for Rankin–Selberg L-functions for GLk × GLl, his

L-functions are Artin L-functions.

Note that cases D5 − 2, E6 − 1 and E7 − 1 are essential in studying Rankin triple

L-functions which in turn give the functorial product GL2×GL3 → GL6 [Ki-Sh], and

the symmetric cube GL2 → GL4. Also the Dn−3 case was used in obtaining the func-

toriality of the exterior square GL4 → GL6, and the symmetric fourth GL2 → GL5.

The case E8 − 2 has an important application to Ramanujan and Selberg’s bounds.

Let π =
⊗

v πv be a cuspidal representation of GL2(A). Let diag(αv, βv) be the Satake

parameter for an unramified πv. Let π1 = A3(π) = Sym3(π) ⊗ ω−1
π , constructed in

[Ki-Sh], and π2 = Sym4(π), constructed in [Ki5]. Then we obtain the L-function

L(s, π1 ⊗ π2, ρ4 ⊗ ∧2ρ5) in the E8 − 2 case. Let S be a finite set of finite places such

that πv is unramified for v /∈ S, v <∞. By a standard calculation, we have

LS(s, π1 ⊗ π2, ρ4 ⊗∧2ρ5) = LS(s, π, Sym9)LS(s, π, Sym7 ⊗ωπ)LS(s, π, Sym5 ⊗ω2
π)2

× LS(s, Sym3(π) ⊗ ω3
π)2LS(s, π ⊗ ω4

π).

In [Ki-Sh2], we applied the machinery of [Sh3] and showed that

q
− 1

9
v < |αv|, |βv| < q

1
9
v

if πv is unramified, using the fact that the local L-function L(s, πv, r1) is holomorphic

for Re(s) ≥ 1 for πv unramified [Sh3, Lemma 5.8]. Now our explicit calculations

of the L-functions enable us to extend the result to the archimedean places, thanks

to Proposition 4.9. Let πv be a local (finite or infinite) spherical component, given
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by πv = Ind(| · |s1v
v ⊗ | · |s2v

v ). Then |Re(siv)| < 1
9
. If F = Q , v = ∞, this means

λ1 =
1
4
(1 − s2) > 77

324
≈ 0.238, where s = 2s1v = −2s2v and λ1 is the first eigenvalue

of the Laplace operator on the corresponding hyperbolic space.

We prove Assumption (A), except possibly for the following 12 cases:

• Cases where standard module conjecture is not available.

Bn −1(Spin(2n + 1)); Dn −1(Spin(2n)); (xxx) in [La] (E6 ⊂ E7); E8 −4; (xxxii) in

[La] (E7 ⊂ E8).
• Cases where the Levi subgroup contains a group of type B3,C3,Dn.

(xviii) in [La] (B3 ⊂ F4); (xxii) in [La] (C3 ⊂ F4); (xxiv) in [La] (D5 ⊂ E6);

E7 − 3; (xxvi) in [La] (D6 ⊂ E7); E8 − 3; (xxviii) in [La] (D7 ⊂ E8).

It seems that for the last 7 cases, we might not be able to prove Assumption (A) purely

by local means. We need global information on bounds of Fourier coefficients. (See

case (xxiv) in [La] for the details.)

1 Preliminaries

Recall several facts and notations from [Ki3]: let G be a split group over a local field

F and P = MN is a maximal parabolic subgroup and let α be the unique simple root

in N. As in [Sh1], let α̃ = 〈ρ, α〉−1 ·ρ, where ρ is half the sum of roots in N. We iden-

tify s ∈ C with sα̃ ∈ a
∗
C

and denote I(s, π) = I(sα̃, π) = IndG
P π⊗ exp

(
〈sα̃,HP( · )〉

)
.

Let A(s, π,w0) be the standard intertwining operator from I(sα̃, π) into

I(w0(sα̃),w0(π)).

Denote by LM, the L-group of M and let L
n be the Lie algebra of the L-group of N.

Let r be the adjoint action of LM on L
n and decompose r =

⊕m
i=1 ri , with ordering

as in [Sh1]. For each i, 1 ≤ i ≤ m, let L(s, π, ri) be the local L-function defined

in [Sh1].

To be more precise, the numbers 〈α̃, β〉, where β∨ ranges over those dual roots

for which Xβ∨ ∈ L
n, take a string of integers from 1 through m, where m is a positive

integer. Given i, 1 ≤ i ≤ m, let

Vi = {Xβ∨ ∈ L
n | 〈α̃, β〉 = i}.

Then for each i, the adjoint action of LM leaves Vi stable. Let ri be its restriction to Vi .

Each ri is irreducible [Sh3] and the weights of ri are the roots β∨ in L
n which restrict

to iα∨ on LA0.

Let π be an unramified representation of M(F) and χ the inducing character of

the torus. Namely, π →֒ IndG(F)

B(F)
χ, where B = TU is a Borel subgroup and χ is a

character of T(F). Let t̂ be the semi-simple conjugacy class in LM0 corresponding to

π. Then note the relationship

χ ◦ β∨(̟) = β∨(t̂),

where β∨ on the right is considered as a root of LM0. Then we have

L(s, π, ri) =

∏

β>0
〈α̃,β〉=i

L(s, χ ◦ β∨) =

∏

β>0
〈α̃,β〉=i

(1 − χ ◦ β∨(̟) q−s)−1.
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For an arbitrary generic representation π, the local L-function is defined, using local

coefficients. We normalize the intertwining operator A(s, π,w0) as follows:

(1.1)

A(s, π,w0) = r(s, π,w0)N(s, π,w0),

r(s, π,w0) =

m∏

i=1

L(is, π, ri)

L(1 + is, π, ri)ǫ(is, π, ri, ψ)
.

2 Local L-Functions Made Explicit

In this section, we make explicit the L-functions which appear in the constant term

of Eisenstein series. We look at them case by case from [Sh3, La]. Let F be a number

field and A its ring of adeles. We give a simple, simply connected, split group G,

a maximal Levi subgroup M, a cuspidal representation π of M(A), and L(s, π, ri),

i = 1, . . . ,m.

Let η be a character of M. We let πη = π ⊗ η be the representation of M(A) such

that

(π ⊗ η)(m) = π(m)η(m).

The following is well-known, cf. [Ko, p. 616].

Lemma 2.1 Under the correspondence M → LM0, the cocharacters of M correspond

to characters of LM0. Hence if a = a(t), t ∈ GL1, is in the connected component of

the center of M, which is a generator of the cocharacters of M, then it corresponds to the

character of LM0 which generates the character group of LM0. Denote it by â. Let πv

be an unramified representation of M(Fv) with the central character ωπv
. Let t̂ be the

semi-simple conjugacy class in LM0 corresponding to πv. Then

πv(a(̟)) = ωπv
(̟) = â(t̂).

In the following, we will consider the twisted L-function only when it gives rise to a

new L-function.

2.1 Bn − 1 Case (An−1 ⊂ Bn)

Let G = Spin(2n + 1) be a split spin group. Let θ = ∆ − {en} (This is a standard

notation for root system. See, for example, [Bou]). Then α̃ =
1
2
(e1 + · · · + en).

Let M = Mθ(⊃ T) be the Levi subgroup of G generated by θ and let P = MN be the

corresponding standard parabolic subgroup of G. Let A be the connected component

of the center of M: A = (
⋂
α∈θ ker α)0

= {a(t) : t ∈ F
∗}, where

a(t) =

{
Hα1

(t)Hα2
(t2) · · ·Hαn−1

(tn−1)Hαn
(t

n
2 ) if n is even,

Hα1
(t2)Hα2

(t4) · · ·Hαn−1
(t2(n−1))Hαn

(tn) if n is odd.

Notice t2 instead of t when n is odd. Since G is simply connected, the derived group

MD of M is simply connected, and hence MD ≃ SLn. We identify A with GL1. We fix

an identification of MD and SLn under which the element

Hα1
(t)Hα2

(t2) · · ·Hαn−1
(tn−1)
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goes to the diagonal element diag(t, t, . . . , t, t−(n−1)). We define a map f̄ : A×MD →
GL1 × GL1 × SLn by

f̄ : (a(t), x) 7→
{

(t
n
2 , t, x) if n is even,

(tn, t2, x) if n is odd.

We define a map GL1 × GL1 × SLn → GL1 × GLn by (a, b, x) 7→ (a, bx). The

composition of the above maps is trivial on the set S, where

S =

{
{(a(t), tIn) : t

n
2 = 1} if n is even,

{(a(t), t2In) : tn
= 1} if n is odd,

where In is the identity matrix in SLn. Now, M ≃ (GL1 × SLn)/S via the well-defined

map which sends m = a(t)x to (a(t), x) and we obtain a map f : M → GL1 × GLn so

that

f (Hαn
(t)) = (t, diag(1, . . . , 1, t2)).

We can easily see it using the equation a(t) = Hα1
(t) · · ·Hαn−1

(tn−1)Hαn
(t

n
2 ) if n is

even. Under the above identification,

Hαn
(t) = a(t

2
n ) diag(t−

2
n , t−

2
n , . . . , t−

2
n , t

2(n−1)
n ).

When n is odd, it is similar. We remark that it is independent of the choice of roots

of unity which show up.

Let σ be a cuspidal representation of GLn(A) with the central character ω. Let η be

a grössencharacter of F. Let π be a cuspidal representation of M(A), induced by the

map f and σ, η. (More precisely1, we need to proceed in the following way: M(AF)

is co-compact in GLn(AF). Consequently σ ⊗ η| f (M), M = M(AF), decomposes to

a direct sum of irreducible representations of M. Let π be any irreducible cuspidal

constituent of this direct sum. As we shall see, its choice is irrelevant. In what follows,

we will omit this argument.) The central character of π is

ωπ =

{
ωη

n
2 if n is even,

ω2ηn if n is odd.

Now suppose σv is an unramified representation, given by σv = π(µ1, . . . , µn). Then

πv is induced from the character χ of the torus. We have

χ ◦ Hα1
(t) = µ1µ

−1
2 (t), . . . , χ ◦ Hαn−1

(t) = µn−1µ
−1
n (t), χ(a(t)) = ωπv

(t).

Since f (Hαn
(t)) = (t, diag(1, . . . , 1, t2)), χ ◦ Hαn

(t) = µ2
nηv.

Hence, the positive roots {ei + e j , ei for all i, j} contribute to L(s, πv, r1) and

m = 1; L(s, πv, r1) = L(s, σv, Sym2 ⊗ηv).

We obtain the twisted symmetric square L-functions of GLn.

Remark In [Sh4], Shahidi obtained these twisted symmetric square L-functions

only when n is even.

1Thanks are due to Prof. Shahidi who pointed this out
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2.2 Cn − 1 Case

Let G = Sp2n and M = GLn−1 × SL2. This is the case when θ = ∆ − {en−1 − en}.

In this case, α̃ = e1 + · · · + en−1. It is worth remarking this case because the second

L-function in the F4 − 1 case appears as the first L-function in the C4 − 1 case. (This

is the case which was excluded in [Sh1, p. 298] and [Sh3, Lemma 4.2]. I thank Prof.

F. Shahidi who pointed this out.) Let σ1 (σ2, resp.) be a cuspidal representation of

GLn−1(A) (GL2(A), resp.) with a central character ω1 (ω2, resp.). Let σ20 be any

irreducible constituent of σ2|SL2(A). Then π = σ1 ⊗ σ20 is a cuspidal representation

of M(A). Now suppose σiv is an unramified representation, given by

σ1v = π(µ1, . . . , µn−1), σ2v = π(ν1, ν2).

Let πv be the unramified representation of M(Fv), given by σiv’s. Then πv is induced

from the character χ of the torus. We have

χ ◦ Hα1
(t) = µ1µ

−1
2 (t), . . . , χ ◦ Hαn−2

(t) = µn−2µ
−1
n−1(t),

χ ◦ Hαn
(t) = ν1ν

−1
2 (t), χ(a(t)) = ω1(t).

From this, we can see χ ◦ Hαn−1
= µn−1ν

−1
1 ν2. Hence, we can compute that

m = 2, L(s, π, r1) = L(s, σ1 × Ad(σ2)), L(s, π, r2) = L(s, σ1,∧2ρn−1),

where Ad(σ2) is the Gelbart–Jacquet lift of σ2, which is an automorphic representa-

tion of GL3(A).

2.3 Dn Cases

2.3.1 Dn − 1 (An−1 ⊂ Dn)

Let G = Spin(2n) be a split spin group. It is a simply connected group of type

Dn. There is a two-to-one map Spin(2n) → SO2n. Let θ = ∆ − {αn}, where

α1 = e1 − e2, . . . , αn−3 = en−3 − en−2, αn−1 = en−1 − en, αn = en−1 + en. Then

α̃ =
1
2
(e1 + · · · + en). Let M = Mθ(⊃ T) be the Levi subgroup of G generated by θ

and let P = MN be the corresponding standard parabolic subgroup of G. Let A be

the connected component of the center of M: A = (
⋂
α∈θ ker α)0

= {a(t) : t ∈ F
∗},

where

a(t) =

{
Hα1

(t)Hα2
(t2) · · ·Hαn−2

(tn−2)Hαn−1
(t

n
2
−1)Hαn

(t
n
2 ) if n is even,

Hα1
(t2)Hα2

(t4) · · ·Hαn−2
(t2(n−2))Hαn−1

(tn−2)Hαn
(tn) if n is odd.

Since G is simply connected, the derived group MD of M is simply connected, and

hence MD ≃ SLn. Now we proceed exactly the same way as in the Bn − 1 case; under

the identifications, A with GL1 and MD with SLn, M ≃ (GL1 × SLn)/S, where

S =

{
{(a(t), tIn) : t

n
2 = 1} if n is even,

{(a(t), t2In) : tn
= 1} if n is odd.
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We also construct a map f : M → GL1 × GLn so that

f (Hαn
(t)) = (t, diag(1, . . . , 1, t, t)).

Let σ be a cuspidal representation of GLn(A) with the central character ω. Let η
be a grössencharacter of F. Let π be a cuspidal representation of M(A), induced by

the map f and σ, η. The central character of π is

ωπ =

{
ωη

n
2 if n is even,

ω2ηn if n is odd.

Now suppose σv is an unramified representation, given by σv = π(µ1, . . . , µn). Then

πv is induced from the character χ of the torus. We have

χ ◦ Hα1
(t) = µ1µ

−1
2 (t), . . . , χ ◦ Hαn−1

(t) = µn−1µ
−1
n (t), χ(a(t)) = ωπv

(t).

Since f (Hαn
(t)) = (t, diag(1, . . . , 1, t, t)), χ ◦ Hαn

(t) = µn−1µnηv. Hence, we can

compute that

m = 1, L(s, πv, r1) = L(s, σv,∧2 ⊗ ηv).

We obtain the twisted exterior square L-functions of GLn.

Remark In [Sh4], Shahidi obtained these twisted exterior square L-functions only

when n is even.

2.3.2 Dn − 2

Let G = Spin(2n) be a split spin group and θ = ∆−{αn−2}. Then α̃ = e1+· · ·+en−2.

Let M = Mθ(⊃ T) be the Levi subgroup of G generated by θ and let P = MN be the

corresponding standard parabolic subgroup of G. Let A be the connected component

of the center of M: A = {a(t) : t ∈ F
∗}, where

a(t) =

{
Hα1

(t)Hα2
(t2) · · ·Hαn−2

(tn−2)Hαn−1
(t

n−2
2 )Hαn

(t
n−2

2 ) if n is even,

Hα1
(t2)Hα2

(t4) · · ·Hαn−2
(t2(n−2))Hαn−1

(tn−2)Hαn
(tn−2) if n is odd.

Since G is simply connected, the derived group MD of M is simply connected, and

hence MD ≃ SLn−2 × SL2 × SL2. We identify A with GL1. We fix an identification of

MD and SLn−2 × SL2 × SL2 under which the element Hα1
(t)Hα2

(t2) · · ·Hαn−3
(tn−3)

goes to the diagonal element diag(t, t, . . . , t, t−(n−3)) of SLn−2, and Hαn−1
(t), Hαn

(t)

go to diag(t, t−1) of SL2. We define a map f̄ : A×MD → GL1×GL1×GL1 ×SLn−2×
SL2 × SL2 by

f̄ : (a(t), x, y, z) 7→
{

(t, t
n−2

2 , t
n−2

2 , x, y, z) if n is even,

(t2, tn−2, tn−2, x, y, z) if n is odd.
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Now, M ≃ (GL1 × SLn−2 × SL2 × SL2)/S, where

S =

{
{(a(t), tIn−2, t

n−2

2 I2, t
n−2

2 I2) : tn−2
= 1} if n is even,

{(a(t), t2In−2, t
n−2I2, t

n−2I2) : t2(n−2)
= 1} if n is odd.

We obtain a map f : M → GLn−2 × GL2 × GL2 so that

f (Hαn−2
(t)) = (diag(1, . . . , 1, t), diag(1, t), diag(1, t)).

Let π2, π3 be two cuspidal representations of GL2 with central characters ω2, ω3,

resp. and π1 be a cuspidal representation of GLn−2 with the central character ω1. Let

π be a cuspidal representation of M(A), induced by the map f and π1, π2, π3. The

central character of π is

ωπ =

{
ω1ω

n−2
2

2 ω
n−2

2

3 if n is even,

ω2
1ω

n−2
2 ωn−2

3 if n is odd.

Now suppose πiv is an unramified representation, given by

π1v = π(µ1, . . . , µn−2), π2v = π(ν1, ν2), π3v = π(η1, η2).

Let πv be the unramified representation of M(Fv). Then πv is induced from the char-

acter χ of the torus. We have

χ ◦ Hα1
(t) = µ1µ

−1
2 (t), . . . , χ ◦ Hαn−3

(t) = µn−3µ
−1
n−2(t),

χ ◦ Hαn−1
(t) = ν1ν

−1
2 (t), χ ◦ Hαn

(t) = η1η
−1
2 (t), χ(a(t)) = ωπv

(t).

Since f (Hαn−2
(t)) = (diag(1, . . . , 1, t), diag(1, t), diag(1, t)),

χ ◦ Hαn−2
(t) = µn−2ν2η2.

Hence, we can compute that

m = 2, L(s, πv, r1) = L(s, π1v × π2v × π3v), L(s, πv, r2) = L(s, π1v,∧2 ⊗ ω2ω3).

2.3.3 Dn − 3

Let G = Spin(2n) be a split spin group and θ = ∆−{αn−3}. Then α̃ = e1+· · ·+en−3.

Let M = Mθ(⊃ T) be the Levi subgroup of G generated by θ and let P = MN be the

corresponding standard parabolic subgroup of G. Let A be the connected component

of the center of M: A = {a(t) : t ∈ F
∗}, where

a(t) =





Hα1
(t2)Hα2

(t4) · · ·Hαn−3
(t2(n−3))Hαn−2

(t2(n−3))Hαn−1
(tn−3)Hαn

(tn−3)

if n is even,

Hα1
(t)Hα2

(t2) · · ·Hαn−3
(tn−3)Hαn−2

(tn−3)Hαn−1
(t

n−3
2 )Hαn

(t
n−3

2 )

if n is odd.
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Since G is simply connected, the derived group MD of M is simply connected, and

hence MD ≃ SLn−3 × SL4. We identify A with GL1. We fix an identification of

MD and SLn−3 × SL4 under which the element Hα1
(t)Hα2

(t2) · · ·Hαn−4
(tn−4) goes to

the diagonal element diag(t, t, . . . , t, t−(n−4)) of SLn−3, and Hαn−1
(t)Hαn−2

(t2)Hαn
(t)

goes to diag(t, t, t−1, t−1) of SL4. We define a map f̄ : A×MD → GL1×GL1×SLn−3×
SL4 by

f̄ : (a(t), x, y) 7→
{

(t2, tn−3, x, y) if n is even,

(t, t
n−3

2 , x, y) if n is odd.

Now, M ≃ (GL1 × SLn−3 × SL4)/S, where

S =

{
{(a(t), t2In−3, t

n−3I4) : t2(n−3)
= 1} if n is even,

{(a(t), tIn−3, t
n−3

2 I4) : tn−3
= 1} if n is odd.

We obtain a map f : M → GLn−3 × GL4 so that

f (Hαn−3
(t)) = (diag(1, . . . , 1, t), diag(1, 1, t, t)).

Let π1, π2 be cuspidal representations of GLn−3(A),GL4(A) with the central char-

acters ω1, ω2, resp. Let π be a cuspidal representation of M(A), induced by f and

π1, π2. The central character of π is

ωπ =

{
ω1ω

n−3
2

2 if n is odd,

ω2
1ω

n−3
2 if n is even.

Now suppose πiv is an unramified representation, given by

π1v = π(µ1, . . . , µn−3), π2v = π(ν1, ν2, ν3, ν4).

Let πv be the unramified representation of M(Fv). Then πv is induced from the char-

acter χ of the torus. We have

χ ◦ Hα1
(t) = µ1µ

−1
2 (t), . . . , χ ◦ Hαn−4

(t) = µn−4µ
−1
n−3(t),

χ ◦ Hαn−1
(t) = ν1ν

−1
2 (t), χ ◦ Hαn−2

(t) = ν2ν
−1
3 (t), χ ◦ Hαn

(t) = ν3ν
−1
4 (t),

χ(a(t)) = ωπv
(t).

Since f (Hαn−3
(t)) = (diag(1, . . . , 1, t), diag(1, 1, t, t)), χ ◦ Hαn−3

(t) = µn−3ν3ν4.

Hence, we can compute that

m = 2, L(s, πv, r1) = L(s, π1v × π2v, ρn−3 ⊗ ∧2ρ4), L(s, πv, r2) = L(s, π1v,∧2 ⊗ ω2).
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2.3.4 Dn − 1 Case

Dealing with Spin(2n) in the general case is like dealing with SLn. The Levi subgroups

of Spin(2n) are very complicated just as in SLn. The idea of Asgari [As] is to deal with

G Spin(2n) and use the restriction technique just as we do for GLn to SLn.

We define G Spin(2n) to be the maximal Levi subgroup of Spin(2(n + 1)) which

has Spin(2n) as the derived group. More precisely, we add α0 = e0 − e1 in the root

system and consider the Levi subgroup attached to θ = ∆ − {α0}. Then

A =
{

Hα0
(t2)Hα1

(t2) · · ·Hαn−2
(t2)Hαn−1

(t)Hαn
(t) : t ∈ F

∗}
,

and

MD = Spin(2n), A ∩ MD = {Hαn−1
(t)Hαn

(t) : t2
= 1}.

We define

G Spin(2n) = (GL1 × Spin(2n))/(A ∩ MD).

Let G = Spin(2n) be a split spin group. Note that the center of G is

Z(G) =





{
∏n−2

i=1 Hαi
((−1)i)Hαn−1

(−t)Hαn
(t), and Hαn−1

(t)Hαn
(t) : t2

= 1}
if n is even,

{Hα1
(t2) · · ·Hαn−2

(t2(n−2))Hαn−1
(t)Hαn

(t3) : t4
= 1}

if n is odd.

We set c = Hαn−1
(−1)Hαn

(−1), and

z =

{∏n−2

i=1 Hαi
((−1)i)Hαn−1

(−1) if n is even,∏n−2

i=1 Hαi
((−1)i)Hαn−1

(
√
−1)Hαn

(
√
−1) if n is odd.

Note that c = z2 if n is odd. Hence Z(G) ≃ Z/4Z if n is odd, and Z(G) ≃
Z/2Z×Z/2Z if n is even. This fact implies that when n is odd, there is, up to isomor-

phism, a unique non simply-connected, non-adjoint group of type Dn, namely, SO2n.

However, when n is even, there are two non-isomorphic, non simply-connected,

non-adjoint group of type Dn: one is SO2n ≃ Spin(2n)/{1, c}; the other is HS(2n) ≃
Spin(2n)/{1, z}, the so-called half-spin group.

Then LG Spin(2n) = GSO2n(C), where

GO2n = {g ∈ GL2n| t g J2ng = λ(g) J2n, λ(g) ∈ GL1}, J2n =




1

1

.
.

.
1



.

Let GSO2n = {g ∈ GO2n | det(g)λ(g)−n
= 1}. This fact agrees with Borel’s obser-

vation [Bo, p. 30] that the derived group of LG is simply connected if and only if the
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center of G is connected. Note that the center of G Spin(2n) is not connected. It is

A ∪ Az.

Let θ = ∆ − {αk}. Let n = k + l, k ≥ 2 and l ≥ 4. Let M = Mθ(⊃ T)

be the Levi subgroup of G generated by θ and let P = MN be the corresponding

standard parabolic subgroup of G. Let A be the connected component of the center

of M : A = {a(t) : t ∈ F
∗}, where

a(t) =

{
Hα1

(t) · · ·Hαk
(tk)Hαk+1

(tk) · · ·Hαn−2
(tk)Hαn−1

(t
k
2 )Hαn

(t
k
2 ) if k is even,

Hα1
(t2) · · ·Hαk

(t2k)Hαk+1
(t2k) · · ·Hαn−2

(t2k)Hαn−1
(tk)Hαn

(tk) if k is odd.

Since G is simply connected, the derived group MD of M is simply connected, and

hence MD ≃ SLk × Spin(2l). We identify A with GL1. We fix an identification of MD

and SLk × Spin(2l) under which the element Hα1
(t)Hα2

(t2) · · ·Hαk−1
(tk−1) goes to

the diagonal element diag(t, t, . . . , t, t−(k−1)) of SLk, and

b(t) = Hαk+1
(t2) · · ·Hαn−2

(t2)Hαn−1
(t)Hαn

(t)

is the toral element in Spin(2l). We define a map f̄ : A × MD → GL1 × GL1 × SLk ×
Spin(2l) by

f̄ : (a(t), x, y) 7→
{

(t, t
k
2 , x, y) if k is even,

(t2, tk, x, y), if k is odd.

Now, M ≃ (GL1 × SLk × Spin(2l))/S, where

S =

{
{(a(t), tIk, b(t

k
2 )) : tk

= 1} if n is even,

{(a(t), t2Ik, b(tk)) : t2k
= 1} if n is odd.

We obtain a map f : M → GLk × G Spin(2l) so that

f (Hαk
(t)) = (diag(1, . . . , 1, t), c(t)),

where c(t) is an element in G Spin(2l).

Let π1 (π2, resp.) be a cuspidal representation of GLk (G Spin(2l), resp.) with the

central character ω1 (ω2, resp.). Let π be a cuspidal representation of M(A), induced

by f and π1, π2. Then the central character of π is

ωπ =

{
ω1ω

k/2

2 if k is even,

ω2
1ω

k
2 if k is odd.

Let t̂1 = diag(a1, . . . , ak) ∈ GLk(C) =
LGLk and

t̂2 = diag(b1, . . . , bl, b
−1
l b0, . . . , b

−1
1 b0) ∈ GSO2l(C) =

LG Spin(2l)

be the Satake parameters attached to π1v, π2v, resp. Here we note that

diag(b1, . . . , bl, b
−1
l b0, . . . , b

−1
1 b0) 7→ b0
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generates the character group of GSO2n and hence by Lemma 2.1, b0 = ω2(̟). Then

χ ◦ Hα1
= a1a−1

2 , . . . , χ ◦ Hαk−1
= ak−1a−1

k ,

χ ◦ Hαk+1
= b1b−1

2 , . . . , χ ◦ Hαn−1
= bl−1b−1

l , χ ◦ Hαn
= bl−1blb

−1
0 ,

χ(a(t)) = ωπv
=

{
(a1 · · · ak)(b0)k/2 if k is even,

(a1 · · · ak)2(b0)k if k is odd.

Since f (Hαk
(t)) = (diag(1, . . . , 1, t), c(t)), we can see χ◦Hαk

= akb−1
1 b0.Hence, we

can compute that m = 2,

L(s, π, r1) = L(s, π1 × π2),

L(s, π, r2) = L(s, π1,∧2 ⊗ ω2).

2.4 F4 Cases

We use a root system as in [G-O-V]. We take simple roots α1 =
1
2
(e1 − e2 − e3 − e4),

α2 = e4, α3 = e3 − e4, and α4 = e2 − e3. Here (ei , e j) = δi j . The positive roots are

ei ± e j , 1 ≤ i < j ≤ 4, ei , i = 1, 2, 3, 4 and 1
2
(e1 ± e2 ± e3 ± e4). There are 24 of

them. The Cartan matrix is




2 −1 0 0

−1 2 −1 0

0 −2 2 −1

0 0 −1 2


 .

The Dynkin diagram is

o1 o2 ks o3 o4.

2.4.1 F4 − 1

Let G be a split simply connected group of type F4, and θ = {α1, α2, α4}. Let

M = Mθ be the Levi subgroup of G generated by θ and A be the connected com-

ponent of the center of M : A = {a(t) : t ∈ F
∗}, where

a(t) = Hα1
(t2)Hα2

(t4)Hα3
(t6)Hα4

(t3).

Since G is simply connected, the derived group MD of M is simply connected, and

hence MD ≃ SL3 × SL2. We identify A with GL1. We fix an identification of MD

and SL3 × SL2 under which the element Hα1
(t)Hα2

(t2) goes to the diagonal element

diag(t, t, t−2) of SL3, and Hα4
(t) goes to diag(t, t−1) of SL2. We define a map f̄ : A ×

MD → GL1 × GL1 × SL3 × SL2 by

f̄ : (a(t), x, y) 7→ (t2, t3, x, y).

https://doi.org/10.4153/CJM-2005-023-x Published online by Cambridge University Press

https://doi.org/10.4153/CJM-2005-023-x


Local L-Functions 547

Now, M ≃ (GL1 × SL3 × SL2)/S, where

S = {(a(t), t2I3, t
3I2) : t6

= 1}.

We obtain a map f : M → GL3 × GL2 so that

f (Hα3
(t)) = (diag(1, 1, t), diag(1, t)).

We remark that it is independent of the choice of 6th root of unity which shows up.

Let π1, π2 be cuspidal representations of GL3,GL2 with the central characters

ω1, ω2, resp. Let π be a cuspidal representation of M(A), induced by the map f and

π1, π2. The central character of π is

ωπ = ω2
1ω

3
2 .

Let πiv be an unramified representation, given by

π1v = π(µ1, µ2, µ3), π2v = π(ν1, ν2).

Let πv be the unramified representation of M(Fv) and χ the inducing character of the

torus. Then

χ ◦ Hα1
(t) = µ1µ

−1
2 (t); χ ◦ Hα2

(t) = µ2µ
−1
3 (t),

χ ◦ Hα4
(t) = ν1ν

−1
2 (t); χ(a(t)) = ωπv

(t).

Since f (Hα3
(t)) = (diag(1, 1, t), diag(1, t)), we have χ ◦ Hα3

= µ3ν2. In this case,

α̃ = 2e1 + e2 + e3 and the positive roots {e1 − e2, e1 − e3, e2 ± e4, e3 ± e4} contribute

to L(s, πv, r1), and so on. Hence we can compute that m = 4, and

L(s, πv, r1) = L(s, π1v × π2v), L(s, πv, r2) = L(s, (π̃1v ⊗ ω1) ⊗ π2v, ρ3 ⊗ Sym2 ρ2),

L(s, πv, r3) = L(s, π2v ⊗ ω1ω2), L(s, πv, r4) = L(s, π1v ⊗ ω1ω
2
2).

2.4.2 F4 − 2

Let θ = {α1, α3, α4}, and

A = {Hα1
(t3)Hα2

(t6)Hα3
(t8)Hα4

(t4) : t ∈ F̄∗}.

Also MD = SL2 × SL3, and

A ∩ MD = {Hα1
(t3)Hα3

(t2)Hα4
(t4) : t6

= 1}.

By identifying A with GL1, we have

M = (GL1 × SL2 × SL3)/(A ∩ MD).
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We do exactly the same as in the the F4 − 1 case: we construct a map f : M →
GL2 × GL3 such that f (Hα2

(t)) = (diag(1, t), diag(1, 1, t2)). Under the identifica-

tion, Hα3
(t2)Hα4

(t) is the diagonal element diag(t, t, t−2) of SL3.

Let π1, π2 be cuspidal representations of GL2,GL3 with the central characters

ω1, ω2, resp. Let π be a cuspidal representation of M(A), induced by f and π1, π2.

Then the central character of π is

ωπ = ω3
1ω

4
2 .

Let πiv be an unramified representation, given by

π1v = π(µ1, µ2), π2v = π(ν1, ν2, ν3).

Let πv be the unramified representation of M(Fv) and χ the inducing character of the

torus. Then

χ ◦ Hα1
(t) = µ1µ

−1
2 (t), χ ◦ Hα4

(t) = ν1ν
−1
2 (t),

χ ◦ Hα3
(t) = ν2ν

−1
3 (t), χ(a(t)) = ωπv

(t).

Since f (Hα2
(t)) = (diag(1, t), diag(1, 1, t2)), we have χ ◦ Hα2

= µ2ν
2
3 . In this case,

α̃ =
1
2
(3e1 + e2 + e3 + e4). Hence we can compute that m = 3, and

L(s, πv, r1) = L(s, π1v ⊗ π2v, ρ2 ⊗ Sym2 ρ3);

L(s, πv, r2) = L(s, π̃2v, Sym2 ρ3 ⊗ ω1ω
2
2);

L(s, πv, r3) = L(s, π1v ⊗ ω1ω
2
2).

2.4.3 (xviii) in [La]

Let θ = {α2, α3, α4}, and

A = {a(t) = Hα1
(t2)Hα2

(t3)Hα3
(t4)Hα4

(t2) : t ∈ F̄∗}.

Also MD = Spin(7), and

A ∩ MD = {Hα2
(t) : t2

= 1}.

By identifying A with GL1, we have

M = (GL1 × Spin(7))/(A ∩ MD) ≃ G Spin(7).

Let π be a cuspidal representation of G Spin(7,A) with the central character ω. Let η
be a grössencharacter of F. Then we can think of η as a character of M(A) by setting

η(a(t)) = η(t2). Since η|A∩MD
= 1, it is well-defined. We consider πη = π ⊗ η.

Let πv be the unramified representation of M(Fv) with the corresponding semisimple

conjugacy class t̂ in T̂, the torus in LM = GSp6(C). Let

t̂ = diag(b1, b2, b3, b0b−1
3 , b0b−1

2 , b0b−1
1 ).
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Note that t̂ 7→ b0 generates the character group of GSp6, and hence by Lemma 2.1,

b0 = ωv(̟).

Let χ be the inducing character of the torus given by πη,v. We have the relationship

χ ◦ α∨(̟) = α∨(t̂),

where α∨ on the right is considered as a root of LM. Hence

χ ◦ Hα2
= b2

3b−1
0 , χ ◦ Hα3

= b2b−1
3 ,

χ ◦ Hα4
= b1b−1

2 , χ(a(t)) = η2
vωv = η2

v b0.

From this, we have χ ◦ Hα1
= ηvb−1

1 b−1
2 b−1

3 b2
0. In this case, α̃ = e1. Hence we can

compute that m = 2, and

L(s, πη,v, r1)−1
= (1 − ηvb1b2b3b−1

0 q−s
v )

(
1 − ηv(b1b2b3)−1b2

0q−s
v

)

×
3∏

i=1

(1 − ηvb−1
i b0q−s

v )

3∏

i=1

(1 − ηv(b1b2b3)−1b2
i b0q−s

v )

×
3∏

i=1

(1 − ηvb1b2b3b−2
i q−s

v )

3∏

i=1

(1 − ηvbiq
−s
v )

L(s, πη,v, r2) = L(s, η2
vωv).

Here L(s, πη, r1) is called the spherical harmonic of Sp6(C) and it has degree 14.

2.4.4 (xxii) in [La]

In this case, it is more convenient to use the dual root system: we take simple roots

α1 = e1 − e2 − e3 − e4, α2 = 2e4, α3 = e3 − e4, α4 = e2 − e3. Let θ = {α2, α3, α4}.

Then

A = {a(t) = Hα1
(t2)Hα2

(t3)Hα3
(t2)Hα4

(t) : t ∈ F̄∗}.

Also MD = Sp6, and

A ∩ MD = {Hα2
(t)Hα4

(t) : t2
= 1}.

By identifying A with GL1, we have

M = (GL1 × Sp6)/(A ∩ MD) ≃ GSp6.

We can easily see that under this identification, Hα1
(t) becomes diag(1, 1, 1, t, t, t) in

GSp6.

Let π be a cuspidal representation of GSp6(A) with the central character ω. Sup-

pose πv is an unramified representation, given by Ind
GSp6

B µ1 ⊗ µ2 ⊗ µ3 ⊗ λ, where
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µi ’s and λ are unramified quasi-characters of F×
v and µ1⊗µ2⊗µ3⊗λ is the character

of the torus which assigns to diag(x, y, z, tz−1, t y−1, tx−1) the value

µ1(x)µ2(y)µ3(z)λ(t).

Note that the central character ω = µ1µ2µ3λ
2.

Let η be a grössencharacter of F. Then we can think of η as a character of M(A) by

setting η(a(t)) = η(t2). Since η|A∩MD
= 1, it is well-defined. We consider πη = π⊗η.

Let χ be the inducing character of the torus given by πη,v. Then

χ ◦ Hα2
(t) = µ3(t), χ ◦ Hα3

(t) = µ2µ
−1
3 (t),

χ ◦ Hα4
(t) = µ1µ

−1
2 (t), χ(a(t)) = η2

vωv(t).

From this, we have χ ◦Hα1
= ηvλ. In this case, α̃ = 2e1. Hence we can compute that

m = 2, and

L(s, πη,v, r1)−1
= (1 − ηvλq−s

v )(1 − ηvλµ1q−s
v )(1 − ηvλµ2q−s

v )(1 − ηvλµ3q−s
v )

× (1 − ηvλµ1µ2q−s
v )(1 − ηvλµ1µ3q−s

v )

× (1 − ηvλµ2µ3q−s
v )(1 − ηvλµ1µ2µ3q−s

v ),

L(s, πη,v, r2)−1
= (1 − η2

vωvq−s
v )(1 − η2

vωvµ1q−s
v )(1 − η2

vωvµ2q−s
v )(1 − η2

vωvµ3q−s
v )

× (1 − η2
vωvµ

−1
1 q−s

v )(1 − η2
vωvµ

−1
2 q−s

v )(1 − η2
vωvµ

−1
3 q−s

v ).

L(s, πη, r1) is called the spin L-function and it has degree 8; L(s, πη, r2) is called the

standard L-function of symplectic groups and it has degree 7. It appears as the only

L-function in the constant term of the Eisenstein series attached to ωη2⊗π ′ of GL1×
Sp6 ⊂ Sp8, where π ′ is any irreducible constituent of π|Sp6(A).

2.5 E6 Cases

We take the root system as in [G-O-V]. (We decided not to use the root systems

for exceptional groups in [Bou] because the root systems in [G-O-V] may be easier

for computations.) We take simple roots, αi = ei − ei+1, i = 1, 2, 3, 4, 5, α6 =

e4 + e5 + e6 + ǫ. Here (ei , ei) =
5
6
, (ei , e j) = − 1

6
for i 6= j,

∑
ei = 0, and ǫ is

orthogonal to ei ’s and (ǫ, ǫ) =
1
2
. The positive roots are ei − e j , 1 ≤ i < j ≤ 6, 2ǫ

and ei + e j + ek + ǫ. There are 36 of them. Note that

(a1e1 + a2e2 + · · · + a6e6 + a0ǫ, ei − e j) = ai − a j , 1 ≤ i < j ≤ 6,

(a1e1 + a2e2 + · · · + a6e6 + a0ǫ, ei + e j + ek + ǫ) = (ai + a j + ak)

− 1

2
(a1 + · · · + a6) +

1

2
a0.
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The Cartan matrix is




2 −1 0 0 0 0

−1 2 −1 0 0 0

0 −1 2 −1 0 −1

0 0 −1 2 −1 0

0 0 0 −1 2 0

0 0 −1 0 0 2



.

The Dynkin diagram is

o1 o2 o3 o4 o5.

o6

2.5.1 E6 − 1

Let G be a simply connected group of type E6. Let θ = ∆ − {α3}. Then α̃3 =

e1 + e2 + e3 + 3ǫ. Let P = Pθ = MN and A be the connected component of the center

of M. Then A = (
⋂
α∈θ ker α)0

= {a(t) : t ∈ F
∗}, where

a(t) = Hα1
(t2)Hα2

(t4)Hα3
(t6)Hα4

(t4)Hα5
(t2)Hα6

(t3).

Since G is simply connected, the derived group MD of M is simply connected, and

hence MD ≃ SL3 × SL3 × SL2. We identify A with GL1. We fix an identification of

MD and SL3 ×SL3 ×SL2 under which the element Hα1
(t)Hα2

(t2) goes to the diagonal

element diag(t, t, t−2) of SL3, Hα4
(t2)Hα5

(t) to diag(t, t, t−2) of SL3, and Hα6
(t) to

diag(t, t−1) of SL2. We define a map f̄ : A×MD → GL1×GL1×GL1×SL3×SL3×SL2

by

f̄ : (a(t), x, y, z) 7→ (t2, t2, t3, x, y, z).

Now, M ≃ (GL1 × SL3 × SL3 × SL2)/S, where

S = {(a(t), t2I3, t
2I3, t

3I2) : t6
= 1}.

We obtain a map f : M → GL3 × GL3 × GL2 so that

f (Hα3
(t)) = (diag(1, 1, t), diag(1, 1, t), diag(1, t)).

Let π1, π2 be cuspidal representations of GL3(A) with central characters ω1, ω2,

resp. Let π3 be a cuspidal representation of GL2(A) with the central character ω3.

Let π be a cuspidal representation of M(A), induced by f and π1, π2, π3. Then the

central character of π is

ωπ = ω2
1ω

2
2ω

3
3 .
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Now suppose πiv is an unramified representation, given by

π1v = π(µ1, µ2, µ3), π2v = π(ν1, ν2, ν3), π3v = π(η1, η2).

Let πv be the unramified representation of M(Fv). Then πv is induced from the char-

acter χ of the torus. We have

χ ◦ Hα1
(t) = µ1µ

−1
2 (t), χ ◦ Hα2

(t) = µ2µ
−1
3 (t), χ ◦ Hα4

(t) = ν2ν
−1
3 (t),

χ ◦ Hα5
(t) = ν1ν

−1
2 (t), χ ◦ Hα6

(t) = η1η
−1
2 (t), χ(a(t)) = ωπv

(t).

Since f (Hα3
(t)) = (diag(1, 1, t), diag(1, 1, t), diag(1, t)), we have χ ◦ Hα3

(t) =

µ3ν3η2. Hence, we can compute that m = 3, and

L(s, πv, r1) = L(s, π1v × π2v × π3v),

L(s, πv, r2) = L(s, (π̃1v ⊗ ω) × π̃2v),

L(s, πv, r3) = L(s, π3v ⊗ ω),

where ω = ω1ω2ω3.

2.5.2 E6 − 2

Let θ = ∆ − {α2}. Then α̃2 = e1 + e2 + 2ǫ.

A = {a(t) = Hα1
(t5)Hα2

(t10)Hα3
(t12)Hα4

(t8)Hα5
(t4)Hα6

(t6) : t ∈ F
∗},

and MD ≃ SL2 × SL5. We fix an identification of MD and SL2 × SL5 under which the

element Hα1
(t) goes to diag(t, t−1) of SL2, and Hα5

(t4)Hα4
(t8)Hα3

(t12)Hα6
(t6) goes

to diag(t4, t4, t4, t−6, t−6) in SL5. We define a map f̄ : A×MD → GL1 ×GL1 ×SL2 ×
SL5 by

f̄ : (a(t), x, y) 7→ (t5, t4, x, y).

Now, M ≃ (GL1 × SL2 × SL5)/S, where

S = {(a(t), tI2, t
4I5) : t10

= 1}.

We obtain a map f : M → GL2 × GL5 so that

f (Hα2
(t)) = (diag(1, t), diag(1, 1, 1, t, t)).

Let π1, π2 be cuspidal representations of GL2,GL5 with central characters ω1, ω2,

resp. Let π be a cuspidal representation of M(A), induced by f and π1, π2. Then the

central character of π is

ωπ = ω5
1ω

4
2 .

Now suppose πiv is an unramified representation, given by

π1v = π(η1, η2), π2v = π(µ1, µ2, µ3, µ4, µ5).
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Let πv be the unramified representation of M(Fv). Then πv is induced from the char-

acter χ of the torus. We have

χ ◦ Hα1
= η1η

−1
2 , χ ◦ Hα5

= µ1µ
−1
2 (t), χ ◦ Hα4

= µ2µ
−1
3 ,

χ ◦ Hα3
(t) = µ3µ

−1
4 , χ ◦ Hα6

(t) = µ4µ
−1
5 , χ(a(t)) = ω5

1ω
4
2(t).

Since f (Hα2
(t)) = (diag(1, t), diag(1, 1, 1, t, t)), we can see

χ ◦ Hα2
= η2µ4µ5.

Hence, we can compute that m = 2, and

L(s, πv, r1) = L(s, π1v ⊗ π2v, ρ2 ⊗ ∧2ρ5),

L(s, πv, r2) = L(s, ω1ω2 ⊗ π̃2v).

2.5.3 (x) in [La]

Let θ = ∆ − {α6}. Then α̃6 = 2ǫ. A = {a(t) : t ∈ F
∗}, where

a(t) = Hα1
(t)Hα2

(t2)Hα3
(t3)Hα4

(t2)Hα5
(t)Hα6

(t2),

and MD ≃ SL6. We fix an identification of MD and SL6 under which the element

Hα1
(t)Hα2

(t2)Hα3
(t3)Hα4

(t2)Hα5
(t) goes to the diagonal element

diag(t, t, t, t−1, t−1, t−1)

of SL6. We define a map f̄ : A × MD → GL1 × GL1 × SL6 by

f̄ : (a(t), x) 7→ (t2, t, x).

Now, M ≃ (GL1 × SL6)/S, where

S = {(a(t), tI6) : t2
= 1}.

We obtain a map f : M → GL1 × GL6 so that

f (Hα6
(t)) = (t, diag(1, 1, 1, t, t, t)).

Let σ be cuspidal representations of GL6(A) with central character ω, and η be a

grössencharacter of F. Let π be a cuspidal representation of M(A), induced by f and

σ, η. Then the central character of π is

ωπ = ωη2.

Now suppose σv is an unramified representation, given by

σv = π(µ1, µ2, µ3, µ4, µ5, µ6).
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Let πv be the unramified representation of M(Fv) and let χ be the inducing character

of the torus. We have

χ ◦ Hα1
= µ1µ

−1
2 , χ ◦ Hα2

= µ2µ
−1
3 (t), χ ◦ Hα3

= µ3µ
−1
4 ,

χ ◦ Hα4
(t) = µ4µ

−1
5 , χ ◦ Hα5

(t) = µ5µ
−1
6 , χ(a(t)) = ωvη

2
v (t).

Since f (Hα6
(t)) = (t, diag(1, 1, 1, t, t, t)), we have χ ◦ Hα6

= µ4µ5µ6ηv. Hence, we

can compute that m = 2, and

L(s, πv, r1) = L(s, σv,∧3ρ6 ⊗ ηv) =

∏

1≤i< j<k≤6

(1 − µiµ jµkηvq−s
v )−1,

L(s, πv, r2) = L(s, ωvη
2
v ).

Here L(s, π, r1) is the exterior cube L-function of GL6 and it has degree 20.

2.5.4 (xxiv) in [La]

Let θ = ∆ − {α1}. Then α̃1 = e1 + ǫ, and A = {a(t) : t ∈ F
∗}, where

a(t) = Hα1
(t4)Hα2

(t5)Hα3
(t6)Hα4

(t4)Hα5
(t2)Hα6

(t3).

Also MD ≃ Spin(10) and

A ∩ MD = {Hα2
(t)Hα3

(t2)Hα5
(t2)Hα6

(t3) : t4
= 1}.

If we identify A with GL1, then

M = (GL1 × Spin(10))/(A ∩ MD).

Since G Spin(10) = (GL1 × Spin(10))/{1, c} (see Section 2.3.4), there is a surjective

map G Spin(10) → M. Hence we have a dual map LM → GSO10(C) =
LG Spin(10).

Since the center of M is connected, the derived group of LM is simply connected, (see

[Bo, p. 30]). Hence it is Spin(10,C). Therefore LM = G Spin(10,C).

Let π be a cuspidal representation of M(A) with central character ω. Let πv be the

unramified representation of M(Fv) with the corresponding semisimple conjugacy

class t̂ in T̂, the torus in LM. We have a 2-to-1 map φ : LM → GSO10(C). Let φ(t̂) be

given by

φ(t̂) = diag(b2
1, . . . , b

2
5, b

2
0b−2

5 , . . . , b2
0b−2

1 ).

Note that it is the Satake parameter for the representation π ′
v of G Spin(10, Fv), where

π ′
=

⊗
v π

′
v is the cuspidal representation of G Spin(10,A), induced by π and the

map G Spin(10) → M. Note also that ωπ = ωπ ′ , and hence ωπv
= b2

0.

Let η be a grössencharacter of F. Then we can think of η as a character of M(A)

by setting η(a(t)) = η(t4). Since η|A∩MD
= 1, it is well-defined. We consider πη =

π ⊗ η. Let χ be the inducing character of the torus attached to πη,v. Then we have

the relationship

χ ◦ α∨(̟) = α∨(t̂),
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where α∨ on the right is considered as a root of LM. Hence

χ ◦ Hα2
= b2

4b2
5b−2

0 , χ ◦ Hα3
= b2

3b−2
4 , χ ◦ Hα4

= b2
2b−2

3 ,

χ ◦ Hα5
= b2

1b−2
2 , χ ◦ Hα6

= b2
4b−2

5 , χ(a(t)) = η4
vωv = η4

v b2
0.

From this, we have χ ◦ Hα1
= ηv(b1b2b3b4b5)−1b3

0.

Hence, we can compute that m = 1, and

L(s, πη,v, r1)−1
= (1 − ηv(b1b2b3b4b5)−1b3

0q−s
v )

5∏

i=1

(1 − ηvb1b2b3b4b5b−1
0 b−2

i q−s
v )

×
∏

1≤i< j≤5

(1 − ηv(b1b2b3b4b5)−1b0(bib j)
2q−s

v ).

Here r1 is called the half-spin representation and it has degree 16. We denote it by

Spin16. For a future reference, we denote M = H Spin(10).

2.6 E7 Cases

We take the root system as in [G-O-V]. We take simple roots, αi = ei − ei+1, i =

1, 2, 3, 4, 5, 6,α7 = e5 +e6 +e7 +e8. Here (ei, ei) =
7
8
, (ei , e j) = − 1

8
for 1 ≤ i 6= j ≤ 8

and
∑

ei = 0. The positive roots are ei − e j , 1 ≤ i < j ≤ 7, −ei + e8, i = 1, . . . , 7,

and ei + e j + ek + e8. There are 63 of them. Note that

(a1e1 + a2e2 + · · · + a8e8, ei − e j) = ai − a j ,

(a1e1 + a2e2 + · · · + a8e8, ei + e j + ek + e8) = (ai + a j + ak + a8) − 1

2
(a1 + · · · + a8).

The Cartan matrix is




2 −1 0 0 0 0 0

−1 2 −1 0 0 0 0

0 −1 2 −1 0 0 0

0 0 −1 2 −1 0 −1

0 0 0 −1 2 −1 0

0 0 0 0 −1 2 0

0 0 0 −1 0 0 2




.

The Dynkin diagram is

o1 o2 o3 o4 o5 o6.

o7
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2.6.1 E7 − 1

Let G be a simply connected group of type E7. Let θ = ∆ − {α4}. Then α̃4 =

e1 + e2 + e3 + e4 + 4e8. Let P = Pθ = MN and A be the connected component of the

center of M. Then A = (
⋂
α∈θ kerα)0

= {a(t) : t ∈ F
∗}, where

a(t) = Hα1
(t3)Hα2

(t6)Hα3
(t9)Hα4

(t12)Hα5
(t8)Hα6

(t4)Hα7
(t6).

Since G is simply connected, the derived group MD of M is simply connected, and

hence MD ≃ SL2 × SL3 × SL4.
Now we proceed exactly the same way as in the E6−1 case; under the identification

of MD with SL2 × SL3 × SL4, M ≃ (GL1 × SL2 × SL3 × SL4)/S, where

S = {(a(t), t6I2, t
4I3, t

3I4) : t12
= 1}.

We also construct a map f : M → GL2 × GL3 × GL4 so that

f (Hα4
(t)) = (diag(1, t), diag(1, 1, t), diag(1, 1, 1, t)).

Let πi be cuspidal representations of GL1+i with central characters ωi , i = 1, 2, 3,

resp. Let π be a cuspidal representation of M(A), induced by the map f and π1, π2, π3.

The central character of π is

ωπ = ω6
1ω

4
2ω

3
3 .

Now suppose πiv is an unramified representation, given by

π1v = π(η1, η2), π2v = π(ν1, ν2, ν3), π3v = π(µ1, µ2, µ3, µ4).

Let πv be the unramified representation of M(Fv). Then πv is induced from the char-

acter χ of the torus. We have

χ ◦ Hα1
(t) = µ1µ

−1
2 (t), χ ◦ Hα2

(t) = µ2µ
−1
3 (t), χ ◦ Hα3

(t) = µ3µ
−1
4 (t),

χ ◦ Hα5
(t) = ν2ν

−1
3 (t), χ ◦ Hα6

(t) = ν1ν
−1
2 (t),

χ ◦ Hα7
(t) = η1η

−1
2 (t), χ(a(t)) = ω6

1ω
4
2ω

3
3(t).

Since f (Hα4
(t)) = (diag(1, t), diag(1, 1, t), diag(1, 1, 1, t)), we have χ ◦ Hα4

(t) =

µ4ν3η2. Hence, we can compute that m = 4, and

L(s, πv, r1) = L(s, π1v × π2v × π3v),

L(s, πv, r2) = L(s, π̃2v ⊗ π3v, (ρ3 ⊗ ω1ω2) ⊗ ∧2ρ4),

L(s, πv, r3) = L(s, (π1v ⊗ ω1ω2ω3) × π̃3v),

L(s, πv, r4) = L(s, π2v ⊗ ω2
1ω2ω3).
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2.6.2 E7 − 2

Let θ = ∆ − {α3}. Then α̃3 = e1 + e2 + e3 + 3e8, MD = SL3 × SL5,

A = {a(t) = Hα1
(t5)Hα2

(t10)Hα3
(t15)Hα4

(t18)Hα5
(t12)Hα6

(t6)Hα7
(t9) : t ∈ F

∗},

A ∩ MD = {Hα1
(t5)Hα2

(t10)Hα4
(t3)Hα5

(t12)Hα6
(t6)Hα7

(t9) : t15
= 1}.

If we identify A with GL1, then

M = (GL1 × SL3 × SL5)/(A ∩ MD).

We proceed exactly in the same way as in the E6−2 case, and construct a map f : M →
GL3 × GL5 such that

f (Hα3
(t)) = (diag(1, 1, t), diag(1, 1, 1, t, t)).

Let π1, π2 be cuspidal representations of GL3(A),GL5(A) with central characters

ω1, ω2, resp. Let π be a cuspidal representation of M(A), induced by f and π1, π2.

The central character of π is

ωπ = ω5
1ω

6
2 .

Now suppose πiv is an unramified representation, given by

π1v = π(µ1, µ2, µ3), π2v = π(ν1, ν2, ν3, ν4, ν5).

Let πv be the unramified representation of M(Fv). Then πv is induced from the char-

acter χ of the torus. We have

χ ◦ Hα1
(t) = µ1µ

−1
2 (t), χ ◦ Hα2

(t) = µ2µ
−1
3 (t),

χ ◦ Hα6
(t) = ν1ν

−1
2 (t), χ ◦ Hα5

(t) = ν2ν
−1
3 (t), χ ◦ Hα4

(t) = ν3ν
−1
4 (t),

χ ◦ Hα7
(t) = ν4ν

−1
5 (t), χ(a(t)) = ωπv

(t).

Since f (Hα3
(t)) = (diag(1, 1, t), diag(1, 1, 1, t, t)), we have χ ◦ Hα3

(t) = µ3ν4ν5.
Hence, we can compute that m = 3, and

L(s, πv, r1) = L(s, π1v ⊗ π2v, ρ3 ⊗ ∧2ρ5),

L(s, πv, r2) = L(s, (π̃1v ⊗ ω1v) × (π̃2v ⊗ ω2v)),

L(s, πv, r3) = L(s, π2v ⊗ (ω1ω2)).

2.6.3 E7 − 3

Let θ = ∆ − {α2}, α̃2 = e1 + e2 + 2e8. MD = SL2 × Spin(10).

A = {a(t) = Hα1
(t2)Hα2

(t4)Hα3
(t5)Hα4

(t6)Hα5
(t4)Hα6

(t2)Hα7
(t3) : t ∈ F

∗},

A ∩ MD = {Hα1
(t2)Hα3

(t)Hα4
(t2)Hα6

(t2)Hα7
(t3) : t4

= 1}.
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If we identify A with GL1, then

M = (GL1 × SL2 × Spin(10))/(A ∩ MD).

Here we note that Hα2
(t4)Hα3

(t5)Hα4
(t6)Hα5

(t4)Hα6
(t2)Hα7

(t3) is exactly the same

as the center of M = H Spin(10) in Section 2.5.4.

We define a map f̄ : A × MD → GL1 × GL1 × SL2 × Spin(10) by

f̄ : (a(t), x, y) 7→ (t2, t, x, y).

It induces a map f : M → GL2 × H Spin(10). Under the identification, Hα1
(t) is the

diagonal element diag(t, t−1) in SL2, Hα3
(t5)Hα4

(t6)Hα5
(t4)Hα6

(t2) is in Spin(10).

From this, we see that f (Hα2
(t)) = (diag(1, t), b(t)), where b(t) is an element in

H Spin(10).

Let π1, π2 be cuspidal representations of GL2,H Spin(10) with central characters

ω1, ω2, resp. Let π be a cuspidal representation of M(A), induced by f and π1, π2.

Then the central character of π is

ωπ = ω2
1ω2.

Let t̂1 = diag(a1, a2) ∈ GL2(C) be the Satake parameter attached to π1v. Let

t̂2 ∈ G Spin(10,C) be the Satake parameter attached to π2v. Using the 2-to-1 map

φ : G Spin(10,C) → GSO(10,C), we can write it as

φ(t̂2) = diag(b2
1, . . . , b

2
5, b

−2
5 b2

0, . . . , b
−2
1 b2

0) ∈ GSO10(C).

Then

χ ◦ Hα1
= a1a−1

2 , χ ◦ Hα6
= b2

1b−2
2 , χ ◦ Hα5

= b2
2b−2

3 ,

χ ◦ Hα4
= b2

3b−2
4 , χ ◦ Hα3

= b2
4b2

5b−2
0 , χ ◦ Hα7

= b2
4b−2

5 ,

χ(a(t)) = ω2
1ω2 = (a1a2)2b2

0.

Since f (Hα2
(t)) = (diag(1, t), b(t)), we can see χ ◦ Hα2

= a2(b1b2b3b4b5)−1b3
0.

Hence, we can compute that m = 2, and

L(s, πv, r1) = L(s, π1v ⊗ π2v, ρ2 ⊗ Spin16),

L(s, πv, r2) = L(s, π ′
2v ⊗ ω1) =

5∏

i=1

(1 − b2
i ω1q−s

v )−1(1 − b−2
i b2

0ω1q−s
v )−1,

where Spin16 is the degree 16 half-spin representation (see Section 2.5.4). Here

π ′
2 is the cuspidal representation of G Spin(10), induced by π2 and the 2-to-1 map

G Spin(10) → H Spin(10). Hence the Satake parameter of π ′
2v is

φ(t̂2) = diag(b2
1, . . . , b

2
5, b

−2
5 b2

0, . . . , b
−2
1 b2

0) ∈ GSO10(C) =
LG Spin(10).

Note that the second L-function is the standard L-function for G Spin(10).
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2.6.4 E7 − 4

Let θ = ∆ − {α5}, α̃5 = e1 + e2 + e3 + e4 + e5 + 3e8, MD = SL6 × SL2,

A = {a(t) = Hα1
(t2)Hα2

(t4)Hα3
(t6)Hα4

(t8)Hα5
(t6)Hα6

(t3)Hα7
(t4) : t ∈ F

∗},

A ∩ MD = {Hα1
(t2)Hα2

(t4)Hα4
(t2)Hα6

(t3)Hα7
(t4) : t6

= 1}.

If we identify A with GL1, then

M = (GL1 × SL6 × SL2)/(A ∩ MD).

As in the E7 − 2 case, we construct a map f : M → GL6 × GL2 such that

f (Hα5
(t)) = (diag(1, 1, 1, 1, t, t), diag(1, t)).

Let π1, π2 be cuspidal representations of GL6(A),GL2(A) with central characters

ω1, ω2, resp. Let π be a cuspidal representation of M(A), induced by f and π1, π2.

Then the central character of π is

ωπ = ω2
1ω

3
2 .

Now suppose πiv is an unramified representation, given by

π1v = π(µ1, µ2, µ3, µ4, µ5, µ6), π2v = π(ν1, ν2).

Let πv be the unramified representation of M(Fv). Then πv is induced from the char-

acter χ of the torus. We have

χ ◦ Hα1
(t) = µ1µ

−1
2 (t), χ ◦ Hα2

(t) = µ2µ
−1
3 (t), χ ◦ Hα3

(t) = µ3µ
−1
4 (t),

χ ◦ Hα4
(t) = µ4µ

−1
5 (t), χ ◦ Hα7

(t) = µ5µ
−1
6 (t), χ ◦ Hα6

(t) = ν1ν
−1
2 (t),

χ(a(t)) = ω2
1ω

3
2(t).

Since f (Hα5
(t)) = (diag(1, 1, 1, 1, t, t), diag(1, t)), χ ◦ Hα5

(t) = µ5µ6ν2. Hence, we

can compute that m = 3, and

L(s, πv, r1) = L(s, π1v ⊗ π2v,∧2ρ6 ⊗ ρ2),

L(s, πv, r2) = L(s, π̃1v,∧2ρ6 ⊗ (ω1ω2)),

L(s, πv, r3) = L(s, π2v ⊗ (ω1ω2)).
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2.6.5 (xi) in [La]

Let θ = ∆ − {α7}, α̃3 = 2e8, MD = SL7,

A = {a(t) = Hα1
(t3)Hα2

(t6)Hα3
(t9)Hα4

(t12)Hα5
(t8)Hα6

(t4)Hα7
(t7) : t ∈ F

∗},

A ∩ MD = {Hα1
(t3)Hα2

(t6)Hα3
(t2)Hα4

(t5)Hα5
(t)Hα6

(t4) : t7
= 1}.

If we identify A with GL1, then

M = (GL1 × SL7)/(A ∩ MD).

As in the (x) case (Section 2.5.3), we construct a map f : M → GL1 × GL7 such

that

f (Hα7
(t)) = (t, diag(1, 1, 1, 1, t, t, t)).

Let σ be a cuspidal representation of GL7(A) with the central character ω. Let η
be a grössencharacter of F. Let π be a cuspidal representation of M(A), induced by f

and σ, η. Then the central character of π is

ωπ = ω2η7.

Now suppose σv is an unramified representation, given by

σv = π(µ1, µ2, µ3, µ4, µ5, µ6, µ7).

Let χ be the character of the torus, given by πv. We have

χ ◦ Hα1
(t) = µ1µ

−1
2 (t), χ ◦ Hα2

(t) = µ2µ
−1
3 (t), χ ◦ Hα3

(t) = µ3µ
−1
4 ,

χ ◦ Hα4
(t) = µ4µ

−1
5 , χ ◦ Hα5

(t) = µ5µ
−1
6 , χ ◦ Hα6

(t) = µ6µ
−1
7 ,

χ(a(t)) = ωπv
(t).

Since f (Hα7
(t)) = (t, diag(1, 1, 1, 1, t, t, t)), χ ◦ Hα7

(t) = µ5µ6µ7ηv. Hence, we can

compute that m = 2, and

L(s, πv, r1) = L(s, σv,∧3ρ7 ⊗ ηv) =

∏

1≤i< j<k≤7

(1 − µiµ jµkηvq−s
v )−1,

L(s, πv, r2) = L(s, σ̃v ⊗ (ωvη
2
v )).

Here L(s, π, r1) is the exterior cube L-function of GL7 and it has degree 35.
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2.6.6 (xxvi) in [La]

Let θ = ∆ − {α6}, α̃6 = e1 + e2 + e3 + e4 + e5 + e6 + 2e8, MD = Spin(12),

A = {a(t) = Hα1
(t)Hα2

(t2)Hα3
(t3)Hα4

(t4)Hα5
(t3)Hα6

(t2)Hα7
(t2) : t ∈ F

∗},

A ∩ MD = {Hα1
(t)Hα3

(t)Hα5
(t)) : t2

= 1}.
If we identify A with GL1, then

M = (GL1 × Spin(12))/(A ∩ MD).

Here note that M is not isomorphic to G Spin(12). In the notation of Section 2.3.4,

A ∩ MD = {1, z}. On the other hand, G Spin(12) = GL1 × Spin(12)/{1, c}. Hence
LM is not GSO12(C). The derived group of LM is the half-spin group HS(12,C) (the

other non simply-connected, non-adjoint group in the notation of Section 2.3.4).

Let H Spin(12) = (GL1 × Spin(12))/{1, c, z, cz}. Then there are 2-to-1 maps

f : M → H Spin(12) and G Spin(12) → H Spin(12). Since the center of H Spin(12)

is connected, the derived group of LH Spin(12) is simply connected, namely,

Spin(12,C) [Bo, p. 30]. Therefore, LH Spin(12) = G Spin(12,C). We have 2-to-1

maps Lf : LH Spin(12) → LM and φ : LH Spin(12) → LG Spin(12) = GSO12C.

Let π ′ be a generic cuspidal representation of H Spin(12,A) with central char-

acter ω. Let π ′
v be the unramified representation of H Spin(12, Fv) with the corre-

sponding semi-simple conjugacy class t̂ in T̂, the torus in LH Spin(12). Using the

2-to-1 map φ : G Spin(12,C) → GSO12(C), we can write

φ(t̂) = diag(b2
1, . . . , b

2
6, b

2
0b−2

6 , . . . , b2
0b−2

1 ).

Now let π be a cuspidal representation of M(A), induced by π ′ and f . The Satake

parameter of πv is Lf (t̂) in LM. Note that the central character of π is ωπ = ω. Let η
be a grössencharacter of F. Then we can think of η as a character of M(A) by setting

η(a(t)) = η(t2). Since η|A∩MD
= 1, it is well-defined. We consider πη = π⊗ η. Let χ

be the inducing character of the torus attached to πη,v. Then

χ ◦ Hα1
= b2

1b−2
2 , χ ◦ Hα2

= b2
2b−2

3 , χ ◦ Hα3
= b2

3b−2
4 ,

χ ◦ Hα4
= b2

4b−2
5 , χ ◦ Hα7

= b2
5b−2

6 , χ ◦ Hα5
= b2

5b2
6b−2

0 ,

χ(a(t)) = η2
vωv = η2

v b2
0.

From this, we have χ ◦ Hα6
= ηv(b1 · · · b6)−1b4

0. Hence, we can compute that m = 2,

and

L(s, πη,v, r1)−1
= (1 − ηvb−1

1 · · · b−1
6 b4

0q−s
v )(1 − ηvb1 · · · b6b−2

0 q−s
v )

×
∏

1≤i< j≤6

(1 − ηvb−1
1 · · · b−1

6 b2
0(bib j)

2q−s
v )

×
∏

1≤i< j≤6

(1 − ηvb1 · · · b6(bib j)
−2q−s

v ),

L(s, πη,v, r2) = L(s, η2
vω

2
v ).

Here r1 is called the half-spin representation and it has degree 32.
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Remark Because of the complicated nature of the half-spin group HS(12,C), we

were not able to write the explicit formula for the degree 32 half-spin representation

of cuspidal representations of M(A) which do not come from H Spin(12,A).

2.6.7 (xxx) in [La]

Let θ = ∆ − {α1}, α̃1 = e1 + e8, MD = E6,

A = {Hα1
(t3)Hα2

(t4)Hα3
(t5)Hα4

(t6)Hα5
(t4)Hα6

(t2)Hα7
(t3) : t ∈ F

∗},

A ∩ MD = {Hα2
(t)Hα3

(t2)Hα5
(t)Hα6

(t2) : t3
= 1}.

If we identify A with GL1, then

M = (GL1 × E6)/(A ∩ MD) = GE6.

Let π be cuspidal representations of GE6(A) with central character ω. Then LM =

GE6(C), and we see that m = 1, L(s, πv, r1) is the standard L-function of E6. It has

degree 27.

2.7 E8 Cases

We take the root system as in [G-O-V]. We take simple roots, αi = ei − ei+1, i =

1, . . . , 7, α8 = e6 + e7 + e8. Here (ei , ei) =
8
9
, (ei , e j) = − 1

9
for 1 ≤ i 6= j ≤ 9

and
∑

ei = 0. The positive roots are ei − e j , 1 ≤ i < j ≤ 9, and ei + e j + ek,

1 ≤ i < j < k ≤ 8, and −(ei + e j + e9), 1 ≤ i < j ≤ 8. There are 120 of them. Note

that

(a1e1 + a2e2 + · · · + a9e9, ei − e j) = ai − a j ,

(a1e1 + a2e2 + · · · + a9e9, ei + e j + ek) = (ai + a j + ak) − 1

3
(a1 + · · · + a9).

The Cartan matrix is



2 −1 0 0 0 0 0 0

−1 2 −1 0 0 0 0 0

0 −1 2 −1 0 0 0 0

0 0 −1 2 −1 0 0 0

0 0 0 −1 2 −1 0 −1

0 0 0 0 −1 2 −1 0

0 0 0 0 0 −1 2 0

0 0 0 0 −1 0 0 2




.

The Dynkin diagram is

o1 o2 o3 o4 o5 o6 o7.

o8
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2.7.1 E8 − 1

Let G be a simply-connected exceptional group of type E8. Let θ = ∆ − {α5}. Then

α̃5 = e1 +e2 +e3 +e4 +e5−5e9. Let P = Pθ = MN and A be the connected component

of the center of M. Then A = {a(t) : t ∈ F
∗}, where

a(t) = Hα1
(t6)Hα2

(t12)Hα3
(t18)Hα4

(t24)Hα5
(t30)Hα6

(t20)Hα7
(t10)Hα8

(t15).

Since G is simply connected, the derived group MD of M is simply connected, and

hence MD = SL2 × SL3 × SL5. As in the E7 − 1 case, we construct a map f : M →
GL2 × GL3 × GL5 such that

f (Hα5
(t)) = (diag(1, t), diag(1, 1, t), diag(1, 1, 1, 1, t)).

Let πi be cuspidal representations of GL2(A),GL3(A),GL5(A) with central char-

acters ωi , i = 1, 2, 3, resp. Let π be a cuspidal representation of M(A), induced by f

and π1, π2, π3. Then the central character of π is

ωπ = ω15
1 ω

10
2 ω

6
3 .

Now suppose πiv is an unramified representation, given by

π1v = π(η1, η2), π2v = π(ν1, ν2, ν3), π3v = π(µ1, µ2, µ3, µ4, µ5).

Let πv be the unramified representation of M(Fv). Then πv is induced from the char-

acter χ of the torus. We have

χ ◦ Hα1
(t) = µ1µ

−1
2 (t), χ ◦ Hα2

(t) = µ2µ
−1
3 (t), χ ◦ Hα3

(t) = µ3µ
−1
4 (t),

χ ◦ Hα4
(t) = µ4µ

−1
5 (t), χ ◦ Hα6

(t) = ν2ν
−1
3 (t), χ ◦ Hα7

(t) = ν1ν
−1
2 (t),

χ ◦ Hα8
(t) = η1η

−1
2 (t), χ(a(t)) = ω15

1 ω
10
2 ω

6
3(t).

Since f (Hα5
(t)) = (diag(1, t), diag(1, 1, t), diag(1, 1, 1, 1, t)), we have χ ◦ Hα5

(t) =

µ5ν3η2. Hence, we can compute that m = 6, and

L(s, πv, r1) = L(s, π1v × π2v × π3v),

L(s, πv, r2) = L(s, (π̃2v ⊗ ω1ω2) ⊗ π3v, ρ3 ⊗ ∧2ρ5),

L(s, πv, r3) = L(s, (π1v ⊗ ω1ω2ω3) ⊗ π̃3v, ρ2 ⊗ ∧2ρ5),

L(s, πv, r4) = L(s, (π2v ⊗ ω2
1ω2ω3) × π̃3v),

L(s, πv, r5) = L(s, (π1v ⊗ ω2
1ω

2
2ω3) × π̃2v),

L(s, πv, r6) = L(s, π3v ⊗ ω3
1ω

2
2ω3).
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2.7.2 E8 − 2

Let θ = ∆ − {α4}. Then α̃5 = e1 + e2 + e3 + e4 − 4e9. Let P = Pθ = MN and A be

the connected component of the center of M. Then A = {a(t) : t ∈ F
∗}, where

a(t) = Hα1
(t5)Hα2

(t10)Hα3
(t15)Hα4

(t20)Hα5
(t24)Hα6

(t16)Hα7
(t8)Hα8

(t12).

Since G is simply connected, the derived group MD of M is simply connected, and

hence MD = SL4×SL5. As in the E7−2 case, we construct a map f : M → GL4×GL5

such that

f (Hα4
(t)) = (diag(1, 1, 1, t), diag(1, 1, 1, t, t)).

Let πi be cuspidal representations of GL4(A),GL5(A) with central characters ωi , i =

1, 2, resp. Let π be a cuspidal representation of M(A), induced by f and π1, π2. Then

the central character of π is

ωπ = ω5
1ω

8
2 .

Now suppose πiv is an unramified representation, given by

π1v = π(µ1, µ2, µ3, µ4), π2v = π(ν1, ν2, ν3, ν4, ν5).

Let πv be the unramified representation of M(Fv). Then πv is induced from the char-

acter χ of the torus. We have

χ ◦ Hα1
(t) = µ1µ

−1
2 (t), χ ◦ Hα2

(t) = µ2µ
−1
3 (t), χ ◦ Hα3

(t) = µ3µ
−1
4 (t),

χ ◦ Hα5
(t) = ν3ν

−1
4 (t), χ ◦ Hα6

(t) = ν2ν
−1
3 (t), χ ◦ Hα7

(t) = ν1ν
−1
2 (t),

χ ◦ Hα8
(t) = ν4ν

−1
5 (t), χ(a(t)) = ω5

1ω
8
2(t).

Since f (Hα4
(t)) = (diag(1, 1, 1, t), diag(1, 1, 1, t, t)), we have χ ◦ Hα4

(t) = µ4ν4ν5.
Hence, we can compute that m = 5, and

L(s, πv, r1) = L(s, π1v ⊗ π2v, ρ4 ⊗ ∧2ρ5),

L(s, πv, r2) = L(s, π1v ⊗ (π̃2v ⊗ ω2),∧2ρ4 ⊗ ρ5),

L(s, πv, r3) = L(s, π̃1v × (π2v ⊗ ω1ω2)),

L(s, πv, r4) = L(s, π̃2v,∧2ρ5 ⊗ ω1ω
2
2),

L(s, πv, r5) = L(s, π1v ⊗ ω1ω
2
2).

2.7.3 E8 − 3

Let θ = ∆ − {α3}. Then α̃5 = e1 + e2 + e3 − 3e9. Let P = Pθ = MN and A be the

connected component of the center of M. Then A = {a(t) : t ∈ F
∗}, where

a(t) = Hα1
(t4)Hα2

(t8)Hα3
(t12)Hα4

(t15)Hα5
(t18)Hα6

(t12)Hα7
(t6)Hα8

(t9).
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Since G is simply connected, the derived group MD of M is simply connected, and

hence MD = SL3 × Spin(10). Here we note that

Hα3
(t4)Hα4

(t5)Hα5
(t6)Hα6

(t4)Hα7
(t2)Hα8

(t3)

is exactly the same as the center of M = H Spin(10) in Section 2.5.4. We define a

map f̄ : A × MD → GL1 × GL1 × SL3 × Spin(10) by

f̄ : (a(t), x, y) 7→ (t4, t3, x, y).

It induces a map f : M → GL3×H Spin(10). Under the identification, Hα1
(t)Hα2

(t2)

is the diagonal element diag(t, t, t−2) in SL3, Hα4
(t5)Hα5

(t6)Hα6
(t4)Hα7

(t2)Hα8
(t3) is

in Spin(10). From this, we see that f (Hα3
(t)) = (diag(1, 1, t), b(t)), where b(t) is an

element in H Spin(10).

Let π1, π2 be cuspidal representations of GL3,H Spin(10) with central characters

ω1, ω2, resp. Let π be a cuspidal representation of M(A), induced by f and π1, π2.

Then the central character of π is

ωπ = ω4
1ω

3
2 .

Let t̂1 = diag(a1, a2, a3) ∈ GL3(C) be the Satake parameter attached to π1v. Let

t̂2 ∈ G Spin(10,C) be the Satake parameter attached to π2v. Using the 2-to-1 map

φ : G Spin(10,C) → GSO10(C), we can write it as

φ(t̂2) = diag(b2
1, . . . , b

2
5, b

−2
5 b2

0, . . . , b
−2
1 b2

0) ∈ GSO10(C).

Note that ω2 = b2
0. Then

χ ◦ Hα1
= a1a−1

2 , χ ◦ Hα2
= a2a−1

3 , χ ◦ Hα7
= b2

1b−2
2 ,

χ ◦ Hα6
= b2

2b−2
3 , χ ◦ Hα5

= b2
3b−2

4 , χ ◦ Hα8
= b2

4b−2
5 ,

χ ◦ Hα4
= b2

4b2
5b−2

0 , χ(a(t)) = ω4
1ω

3
2 = (a1a2a3)4b6

0.

From this, we can see χ ◦ Hα3
= a3(b1b2b3b4b5)−1b3

0. Hence, we can compute that

m = 4,

L(s, πv, r1) = L(s, π1v ⊗ π2v, ρ3 ⊗ Spin16),

L(s, πv, r2) = L(s, (π̃1v ⊗ ω1) × π ′
2v),

L(s, πv, r3) = L(s, π̃2v, Spin16 ⊗(ω1ω2)),

L(s, πv, r4) = L(s, π1v ⊗ (ω1ω2)).

Here π ′
2 is the cuspidal representation of G Spin(10), induced by π2 and the

2-to-1 map G Spin(10) → H Spin(10). Hence the Satake parameter of π ′
2v is φ(t̂2) ∈

GSO10(C) =
LG Spin(10). Note that the second L-function is the Rankin–Selberg

L-function for GL3 × G Spin(10).
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2.7.4 E8 − 4

Let θ = ∆ − {α2}. Then α̃5 = e1 + e2 − 2e9. Let P = Pθ = MN and A be the

connected component of the center of M. Then

A =
{

a(t) = Hα1
(t3)Hα2

(t6)Hα3
(t8)Hα4

(t10)Hα5
(t12)Hα6

(t8)Hα7
(t4)Hα8

(t6) :

t ∈ F
∗}
.

Since G is simply connected, the derived group MD of M is simply connected, and

hence

MD = SL2 × E6,

A ∩ MD = {Hα1
(t3)Hα3

(t2)Hα4
(t4)Hα6

(t2)Hα7
(t4) : t6

= 1}.

If we identify A with GL1, then

M = (GL1 × SL2 × E6)/(A ∩ MD).

Note that Hα2
(t3)Hα3

(t4)Hα4
(t5)Hα5

(t6)Hα6
(t4)Hα7

(t2)Hα8
(t3) is exactly the same as

the center of GE6 in Section 2.6.7.

We define a map f̄ : A × MD → GL1 × GL1 × SL2 × E6 by

f̄ : (a(t), x, y) 7→ (t3, t2, x, y).

It induces a map f : M → GL2 ×GE6. Let πi be cuspidal representations of GL2,GE6

with central characters ωi , i = 1, 2, resp. Let π be a cuspidal representation of M(A),

induced by f and π1, π2. Then the central character of π is

ωπ = ω3
1ω

2
2 .

In this case, m = 3, and L(s, πv, r1) = L(s, π1v ⊗ π2v, ρ2 ⊗ ρE6
), where ρE6

is the

standard L-function of GE6(C). The second L-function L(s, πv, r2) is the standard

L-function of GE6 attached to π2 ((xxx) case; see Section 2.6.7). The third L-function

L(s, πv, r3) is the standard L-function of GL2 attached to π1.

2.7.5 E8 − 5

Let θ = ∆−{α6}. Then α̃6 = e1 + e2 + e3 + e4 + e5 + e6 − 3e9. Let P = Pθ = MN and

A be the connected component of the center of M. Then A = {a(t) : t ∈ F
∗}, where

a(t) = Hα1
(t4)Hα2

(t8)Hα3
(t12)Hα4

(t16)Hα5
(t20)Hα6

(t14)Hα7
(t7)Hα8

(t10).

Since G is simply connected, the derived group MD of M is simply connected, and

hence

MD = SL7 × SL2,

A ∩ MD = {Hα1
(t4)Hα2

(t8)Hα3
(t12)Hα4

(t2)Hα5
(t6)Hα7

(t7)Hα8
(t10) : t14

= 1}.
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If we identify A with GL1, then

M = (GL1 × SL7 × SL2)/(A ∩ MD).

As in the E7 − 4 case, we construct a map f : M → GL7 × GL2 such that

f (Hα6
(t)) = (diag(1, 1, 1, 1, 1, t, t), diag(1, t)).

Let πi be cuspidal representations of GL7,GL2 with central characters ωi , i = 1, 2,

resp. Let π be a cuspidal representation of M(A), induced by f and π1, π2. Then the

central character is

ωπ = ω4
1ω

7
2 .

Now suppose πiv is an unramified representation, given by

π1v = π(µ1, . . . , µ7), π2v = π(ν1, ν2).

Let πv be the unramified representation of M(Fv). Then πv is induced from the char-

acter χ of the torus. We have

χ ◦ Hα1
(t) = µ1µ

−1
2 (t), . . . , χ ◦ Hα5

(t) = µ5µ
−1
6 (t),

χ ◦ Hα8
(t) = µ6µ

−1
7 (t), χ ◦ Hα7

(t) = ν1ν
−1
2 (t), χ(a(t)) = ω4

1ω
7
2(t).

Since f (Hα6
(t)) = (diag(1, 1, 1, 1, 1, t, t), diag(1, t)), we have χ ◦ Hα6

(t) = µ6µ7ν2.
Hence, we can compute that m = 4, and

L(s, πv, r1) = L(s, π1v ⊗ π2v,∧2ρ7 ⊗ ρ2),

L(s, πv, r2) = L(s, π̃1v,∧3ρ7 ⊗ ω1ω2),

L(s, πv, r3) = L(s, π̃1v × (π2v ⊗ ω1ω2)),

L(s, πv, r4) = L(s, π1v ⊗ ω1ω
2
2).

2.7.6 (xiii) in [La]

Let θ = ∆ − {α8}. Then α̃8 = −3e9. Let P = Pθ = MN and A be the connected

component of the center of M. Then A = {a(t) : t ∈ F
∗}, where

a(t) = Hα1
(t3)Hα2

(t6)Hα3
(t9)Hα4

(t12)Hα5
(t15)Hα6

(t10)Hα7
(t5)Hα8

(t8).

Since G is simply connected, the derived group MD of M is simply connected, and

hence

MD = SL8,

A ∩ MD = {Hα1
(t3)Hα2

(t6)Hα3
(t)Hα4

(t4)Hα5
(t7)Hα6

(t2)Hα7
(t5) : t8

= 1}.
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If we identify A with GL1, then

M = (GL1 × SL8)/(A ∩ MD).

As in the (x) case (Section 2.5.3), we construct a map f : M → GL1 × GL8 such

that

f (Hα8
(t)) = (t, diag(1, 1, 1, 1, 1, t, t, t)).

Let σ be a cuspidal representation of GL8 with the central character ω. Let η be a

grössencharacter of F. Let π be a cuspidal representation of M(A), induced by f and

σ, η. Then the central character of π is

ωπ = ω3η8.

Now suppose σv is an unramified representation, given by σv = π(µ1, . . . , µ8).
Let χ be the character of the torus, given by πv. We have

χ ◦ Hα1
(t) = µ1µ

−1
2 (t), . . . , χ ◦ Hα7

(t) = µ7µ
−1
8 (t), χ(a(t)) = ωπv

(t).

Since f (Hα8
(t)) = (t, diag(1, 1, 1, 1, 1, t, t, t)), we have χ ◦ Hα8

(t) = µ6µ7µ8ηv.

Hence, we can compute that m = 3, and

L(s, πv, r1) = L(s, σv,∧3ρ8 ⊗ ηv),

L(s, πv, r2) = L(s, σ̃v,∧2ρ8 ⊗ ωvη
2
v ),

L(s, πv, r3) = L(s, σv ⊗ ωvη
3
v ).

Here L(s, π, r1) is the exterior cube L-function of GL8 and it has degree 56.

2.7.7 (xxviii) in [La]

Let θ = ∆ − {α7}. Then α̃7 = e1 + · · · + e7 − e9. Let P = Pθ = MN and A be the

connected component of the center of M. Then A = {a(t) : t ∈ F
∗} where

a(t) = Hα1
(t2)Hα2

(t4)Hα3
(t6)Hα4

(t8)Hα5
(t10)Hα6

(t7)Hα7
(t4)Hα8

(t5).

Since G is simply connected, the derived group MD of M is simply connected, and

hence

MD = Spin(14),

A ∩ MD = {Hα1
(t2)Hα3

(t2)Hα5
(t2)Hα6

(t3)Hα8
(t) : t4

= 1}.

If we identify A with GL1, then

M = (GL1 × Spin(14))/(A ∩ MD).
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Since G Spin(14) = (GL1 × Spin(14))/{1, c} (see Section 2.3.4), there is a sur-

jective map G Spin(14) → M. Hence we have a dual map LM → GSO14(C) =
LG Spin(14). Since the center of M is connected, the derived group of LM is simply

connected (See [Bo, p. 30]). Hence it is Spin(14,C). Therefore LM = G Spin(14,C).

Let π be a cuspidal representation of M(A) with central character ω. Let πv be the

unramified representation of M(Fv) with the corresponding semisimple conjugacy

class t̂ in T̂, the torus in LM. We have a 2-to-1 map φ : LM → GSO14(C). Let φ(t̂) be

given by

φ(t̂) = diag(b2
1, . . . , b

2
7, b

2
0b−2

7 , . . . , b2
0b−2

1 ).

Note that it is the Satake parameter for the representation π ′
v of G Spin(14, Fv), where

π ′
= ⊗vπ

′
v is the cuspidal representation of G Spin(14,A), induced by π and the map

G Spin(14) → M. Note also that ωπ = ωπ ′ , and hence ωπv
= b2

0.

Let η be a grössencharacter of F. Then we can think of η as a character of M(A)

by setting η(a(t)) = η(t4). Since η|A∩MD
= 1, it is well-defined. We consider πη =

π ⊗ η. Let χ be the inducing character of the torus attached to πη,v. Then we have

the relationship

χ ◦ α∨(̟) = α∨(t̂),

where α∨ on the right is considered as a root of LM. Then

χ ◦ Hα1
= b2

1b−2
2 , . . . , χ ◦ Hα5

= b2
5b−2

6 ,

χ ◦ Hα8
= b2

6b−2
7 , χ ◦ Hα6

= b2
6b2

7b−2
0 , χ(a(t)) = η4

vωv = η4
v b2

0.

From this, we have χ ◦ Hα7
= ηv(b1 · · · b7)−1b4

0. Hence, we can compute that m = 2,

and

L(s, πη,v, r1)−1
= (1 − ηv(b1 · · · b7)−1b4

0q−s
v )

×
∏

1≤i< j≤7

(1 − ηv(b1 · · · b7)−1b2
0(bib j)

2q−s
v ),

×
∏

1≤i< j<k≤7

(1 − ηvb1 · · · b7(bib jbk)−2q−s
v )

×
7∏

i=1

(1 − ηvb1 · · · b7b−2
0 b−2

i q−s
v ),

L(s, πη,v, r2) = L(s, π ′
v ⊗ η2

v ) =

7∏

i=1

(1 − η2
v b2

i q−s
v )−1(1 − η2

v b−2
i b2

0q−s
v )−1.

Here r1 is called the half-spin representation and has degree 64, and the second L-

function is the standard L-function for G Spin(14).

2.7.8 (xxxii) in [La]

Let θ = ∆ − {α1}. Then α̃1 = e1 − e9. Let P = Pθ = MN and A be the connected

component of the center of M. Then

A = {Hα1
(t2)Hα2

(t3)Hα3
(t4)Hα4

(t5)Hα5
(t6)Hα6

(t4)Hα7
(t2)Hα8

(t3) : t ∈ F
∗}.
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Since G is simply connected, the derived group MD of M is simply connected, and

hence

MD = simply-connected E7,

A ∩ MD = {Hα2
(t)Hα4

(t)Hα8
(t) : t2

= 1}.

If we identify A with GL1, then

M = (GL1 × E7)/(A ∩ MD) = GE7.

Let π be a cuspidal representation of GE7(A) with the central character ω. Then
LM = GE7(C), and we see that m = 2, L(s, πv, r1) is the standard L-function of

GE7(C). It has degree 56. Also L(s, πv, r2) = L(s, ωv).

3 Proof of a Conjecture of Shahidi

In this section, let F be a local field of characteristic zero and we omit the subscript

v. Here G,M denote the group of F-rational points G(F),M(F), resp. Recall Conjec-

ture 7.1 of [Sh1]:

Conjecture Assume π is tempered and generic. Then each L(s, π, ri) is holomorphic for

Re(s) > 0.

This conjecture is true for archimedean places [A]. In fact, for archimedean places,

the L-function L(s, π, ri) and the ǫ-factor are Artin factors [Sh7]. In particular

L(s, π, ri) is holomorphic for Re(s) > 0. This conjecture has many important ap-

plications. It played a crucial role in proving the functorial product of GL2 ×GL3 and

functoriality of symmetric cube in [Ki-Sh]. First we start with known results.

Proposition 3.1 ([Sh1, p. 309]) Assume π is tempered and generic.

(1) If m = 1, L(s, π, r) is holomorphic for Re(s) > 0.

(2) If m = 2 and L(s, π, r2) =
∏

j(1 − α jq
−s
v )−1, possibly an empty product where

each α j ∈ C is of absolute value one (in particular if r2 is one-dimensional, this

holds), then L(s, π, r1) is holomorphic for Re(s) > 0.

Proposition 3.2 ([Ca-Sh, p. 573]) If G is a quasi-split classical group, then the conjec-

ture holds.

Proposition 3.3 (Asgari [As]) Let G be a simply connected split group of type Dn

and F4. Then the conjecture holds.

Lemma 3.4 ([Sh1, Proposition 7.3 and Corollary 7.6]) Let ρ be a generic supercusp-

idal representation of M. Then

(1) For i = 1, 2, L(s, ρ, ri) is a product of (1 − uq−s)−1, where u is a complex number

of absolute value 1.

(2) If i ≥ 3, L(s, ρ, ri) = 1.
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(3) If L(s, ρ, r1)L(s, ρ, r2) has pole at s = 0, then it is simple. Namely, only one of

L(s, ρ, r1) and L(s, ρ, r2) has a simple pole at s = 0.

Recall the following induction step, which we can see immediately through our

explicit calculations in Section 2.

Proposition 3.5 ([Sh1, Proposition 4.1]) Let F be a number field. Let G be a quasi-

split connected reductive group over F. Let P = MN be a standard maximal parabolic

subgroup of G with respect to an F-Borel subgroup B. Let π be a globally generic cuspidal

representation of M(A). Let r =
⊕m

i=1 ri be the adjoint action of LM on L
n as before.

Then for each i, 2 ≤ i ≤ m, there exists a quasi-split connected reductive F-group Gi ,

a maximal F-parabolic subgroup Pi = MiNi of Gi , a globally generic cuspidal repre-

sentation π ′ of Mi(A), such that, if the adjoint action r ′ of LMi on L
ni decomposes as

r ′ =
⊕m ′

j=1 r ′j , then

L(s, π, ri) = L(s, π ′, r ′1).

Lemma 3.6 Let π be a generic, tempered representation. Then for i ≥ 3, L(s, π, ri) is

holomorphic for Re(s) > 0.

Proof Except for r3 in the case of E8 − 1, all ri , i ≥ 3, come from non-self conjugate

parabolic subgroups with m = 1. Hence Proposition 3.1 applies.

Suppose we are in the E8−1 case. Then r3 comes from the E6−2 case. In that case,

we calculate directly to see our assertion. We postpone the proof until Section 3.2.2.

Proposition 3.7 Let π be tempered and generic. Then L(s, π, ri) is holomorphic at

Re(s) =
1
2
.

Proof Note that

γ(s, π, ri, ψ) = ǫ(s, π, ri, ψ)
L(1 − s, π, r̃i)

L(s, π, ri)
,

and L(s, π, ri) is defined to be

L(s, π, ri) = Pπ,i(q−s)−1,

where Pπ,i is the unique polynomial satisfying Pπ,i(0) = 1 such that Pπ,i(q−s) is the

numerator of γ(s, π, ri, ψ).

Suppose L(s, π, ri) has a pole at Re(s) =
1
2
. Then it contains the inverse of a

factor 1 − uq1/2−s, where u is a complex number with |u| = 1. Then by unitarity

of π and [Sh1, Proposition 7.8], we see L(1 − s, π, r̃i) contains the inverse of a factor

1−uq1/2q−(1−s)
= 1−u−1qs− 1

2 = u−1qs− 1
2 (1−uq

1
2
−s). Hence there is a cancellation.

This contradicts the definition of L(s, π, ri).

The following is a slight generalization of Proposition 3.1.
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Proposition 3.8 ([Sh1, Theorem 3.5] and [Sh2, Proposition 3.3.1]) Let π be temp-

ered and generic, and let Cχ(s, π,w0) be the local coefficient attached to (M, π) [Sh2].

Then we have

Cχ(s, π,w0) =

m∏

i=1

γ(is, π, ri, ψ).

In particular,
∏m

i=1 γ(is, π, ri, ψ) has no zeros for Re(s) > 0, and L(s, π, r1) is holomor-

phic for Re(s) > 0 if
∏m

i=2 L(1 − is, π, ri) has poles only at Re(s) =
1
2

in the region

Re(s) > 0.

Proof Note that since we are only dealing with split groups, there is no λ-function

in the formula. Also we can make a = 1 in Theorem 3.5 of [Sh1], by making ψ
and w0 compatible. By the definition of Cχ(s, π,w0), Cχ(s, π,w0)A(s, π,w0) has no

zeros. Since A(s, π,w0) is holomorphic for Re(s) > 0, Cχ(s, π,w0) has no zeros for

Re(s) > 0. The last statement follows from Proposition 3.7.

Recall the multiplicativity of γ-factors. Let π be an irreducible generic admissi-

ble representation of M. Suppose π ⊂ IndM
MθNθ

σ ⊗ 1, where MθNθ, θ ⊂ ∆, is a

parabolic subgroup of M and σ is an irreducible generic admissible representation of

Mθ. Let θ ′ = w(θ) ⊂ ∆ and fix a reduced decomposition w = wn−1 · · ·w1 of w as in

Lemma 2.1.1 of [Sh2]. Then for each j, there exists a unique root α j ∈ ∆ such that

w j(α j ) < 0. For each j, 2 ≤ j ≤ n − 1, let w̄ j = w j−1 · · ·w1. Set w̄1 = 1. Also let

Ω j = θ j ∪ {α j}, where θ1 = θ, θn = θ ′, and θ j+1 = w j(θ j), 1 ≤ j ≤ n − 1. Then

the group MΩ j
contains Mθ j

Nθ j
as a maximal parabolic subgroup and w̄ j(σ) is a rep-

resentation of Mθ j
. The L-group LMθ acts on Vi . Given an irreducible constituent of

this action, there exists a unique j, 1 ≤ j ≤ n − 1, which under w j is equivalent to

an irreducible constituent of the action of LMθ j
on the Lie algebra of LNθ j

. We denote

by i( j) the index of this subspace of the Lie algebra of LNθ j
. Finally, let Si denote the

set of all such i’s where Si , in general, is a proper subset of 1 ≤ i ≤ n − 1.

Proposition 3.9 ([Sh1, 3.13]) For each j ∈ Si , let γ(s, w̄ j(σ), ri( j), ψ) denote the cor-

responding factor. Then

γ(s, π, ri, ψ) =

∏

j∈Si

γ(s, w̄ j(σ), ri( j), ψ).

We follow the exposition in [Sh6, p. 280]. Let φ : WF × SL2(C) → LM be the

parametrization of π. Then φ factors through LMθ, i.e., there exists

φ ′ : WF × SL2(C) → LMθ

such that φ = i ◦ φ ′, where i : LMθ →֒ LM. Let r ′i = ri|LMθ
. Then r ′i = ⊕ jri( j), and

γ(s, φ, ri, ψ) =

∏

j

γ(s, φ ′, ri( j), ψ).

Given an irreducible component of ri|LMθ
, there exists a unique j, which under w j ,

makes this component equivalent to an irreducible constituent of the action of LMθ j

on the Lie algebra of LNθ j
. Hence we have:
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Proposition 3.10 Suppose π, σ be as in Proposition 3.9. Suppose π is tempered, and

γ(s,w j(σ), ri( j), ψ) is an Artin factor for each j ∈ Si , namely, γ(s,w j(σ), ri( j), ψ) =

γ(s, φ ′, ri( j), ψ) for each j. Then γ(s, π, ri, ψ) and L(s, π, ri) are also Artin factors. In

particular, L(s, π, ri) is holomorphic for Re(s) > 0.

Proof Clear from the multiplicativity formulas. Since π is tempered, γ-factors de-

termine the L-factors uniquely. Artin L-functions satisfy the holomorphy.

Hence once we know that γ(s, ρ, ri, ψ) is an Artin factor for supercuspidal ρ, Con-

jecture 7.1 of [Sh1] is obvious by Proposition 3.10 and multiplicativity of γ-factors.

However, except for a few cases, it is not known that γ(s, ρ, ri, ψ) is an Artin fac-

tor. For example, Shahidi [Sh5] has shown that for Rankin–Selberg L-functions for

GLk × GLl, his L-functions are Artin L-functions. However it is not even known that

Shahidi’s exterior square L-function, L(s, ρ,∧2), is an Artin L-function, where ρ is a

supercuspidal representation of GLn(F). Later on, in many situations, all the rank-

one factors in Proposition 3.10 are the Rankin–Selberg γ and L-factors for GLk×GLl.

We have:

Lemma 3.11 Let ρ1 be a tempered representation of GLn−2 and ρ2, ρ3 be tempered

representations of GL2. Then in Dn − 2 case, the triple L-function L(s, ρ1 × ρ2 × ρ3) =

L(s, ρ1 × (ρ2 ⊠ρ3)) is an Artin L-function, where ρ2 ⊠ρ3 is the functorial product given

by the local Langlands correspondence [Ra]. The same is true for the ǫ-factor.

Proof It is enough to prove it when ρi ’s are supercuspidal representations. Let

σ1, σ2, σ3 be cuspidal representations of GLn−2(A),GL2(A),GL2(A), resp. such that

σiv = ρi and σiw is unramified for all w 6= v and w < ∞. By considering the Dn − 2

case, we obtain the triple L-function L(s, σ1 × σ2 × σ3). Let σ2 ⊠ σ3 be the functorial

product, obtained in [Ra]. It is an automorphic representation of GL4(A). Now we

compare two functional equations:

L(s, σ1 × σ2 × σ3) = ǫ(s, σ1 × σ2 × σ3)L(1 − s, σ̃1 × σ̃2 × σ̃3),

L(s, σ1 × (σ2 ⊠ σ3)) = ǫ(s, σ1 × (σ2 ⊠ σ3))L(1 − s, σ̃1 × (σ̃2 ⊠ σ̃3)).

Since L(s, σ1w × σ2w × σ3w) = L(s, σ1w × (σ2w ⊠ σ3w)) for all w 6= v, we have (see

[Ki5, Proposition 5.1.3] for the details)

γ(s, σ1v × σ2v × σ3v, ψv) = γ(s, σ1v × (σ2v ⊠ σ3v), ψv).

Note that ρ2 ⊠ ρ3 is tempered (see [Ki5, Proposition 5.1.4]). Hence the equality of

γ-factors implies the equality of L-factors.

Next we have [Sh6, Theorem 5.2]:
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Proposition 3.12 (Multiplicativity of L-factors) Let π, σ be as in Proposition 3.9.

Suppose π is tempered, and σ is a discrete series. Suppose Conjecture 7.1 of [Sh1] is

valid for every L(s,w j(σ), ri( j)), j ∈ Si . Then

L(s, π, ri) =

∏

j∈Si

L(s,w j(σ), ri( j)).

Now we show the application of Conjecture 7.1 of [Sh1] to the functorial lift: let

G be a reductive group over a local field F, and suppose we have a homomorphism of

L-groups f : LG → GLN (C). Then Langlands’ functoriality predicts that, given an

irreducible admissible representation π of G(F), there exists a local lift Π of GLN (F)

such that if φ : WF × SL2(C) → LG parametrizes π, then f ◦ φ parametrizes Π. If

such parametrization is available (namely, the local Langlands correspondence), it is

easy to see that if π is tempered, then Π is tempered. Note that π is tempered if and

only if the image φ(WF) is bounded (see, for example, [Ku, Lemma 5.2.1]). In that

case, it is obvious that f ◦ φ(WF) is bounded. Hence Π is tempered.

In general, the local Langlands correspondence is not available. Hence we intro-

duce the concept of the local lift in the following way:

We say Π is the local lift of π if it satisfies

γ(s, σ × π, ψ) = γ(s, σ × Π, ψ), L(s, σ × π) = L(s, σ × Π),

where σ is a discrete series representation of GLm(F).

The left-hand sides are Shahidi’s γ and L-factors, and the right-hand sides are

Rankin–Selberg γ and L-factors. Hence according to Section 2, this makes sense only

when G = GL2 × GL2,GL2 × GL3, GL4, and groups of type Bn,Cn,Dn. The case

GL2 × GL2 is a subject of [Ra] and [Ki5] (We need the D4 − 2 case in Section 2);

The case GL2 × GL3 is a subject of [Ki-Sh] (We need the D5 − 2, E6 − 1, E7 − 1 cases

in Section 2). In those two cases, the L-group homomorphisms are tensor product

maps GL2(C) × GLk(C) → GL2k(C), k = 2, 3. The case GL4 is a subject of [Ki5]

(We need the Dn − 3, n = 4, 5, 6, 7 cases in Section 2). It is an exterior square lift,

where the L-group homomorphism is the exterior square GL4(C) → GL6(C). When

G = SO2n+1, the local lift was obtained in [CKPSS]. Suppose conjecture 7.1 of [Sh1]

is valid in all those cases (We will prove it in Theorem 3.16).

Proposition 3.13 Suppose the local lift exists. If π is tempered (unitary), Π is tem-

pered.

Proof Suppose Π is not tempered. We write it as a Langlands’ quotient of Ξ =

Ind |det|r1σ1 ⊗ · · · ⊗ |det|rkσk, where the σi ’s are (unitary) discrete series representa-

tions of smaller GL’s and r1 ≥ · · · ≥ rk. Since π is unitary, Π has the unitary central

character and hence rk < 0. (Since Π is not tempered, not all ri ’s are zero.) Con-

sider the equality L(s, σ̃k × π) = L(s, σ̃k × Π). The left hand side is holomorphic for

Re(s) > 0 by Conjecture 7.1 of [Sh1]. However,

L(s, σ̃k × Π) =

k∏

i=1

L(s + ri, σ̃k × σi),
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has a pole at s = −rk > 0.

In the following, we indicate a proof of Proposition 3.2 due to Casselman and

Shahidi [Ca-Sh]. The proof requires two ingredients. The first is that due to the fact

that the Levi subgroups are simple, namely, of the form GLn1
× · · · × GLnk

× Gl,

where Gl is a quasi-split classical group, the multiplicativity of γ-factors (Proposition

3.9) becomes simple. The second is a partial classification of generic discrete series of

quasi-split classical groups. We now have a complete classification of discrete series

with generic supercuspidal support of quasi-split classical groups due to Moeglin

and Tadic [M-Ta] (cf. [Ja1–Ja3]). In [Ca-Sh], due to a lack of classification at the

time, the authors first had to give a partial classification of generic discrete series of

quasi-split classical groups.

Recall that a discrete series of GLn comes from a distinguished unipotent orbit (p),

which gives rise to a complex parameter

( p − 1

2
,

p − 1

2
− 1,

p − 1

2
− 2, . . . ,− p − 1

2

)
.

This gives rise to an induced representation

Ind ρ|det|
p−1

2 ⊗ ρ|det|
p−1

2
−1 ⊗ · · · ⊗ ρ|det|−

p−1

2

where ρ is a supercuspidal representation of GL. Let St(ρ, p) be the discrete series

which is the unique subrepresentation of the above induced representation. Then

L(s, St(ρ, p) × ρ̃)−1 is obtained as a numerator of γ(s, St(ρ, p) × ρ̃, ψ) which comes

from the induced representation

Ind St(ρ, p)|det| s
2 ⊗ ρ|det|− s

2 .

It is a subrepresentation of

Ind ρ|det| s
2

+
p−1

2 ⊗ ρ|det| s
2

+
p−1

2
−1 ⊗ · · · ⊗ ρ|det| s

2
− p−1

2 ⊗ ρ|det|− s
2 .

By multiplicativity of γ-factors (Proposition 3.9),

γ(s, St(ρ, p) × ρ̃, ψ) =

p−1∏

i=0

γ(s +
p − 1

2
− i, ρ× ρ̃, ψ).

Note that γ(s, ρ× ρ̃, ψ) = ǫ(s, ρ× ρ̃, ψ) L(1−s,ρ×ρ̃)

L(s,ρ×ρ̃)
and L(s, ρ× ρ̃) = (1 − q−rs)−1

=∏r
i=1(1 − ηi(̟)q−s)−1, where r is the order of the cyclic group of unramified char-

acters ηi of F∗ such that ρ ≃ ρ⊗ ηi(det). Hence

L(s, St(ρ, p) × ρ̃) = L(s +
p − 1

2
, ρ× ρ̃).
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Notice the cancellation in γ(s, St(ρ, p) × ρ̃, ψ). Also if p ≥ q, then

L(s, St(ρ, p) × S̃t(ρ, q)) =

q−1∏

i=0

L(s +
p − 1

2
+

q − 1

2
− i, ρ× ρ̃).

Let G = Gn be a quasi-split classical group of type Bn,Cn,Dn, and let σ be a dis-

crete series of GLk and τ be a discrete series of Gl with generic supercuspidal support.

We describe a partial classification of discrete series for quasi-split classical groups

which we need. First, we remark that if τ is a discrete series which is a subrepresen-

tation of Ind |det|aρ⊗ τ0, where ρ is a supercuspidal representation of GLk and τ0 is

a generic supercuspidal representation of a quasi-split group, then a =
1
2

or 1. This

is a deep result of Shahidi [Sh1]. We say that (ρ, τ0) satisfies (Ci) if Ind |det|aρ ⊗ τ0

is reducible at s = i.

Following the GLn example, we introduce a concept of chains. Given integers a >
b > 0 (we assume that a, b have the same parity) and a supercuspidal representation

ρ of GLk, denote by δ(a, b, ρ), δ(a, ρ), the representations

δ(a, b, ρ) = |det| a−1
2 ρ⊗ |det| a−1

2
−1ρ⊗ · · · ⊗ |det|− b−1

2 ρ

δ(a, ρ) = |det| a−1

2 ρ⊗ |det| a−1

2
−1ρ⊗ · · · ⊗ |det| a+1

2
−[ a

2
]ρ,

where
a + 1

2
−

[ a

2

]
=

{
1
2
, if a is even,

1, if a is odd.

Note that δ(a, b, ρ) gives rise to [δ(a, b, ρ)] = |det| a−b
4 St(ρ, a+b

2
) as the unique sub-

representation of

Ind
GL

k a+b
2

GLk×···×GLk
δ(a, b, ρ);

δ(a, ρ) gives rise to [d(a, ρ)] = |det| 1
2

[ a+1
2

]St(ρ, [ a
2
]). Then a partial classification

of discrete series shows (cf. [M-Ta], [Ja1–Ja3]) that a discrete series τ with generic

supercuspidal support is a subrepresentation of

Ind[δ(a1, b1, ρ1)] ⊗ · · · ⊗ [δ(ar, br, ρr)] ⊗ [δ(ar+1, ρr+1)] ⊗ · · · ⊗ [δ(ar+l, ρr+l)] ⊗ τ0,

where

(1) ρ1, . . . , ρr+l are self-contragredient supercuspidal representations of GL and τ0 is

a generic supercuspidal representation of Gl0 , and

(2) the chain δ(ar+ j , ρr+ j) can be present only when (ρr+ j , τ0) satisfies (C 1
2
) or (C1).

In that case, ar+ j is even or odd, depending on (ρr+ j , τ0) satisfies (C 1
2
) or (C1),

resp. Also the ρr+ j ’s are pairwise non-equivalent.

Of course, the complete classification of discrete series requires additional conditions

on ai , bi ’s, such as a1, b1, a2, b2 are all distinct when ρ1 ≃ ρ2.

The necessity of the parity condition in (2) can be seen in the following proposi-

tion. First we need
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Lemma 3.14 Suppose (ρ, τ0) satisfies (C1). Then L(s, ρ× ρ)−1 divides L(s, ρ× τ0)−1

as polynomials in q−s, namely,

L(s, ρ× τ0) = L(s, ρ× ρ)
∏

j

(1 − u jq
−s)−1,

where u j ∈ C is of absolute value 1.

Proof Let δ be the square integrable representation, which is the unique subrepre-

sentation of Ind |det|ρ⊗ τ0. Then by Proposition 3.1(2), L(s, ρ× δ) is holomorphic

for Re(s) > 0. (For example, if we consider GL × SO(odd), the second L-function is

L(s, ρ, Sym2), which is a form given in Proposition 3.1(2) by Lemma 3.4.)

Consider the induced representation Ind |det|sρ⊗ δ. By multiplicativity of γ-fac-

tors,

γ(s, ρ× δ, ψ) = γ(s, ρ× τ0, ψ)γ(s + 1, ρ× ρ, ψ)γ(s − 1, ρ× ρ, ψ).

If 1 − uq−s divides L(s, ρ × ρ)−1, then 1 − uq1−s appears in the numerator of

γ(s − 1, ρ × ρ, ψ). Since L(s, ρ × δ) is holomorphic for Re(s) > 0, it should can-

cel with a factor in the denominator of γ(s, ρ× τ0, ψ). Hence L(s, ρ× τ0)−1 contains

a factor 1 − u−1q−s. Note that L(s, ρ× ρ) = (1 − q−rs)−1
=

∏
(1 − uiq

−s)−1, where

|ui | = 1. Hence if 1 − uq−s divides L(s, ρ × ρ)−1, then 1 − u−1q−s also divides

L(s, ρ× ρ)−1.

Let σ be a discrete series of GLk and τ be a discrete series of Gl with generic super-

cuspidal support. In [Sh1], the γ-factor γ(s, σ× τ , ψ) and the L-function L(s, σ× τ )

are defined only when τ itself is generic. However, if τ is not generic, we define the

γ-factor γ(s, σ×τ , ψ), using the multiplicativity of γ-factors in Proposition 3.9. And

then as usual, we define the L-function L(s, σ × τ ) to be

L(s, σ × τ ) = P(q−s)−1,

where P(X) is the unique polynomial satisfying P(0) = 1 such that P(q−s) is the

numerator of γ(s, σ×τ , ψ). We define the ǫ-factor ǫ(s, σ×τ , ψ) to satisfy the relation

γ(s, σ × τ , ψ) = ǫ(s, σ × τ , ψ)
L(1 − s, σ̃ × τ̃ )

L(s, σ × τ )
.

Note that if two discrete series are subquotients of the same induced representa-

tion, they are in the same L-packet. Hence our definition of L-functions agrees with

Shahidi’s conjecture [Sh1, Section 9] that two discrete series which are in the same

L-packet have the same γ-function.

Proposition 3.15 Suppose σ = St(ρ, p) and τ is a subrepresentation of

Ind[δ(a, b, ρ)] ⊗ τ0.
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(We assume a+b
2

≥ p > b. The other cases are similar.) Then

L(s, σ × τ ) = L(s +
p − 1

2
, ρ× τ0)

p−1∏

i=0

L(s +
a − 1

2
+

p − 1

2
− i, ρ× ρ)

×
b−1∏

i=0

L(s +
b − 1

2
+

p − 1

2
− i, ρ× ρ),

If τ is a subrepresentation of Ind[δ(a, ρ)] ⊗ τ0, then (assume a
2
≥ p — the other cases

are similar)

L(s, σ × τ ) =





L(s + p−1

2
, ρ× τ0)

∏p−1

i=0 L(s + a−1
2

+ p−1

2
− i, ρ× ρ) if a is even,

L(s + p−1

2
, ρ× τ0)

L(s +
p−1

2
, ρ× ρ)

∏p−1

i=0 L(s + a−1
2

+ p−1

2
− i, ρ× ρ) if a is odd.

Proof First we calculate L(s, σ × τ0). I(s, σ ⊗ τ0) is a subrepresentation of

Ind |det|s+
p−1

2 ρ⊗ |det|s+
p−1

2
−1ρ⊗ · · · ⊗ |det|s−

p−1

2 ρ⊗ τ0.

By multiplicativity of γ-factors,

γ(s, σ × τ0, ψ) =

p−1∏

i=0

γ(s +
p − 1

2
− i, ρ× τ0, ψ).

If L(s, ρ × τ0) has a pole at s = 0 (i.e., when I(s, ρ ⊗ τ0) is reducible at s = 1),

then note that there is a cancellation between γ(s + p−1

2
− i − 1, ρ × τ0, ψ) and

γ(s − p−1

2
+ i, ρ× τ0, ψ). Hence

L(s, σ × τ0) = L(s +
p − 1

2
, ρ× τ0).

If L(s, ρ× τ0) has no pole at s = 0, then L(s, σ × τ0) = 1.

Next, suppose τ is a subrepresentation of Ind[δ(a, b, ρ)] ⊗ τ0. Then I(s, σ ⊗ τ ) is

a subrepresentation of

Ind |det|sSt(ρ, p) ⊗ |det| a−b
4 St

(
ρ,

a + b

2

)
⊗ τ0.

By multiplicativity of γ-factors,

γ(s, σ × τ , ψ) = γ(s, St(ρ, p) × τ0, ψ)γ
(

s ± a − b

4
, St(ρ, p) × St

(
ρ,

a + b

2

)
, ψ

)
.
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We only do the case a+b
2

≥ p > b. Then a > p, and

L(s, σ × τ ) = L(s +
p − 1

2
, ρ× τ0)

p−1∏

i=0

L(s +
a − 1

2
+

p − 1

2
− i, ρ× ρ)

×
b−1∏

i=0

L(s +
b − 1

2
+

p − 1

2
− i, ρ× ρ).

Next, suppose τ is a subrepresentation of Ind[δ(a, ρ)] ⊗ τ0. Then I(s, σ ⊗ τ ) is a

subrepresentation of

Ind |det|sSt(ρ, p) ⊗ |det| 1
2

[ a+1
2

]St
(
ρ,

[ a

2

])
⊗ τ0.

By multiplicativity of γ-factors,

γ(s, σ × τ , ψ) = γ(s, St(ρ, p) × τ0, ψ)γ
(

s ± 1

2

[ a + 1

2

]
, St(ρ, p

)
× St

(
ρ,

[ a

2

])
, ψ).

Suppose first a is even and for convenience, a
2
≥ p. Then in γ(s − a

4
, St(ρ, p) ×

St(ρ, a
2
), ψ), there is a cancellation between γ(s − 1

2
− p−1

2
+ i, ρ × ρ, ψ) and γ(s −

1
2

+
p−1

2
− i, ρ × ρ, ψ) for i = 0, 1, . . . , [ p−1

2
]. Hence if p is odd, there is a middle

term γ(s − 1
2
, ρ× ρ, ψ), which cancels with itself. Therefore,

L(s, σ × τ ) = L(s +
p − 1

2
, ρ× τ0)

p−1∏

i=0

L(s +
a − 1

2
+

p − 1

2
− i, ρ× ρ).

Suppose a is odd and for convenience, a−1
2

≥ p. Recall that (ρ, τ0) satisfies (C1).

Then in γ(s− a+1
4
, St(ρ, p)×St(ρ, a−1

2
), ψ), there is a cancellation between γ(s−1−

p−1

2
+i +1, ρ×ρ, ψ) and γ(s−1+ p−1

2
−i, ρ×ρ, ψ) for i = 0, . . . , [ p−1

2
]. Hence if p is

odd, only γ(s−1− p−1

2
, ρ×ρ, ψ) contributes. If p is even, two terms γ(s− 1

2
, ρ×ρ, ψ)

and γ(s − 1 − p−1

2
, ρ × ρ, ψ) contribute. However, γ(s − 1

2
, ρ × ρ, ψ) cancels with

itself. By the above lemma, γ(s−1− p−1

2
, ρ×ρ, ψ) cancels with γ(s− p−1

2
, ρ×τ0, ψ).

Hence

L(s, σ × τ ) =
L(s +

p−1

2
, ρ× τ0)

L(s + p−1

2
, ρ× ρ)

p−1∏

i=0

L(s +
a − 1

2
+

p − 1

2
− i, ρ× ρ).

This completes the proof of Proposition 3.15.

In general, when a discrete series τ is a subrepresentation of

Ind[δ(a1, b1, ρ1)] ⊗ · · · ⊗ [δ(ar, br, ρr)] ⊗ [δ(ar+1, ρr+1)] ⊗ · · · ⊗ [δ(ar+l, ρr+l)] ⊗ τ0,
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then

γ(s, σ × τ , ψ) = γ(s, St(ρ, p) × τ0, ψ)

×
r∏

i=1

γ
(

s ± ai − bi

4
, St(ρ, p) × St

(
ρi,

ai + bi

2

)
, ψ

)

×
l∏

j=1

γ
(

s ± 1

2

[ ar+ j + 1

2

]
, St(ρ, p) × St

(
ρr+ j ,

[ ar+ j

2

])
, ψ

)
.

Hence we have a similar formula as in Proposition 3.15 and we can see that L(s, σ×τ )

is holomorphic for Re(s) > 0.

Exceptional groups will be treated on a case by case analysis. One of the key argu-

ments is the use of the multiplicativity of γ-factors (Proposition 3.9). In the follow-

ing, π is a generic tempered representation.

3.1 Dn Cases

3.1.1 Dn − 1 Case

See [As, Proposition 3.3]. Due to the complicated nature of the Levi subgroup, it is

difficult to apply the multiplicativity of γ-factors with Spin(2n), especially for Stein-

berg representations. Asgari’s idea is to use G Spin(2n).

3.1.2 Dn − 2 Case

See [As, Proposition 3.3] or Lemma 3.11.

3.1.3 Dn − 3 Case

See [As, Proposition 3.3].

3.2 E6 Cases

3.2.1 E6 − 1

Case 1: π is a discrete series. If one of πi ’s is not supercuspidal, then by multiplicativ-

ity of γ-factors, γ(s, π, r1, ψ) is a product of γ-functions for rank-one situations for

GLk ×GLl. Apply Proposition 3.10. If all of πi ’s are supercuspidal, then apply Lemma

3.4 and Proposition 3.1.

Case 2: π is not a discrete series. Then π is a full induced representation, unitarily

induced from discrete series. By multiplicativity of γ-factors, γ(s, π, r1, ψ) is a prod-

uct of γ-functions for rank-one situations for D4 − 2, D5 − 2 and GLk × GLl. Apply

Proposition 3.10 and Lemma 3.11.
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3.2.2 E6 − 2

Case 1: π is a discrete series. If π2 is supercuspidal, apply Lemma 3.4 and Proposi-

tion 3.1. If π2 is a non-cuspidal square integrable representation, it is given as the

unique subrepresentation of Ind µ| · |2 ⊗µ| · |⊗µ⊗µ| · |−1 ⊗µ| · |−2. By multiplica-

tivity of γ-factors, γ(s, π, r1, ψ) is a product of γ-functions for rank-one situations

for GL1 × GL2 ⊂ GL3. Hence it is an Artin factor. Apply Proposition 3.10.

Case 2: π is not a discrete series. Then π is a full induced representation, unitarily in-

duced from discrete series. By multiplicativity of γ-factors, γ(s, π, r1, ψ) is a product

of γ-functions for rank-one situations for D5−3, D4−2 and GLk×GLl. Similarly for

L-factors. Apply Proposition 3.12. (Since π is unitarily induced from discrete series,

there are no shifts in the complex parameter s).

3.2.3 (x) Case; (xxiv) Case in [La]

Apply Proposition 3.1.

3.3 E7 Cases

3.3.1 E7 − 1

Case 1: π is a discrete series. If π1 or π2 is not supercuspidal, then by multiplicativ-

ity of γ-factors, γ(s, π, r1, ψ) is a product of γ-functions for rank-one situations for

GLk×GLl. Hence it is an Artin factor. Apply Proposition 3.10. Suppose π1 and π2 are

both supercuspidal. If π3 is supercuspidal, apply Lemma 3.4 and Proposition 3.1. If

π3 is given as the unique subrepresentation of Ind ρ|det| 1
2 ⊗ρ|det|− 1

2 , where ρ is a su-

percuspidal representation of GL2, then the rank-one situation in the multiplicativity

of γ-factors, is D5 − 2 and GLk × GLl. Apply Proposition 3.10.

Case 2: π is not a discrete series. Then π is a full induced representation, unitarily

induced from discrete series. By multiplicativity of γ-factors, γ(s, π, r1, ψ) is a prod-

uct of γ-functions for rank-one situations for E6 − 1, D6 − 2, D5 − 2, D4 − 2, and

GLk × GLl. Similarly for L-factors. Apply Proposition 3.12.

3.3.2 E7 − 2

Case 1: π is a discrete series. It is exactly the same as E6 − 2 case.

Case 2: π is not a discrete series. Then π is a full induced representation, unitarily in-

duced from discrete series. By multiplicativity of γ-factors, γ(s, π, r1, ψ) is a product

of γ-functions for rank-one situations for E6−2, Dn−3, n = 4, 5, 6, Dn−2, n = 4, 5,

and GLk × GLl. Similarly for L-factors. Apply Proposition 3.12.

3.3.3 E7 − 4

Case 1: π is a discrete series. Suppose π1 is supercuspidal. If π2 is supercuspidal,

then apply Lemma 3.4 and Proposition 3.1. If π2 is a Steinberg representation, given
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as the unique subrepresentation of Ind µ| · | 1
2 ⊗ µ| · |− 1

2 , then from Section 2.6.4,

L(1 − 3s, π, r3) can have a pole only at Re(s) =
1
2
. Apply Proposition 3.8.

Suppose π1 is given as the unique subrepresentation of Ind ρ|det| 1
2 ⊗ ρ|det|− 1

2 ,

where ρ is a supercuspidal representation of GL3. If π2 is supercuspidal, from Section

2.6.4, we see that L(s, π, r3) = 1 and L(s, π, r2) is of the form L(s, ρ̃× ρ̃⊗ ω ′), where

ω ′ is a unitary character. Hence we can apply Proposition 3.1. If π2 is a Steinberg rep-

resentation, by multiplicativity of γ-factors, γ(s, π, r1, ψ) is a product of γ-functions

for rank-one situations for GLk × GLl. Apply Proposition 3.10.

Suppose π1 is given as the unique subrepresentation of Ind ρ|det|1 ⊗ρ⊗ρ|det|−1,

where ρ is a supercuspidal representation of GL2. By multiplicativity of γ-factors,

γ(s, π, r1, ψ) is a product of γ-functions for rank-one situations for D4−2 and GL2×
GL1. Apply Proposition 3.10 and Lemma 3.11.

If π1 is given as the unique subrepresentation of Ind µ| · | 5
2 ⊗ µ| · | 3

2 ⊗ µ| · | 1
2 ⊗

µ| · |− 1
2 ⊗ µ| · |− 3

2 ⊗ µ| · |− 5
2 , it is similar.

Case 2: π is not a discrete series. Then π is a full induced representation, unitarily

induced from discrete series. By multiplicativity of γ-factors, γ(s, π, r1, ψ) is a prod-

uct of γ-functions for rank-one situations for E6 − 2, D6 − 2, D5 − 2, D4 − 2 and

GLk × GLl. Same for L-factors. Apply Proposition 3.12.

3.3.4 (xi) in [La]

Case 1: σ is a discrete series. If σ is supercuspidal, apply Lemma 3.4 and Proposi-

tion 3.1. If σ is a Steinberg representation, given as the unique subrepresentation of

Ind, µ| · |3⊗µ| · |2⊗· · ·⊗µ| · |−3, then by multiplicativity of γ-factors, γ(s, π, r1, ψ) is

a product of γ-functions for rank-one situations for GL2 ⊂ GL3. Apply Proposition

3.10.

Case 2: σ is not a discrete series. Then σ is a full induced representation, unitarily in-

duced from discrete series. By multiplicativity of γ-factors, γ(s, π, r1, ψ) is a product

of γ-functions for rank-one situations for (x) in [La], An−1 ⊂ Dn, n = 4, 5, 6, and

GLk × GLl. Same for L-factors. Apply Proposition 3.12.

3.3.5 (xxvi) and (xxx) in [La]

Apply Proposition 3.1.

3.4 E8 Cases

3.4.1 E8 − 1

Case 1: π is a discrete series. If all of πi ’s are supercuspidal, apply Lemma 3.4 and

Proposition 3.1. If not all of πi ’s are supercuspidal, one of them is a Steinberg repre-

sentation, which is a unique subrepresentation of a principal series. Then by multi-

plicativity of γ-factors, γ(s, π, r1, ψ) is a product of γ-factors for GLk × GLl. Apply

Proposition 3.10.
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Case 2: π is not a discrete series. Then π is a full induced representation, unitar-

ily induced from a discrete series. By multiplicativity of γ-factors, γ(s, π, r1, ψ) is a

product of γ-functions for rank-one situations for E7−1, E6−1, Dn−2, n = 4, 5, 6, 7,

and GLk × GLl. Similarly for L-factors. Apply Proposition 3.12.

3.4.2 E8 − 2

Case 1: π is a discrete series. If π2 is a Steinberg representation, which is a subrepre-

sentation of a principal series, then by multiplicativity of γ-factors, γ(s, π, r1, ψ) is a

product of γ-factors for GLk × GLl. Apply Proposition 3.10.

Suppose π2 is supercuspidal. If π1 is supercuspidal, apply Lemma 3.4 and Proposi-

tion 3.1. If π1 is a Steinberg representation, which is a subrepresentation of a principal

series, then apply Proposition 3.10 through multiplicativity of γ-factors. If π1 is given

as the unique subrepresentation of Ind ρ|det| 1
2 ⊗ρ|det|− 1

2 , where ρ is a supercuspidal

representation of GL2, then by multiplicativity of γ-factors, γ(s, π, r1, ψ) is a product

of γ-functions for rank-one situations for E6 − 2, namely,

γ(s, π, r1, ψ) = γ(s +
1

2
, σ1, ψ)γ(s − 1

2
, σ2, ψ),

whereσ1, σ2 are square integrable representations of M ′ whose derived group is SL2×
SL5. Note that L(s, σi) is holomorphic for Re(s) > 0 by the E6 − 2 case and hence the

only possible pole of L(s, π, r1) is Re(s) =
1
2
, which is excluded.

Case 2: π is not a discrete series. Then π is a full induced representation, unitarily in-

duced from discrete series. By multiplicativity of γ-factors, γ(s, π, r1, ψ) is a product

of γ-functions for rank-one situations for E7−1, E7−2, E6−2, Dn−3, n = 4, 5, 6, 7,

Dn − 2, n = 4, 5, 6, and GLk × GLl. Similarly for L-factors. Apply Proposition 3.12.

3.4.3 E8 − 5

Case 1: π is a discrete series. If π is supercuspidal, apply Lemma 3.4 and Proposi-

tion 3.1. If π is not supercuspidal, one of πi ’s is a subrepresentation of a principal

series, and apply Proposition 3.10.

Case 2: π is not a discrete series. Then π is a full induced representation, unitar-

ily induced from a discrete series. By multiplicativity of γ-factors, γ(s, π, r1, ψ) is a

product of γ-functions for rank-one situations for E7 − 4, E6 − 1, D5 − 3, Dn − 2,

n = 4, 5, 6, 7, and GLk × GLl. Similarly for L-factors. Apply Proposition 3.12.

3.4.4 (xiii) in [La]

Case 1: σ is a discrete series. If σ is supercuspidal, apply Lemma 3.4 and Proposi-

tion 3.1. If σ is given as the unique subrepresentation of Ind ρ|det| 1
2 ⊗ ρ|det|− 1

2 ,

where ρ is a supercuspidal representation of GL4, then from Section 2.7.6, we see that

L(s, π, r3) = 1 and L(s, π, r2) is of the form L(s, ρ̃ × ρ̃ ⊗ ω ′), where ω ′ is a unitary

character. Hence we can apply Proposition 3.1. If σ is given as the unique subrepre-

sentation of Ind ρ|det| 3
2 ⊗ ρ|det| 1

2 ⊗ ρ|det|− 1
2 ⊗ ρ|det|− 3

2 , where ρ is a supercuspidal
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representation of GL2, then by multiplicativity of γ-factors, γ(s, π, r1, ψ) is a product

of γ-factors for D4 − 2 and GL2 ×GL1. Apply Proposition 3.10 and Lemma 3.11. If σ
is a Steinberg representation, which is a subrepresentation of a principal series, then

apply Proposition 3.10 through multiplicativity of γ-factors.

Case 2: σ is not a discrete series. Then σ is a full induced representation, unitarily in-

duced from discrete series. By multiplicativity of γ-factors, γ(s, π, r1, ψ) is a product

of γ-functions for rank-one situations for (x), (xi), An−1 ⊂ Dn, n = 4, 5, 6, 7, and

GLk × GLl. Similarly for L-factors. Apply Proposition 3.12.

3.4.5 (xxxii) in [La]

Apply Proposition 3.1.

In conclusion, we have proved:

Theorem 3.16 Let π be tempered and generic. Then, except possibly for the four cases

E7 − 3, E8 − 3, E8 − 4, and (xxviii) in [La] (D7 ⊂ E8), L(s, π, r1) is holomorphic for

Re(s) > 0.

Remark In the four exceptional cases above, the Levi subgroups involve either a

group of type Dn (spin group) or an exceptional group of type E6. Due to lack of the

classification of generic discrete series for the groups of type Dn and E6, we are unable

to prove the conjecture. However, we may only need a partial classification.

4 Proof of Assumption (A)

Recall the following from [Ki3]:

Assumption (A) Let π =
⊗

v πv be a generic cuspidal representation of M(A). Then

N(s, πv,w0) is holomorphic and non-zero for Re(s) ≥ 1
2

for any v.

This assumption is absolutely necessary in determining poles of automorphic L-

functions in Langlands functionality [CKPSS, Ki-Sh, Ki5]. It is also essential in de-

termining the residual spectrum (cf. [Ki1]). In fact, we need a stronger asseriton that

N(s, πv,w0) is holomorphic for Re(s) ≥ 0. We start with:

Lemma 4.1 Let ρ be a supercuspidal representation of M(Fv). Then the normal-

ized intertwining operator N(s, ρ,w0) is holomorphic and non-zero except possibly at

Re(s) = −1, unless m ≥ 2 and the induced representation I(s, ρ) is reducible at s =
1
2
,

in which case N(s, ρ,w0) is holomorphic and non-zero except at Re(s) = − 1
2
.

Proof By the general theory in [Sh1], in (1.1),
∏m

i=1 L(is, ρ, ri)
−1A(s, ρ,w0) is entire

and non-zero for a supercuspidal representation ρ. Therefore the poles of N(s, ρ,w0)

come from zeros of
∏m

i=1 L(1 + is, ρ, ri)
−1. However, by Lemma 3.4,

m∏

i=1

L(1 + is, ρ, ri)
−1
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has a zero at Re(s) = − 1
2

or −1, at only one of them.

Lemma 4.2 Let πv be a tempered, generic representation of M(Fv). Then N(s, πv,w0)

is holomorphic and non-zero for Re(s) ≥ 0, except for the four cases excluded in Theo-

rem 3.16.

Proof In (1.1), A(s, πv,w0) is holomorphic and non-zero for Re(s) > 0. By Theo-

rem 3.16, L(s, πv, ri) is holomorphic for Re(s) > 0 except for the cases excluded in

Theorem 3.16. Hence N(s, πv,w0) is holomorphic and non-zero for Re(s) > 0. For

Re(s) = 0, it is well-known by the theory of R-groups. (Or see [Zh, Lemma 2].)

Lemma 4.3 Let πv be a generic tempered representation which is a subrepresentation

of I(Λ, ρ), where ρ is a supercuspidal representation and the coordinates of Λ are half-

integers, i.e., 〈Λ, β∨〉 is a half-integer for all positive roots. Then N(s, πv,w0) is holo-

morphic and non-zero for Re(s) > − 1
2m

, where m is as in (1.1).

Proof We only have to show for − 1
2m

< Re(s) < 0. By the assumption, I(s, πv) ⊂
I(sα̃ + Λ, ρ). Then

N(s, πv,w0) = N(sα̃ + Λ, ρ,w ′)|I(s,πv).

Note that 〈sα̃+Λ, β∨〉 = is+ half-integers, where i = 1, . . . ,m. Hence by Lemma 4.1,

N(sα̃ + Λ, ρ,w ′) is holomorphic except for Re(s) =
n
i

or n
2i

, where i = 1, . . . ,m and

n ∈ Z. For n ∈ Z, we have n
i
, n

2i
/∈ (− 1

2m
, 0), and so N(s, πv,w0) is holomorphic for

− 1
2m

< Re(s) < 0. Since its inverse is holomorphic in this region, it would have to

be non-zero there also.

In many cases, such as M = GLk×SO2l or GL×SO2l+q, we have 〈sα̃+Λ, β∨〉 = is+

integers. In those cases, N(s, πv,w0) is holomorphic and non-zero for Re(s) > − 1
m

.

Corollary 4.4 Let πv be a generic tempered representation.

(1) In the case of Dn − 2, N(s, πv,w0) is holomorphic and non-zero for Re(s) > − 1
4
.

(2) In the case of An−1 ⊂ Dn, N(s, πv,w0) is holomorphic and non-zero for

Re(s) > − 1
2
.

Proof Just observe that in the case of Dn−2, An−1 ⊂ Dn, πv is a tempered represen-

tation of GLk and we know that any tempered representation of GLk is a subrepresen-

tation of I(Λ, ρ), where ρ is a supercuspidal representation of GL and the coordinates

of Λ are half-integers.

In the case of GLk × GLl ⊂ GLk+l, we have (see [Ki4, Lemma 2.10]):

Proposition 4.5 ([M-W2]) Let σ (τ ) be a tempered representation of GLk (GLl, resp.).

Then the normalized intertwining operator N(s, σ⊗τ ,w0) is holomorphic and non-zero

for Re(s) > −1.
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Now let π =
⊗

v πv be a generic unitary cuspidal representation of M(A). Then

for all v, πv is generic and unitary. Suppose πv is non-tempered. The following

standard module conjecture is proved for various cases including GLn. Especially

it is true for archimedean places due to Vogan [V]. In [Mu1], it is proved for Sp2n

and SO2n+1 over non-archimedean places. In [Ca-Sh], it is proved for any quasi-split

group when π0 is supercuspidal.

Standard Module Conjecture Given a non-tempered, generic πv, there is a tempered

data π0 and a complex parameter Λ0 which is in the corresponding positive Weyl cham-

ber so that

πv = IM0
(Λ0, π0) = IndM

M0

(
π0 ⊗ q

〈Λ0,H
M
P0

( )〉
v

)
.

Recall the following [Ki3, Lemma 2.4].

Lemma 4.6 If sα̃ + Λ0 is in the corresponding positive Weyl chamber for Re(s) ≥ 1
2

together with standard module conjecture and Conjecture 7.1 of [Sh1], then Assumption

(A) holds.

Lemma 4.7 ([Zh]) Let π0 be an irreducible tempered, generic representation and con-

sider the induced representation I(Λ, π0). Assume Conjecture 7.1 of [Sh1] for each rank-

one situation. If N(Λ, π0,w0) is holomorphic at Λ0, then it is non-zero at Λ0.

Recall:

Proposition 4.8 (Langlands [La2, Lemma 7.5] or [Ki3, Proposition 2.1]) Let π be a

cuspidal representation of M(A). Unless P = MN is self-conjugate and w0π ≃ π, the

global intertwining operator M(s, π,w0) is holomorphic for Re(s) ≥ 0.

The following proposition is an immediate consequence of [Ki4, Proposition 1.8],

(see the proof of [Sh3, Theorem 5.2]).

Proposition 4.9 Let π =
⊗

v πv be a unitary, generic cuspidal representation of M(A).

Fix a place v. If πv is non-tempered, assume the standard module conjecture and write

πv as πv = IM0
(Λ0, π0). Assume Conjecture 7.1 of [Sh1] for each rank-one situation

so that Lemma 4.7 may be applied. Then the normalized operator N(s, πv,w0) and the

local L-function L(s, πv, r1) are holomorphic for Re(s) ≥ 1.

Proof Fix a place w where πw is spherical. By checking the L-functions in Section 2

(or use [Ki-Sh, Proposition 2.1]), we can take a grössencharacter χ such that

(1) χv = 1 and χw is highly ramified;

(2) w0(π ⊗ χ) 6≃ π ⊗ χ;

(3) w ′
0(π ′

i ⊗ χ) 6≃ π ′
i ⊗ χ for all i, where π ′

i is as in Proposition 3.5, namely,

L(s, π, ri) = L(s, π ′
i , r

′
1), and w ′

0 is the Weyl group element for π ′
i .

Then M(s, π ⊗ χ,w0) and M(s, π ′
i ⊗ χ,w ′

0) are holomorphic for Re(s) ≥ 0 by

Proposition 4.8. Hence by omitting χ, we can assume that M(s, π,w0) and

M(s, π ′
i ,w

′
0) are holomorphic for Re(s) ≥ 0.
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Recall (see [Sh3, (2.7)])

(4.1) M(s, π,w0) f =

m∏

i=1

LS(is, π, ri)

LS(1 + is, π, ri)

⊗

u /∈S

f̃u ⊗
⊗

u∈S

A(s, πu,w0) fu,

where S is a finite set of places including archimedean places such that v ∈ S and πu

is unramified for u /∈ S, and f =
⊗

u fu is such that for each u /∈ S, fu is the unique

Ku-fixed function normalized by fu(eu) = 1 and f̃u is the Ku-fixed function in the

space of I(−s,w0(πu)), normalized in the same way.

Now, by induction, we show that for all i, LS(s, π, ri) is holomorphic for Re(s) ≥ 1
2
,

and has no zeros for Re(s) ≥ 1. For each u ∈ S, A(s, πu,w0) is not a zero operator.

Since M(s, π,w0) is holomorphic for Re(s) ≥ 0, the quotient
∏m

i=1
LS(is,π,ri )

LS(1+is,π,ri )
is holo-

morphic for Re(s) ≥ 0. Now starting at Re(s) > N0, where
∏m

i=1 LS(is, π, ri) is

absolutely convergent, and arguing inductively, we can see that
∏m

i=1 LS(is, π, ri) is

holomorphic for Re(s) ≥ 0.

Next, recall the ψ-Fourier coefficient of the Eisenstein series [Sh2] (see [Ki3, Lem-

ma 2.3]):

Eψ(s, f , e, P) =

∏
u∈S W fu

(s, eu)∏m
i=1 LS(1 + is, π, ri)

.

Since M(s, π,w0) is holomorphic for Re(s) ≥ 0, the Eisenstein series is holomorphic

in the same region, and hence
∏m

i=1 LS(1 + is, π, ri) has no zeros for Re(s) ≥ 0.

Now we apply the induction on m. First, let m = 1. It is clear. Suppose our

assertion is true for LS(s, π, ri), i = 2, . . . ,m, i.e., for all 2 ≤ i ≤ m, LS(s, π, ri) is

holomorphic for Re(s) ≥ 1
2
, and has no zeros for Re(s) ≥ 1. Since

∏m
i=1 LS(is, π, ri)

is holomorphic for Re(s) ≥ 0, LS(s, π, r1) is holomorphic for Re(s) ≥ 1
2
. Since∏m

i=1 LS(1+is, π, ri) has no zeros for Re(s) ≥ 0, LS(s, π, r1) has no zeros for Re(s) ≥ 1.

This finishes the induction step.

Applying the induction again on m, this time for the local L-functions, we can

assume that L(s, πv, ri), i = 2, . . . ,m, is holomorphic for Re(s) ≥ 1. Now we nor-

malize A(s, πv,w0) as in (1.1). Since for each u ∈ S, u 6= v, A(s, πu,w0) is not a zero

operator, pick fu, u ∈ S, u 6= v, so that A(s, πu,w0) fu 6= 0. Then (4.1) is written as

M(s, π,w0) f =

m∏

i=1

LS(is, π, ri)

LS(1 + is, π, ri)

m∏

i=1

L(is, πv, ri)

L(1 + is, πv, ri)

⊗
u /∈S

f̃u

⊗
⊗

u∈S,u6=v

A(s, πu,w0) fu ⊗
N(s, πv,w0)∏m

i=1 ǫ(s, πv, ri, ψv)
.

Now pick N0 ≥ 1 so large that L(1 + s, πv, r1) has no poles for Re(s) ≥ N0. If Re(s) ≥
N0−1, the left-hand side is holomorphic and each term on the right-hand side except

possibly N(s, πv,w0) is not zero there. Hence the normalized operator N(s, πv,w0)

is holomorphic for Re(s) ≥ N0 − 1. By Lemma 4.7, N(s, πv,w0) is non-vanishing

for Re(s) ≥ N0 − 1 (apply it by identifying N(s, πv,w0) with N(sα̃ + Λ0, π0,w0)).

Hence L(s, πv, r1) has no poles for Re(s) ≥ N0 − 1. Arguing inductively, we see that

L(s, πv, r1) has no poles for Re(s) ≥ 1.
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The above proposition has a very important application when applied to the E8−2

case. Let π =
⊗

v πv be a cuspidal representation of GL2(A). Let diag(αv, βv) be

the Satake parameter for an unramified πv. Let π1 = A3(π) = Sym3(π) ⊗ ω−1
π ,

constructed in [Ki-Sh], and π2 = Sym4(π), constructed in [Ki5]. Then we obtain

the L-function L(s, π1 ⊗ π2, ρ4 ⊗ ∧2ρ5) in the E8 − 2 case. In [Ki-Sh2], we applied

the machinery of [Sh3] and showed that q
−1/9
v < |αv|, |βv| < q

1/9
v , using the fact that

the local L-function L(s, πv, r1) is holomorphic for Re(s) ≥ 1 for πv unramified [Sh3,

Lemma 5.8]. Now our explicit calculation of the L-functions enable us to extend the

result to the archimedean places, thanks to Proposition 4.9. Let S be a finite set of

places of finite places such that πv is unramified for v /∈ S, v < ∞. By standard

calculation, we have

LS(s, π1 ⊗ π2, ρ4 ⊗ ∧2ρ5) = LS(s, π, Sym9)LS(s, π, Sym7 ⊗ωπ)

× LS(s, π, Sym5 ⊗ω2
π)2LS(s, Sym3(π) ⊗ ω3

π)2LS(s, π ⊗ ω4
π).

This immediately implies meromorphic continuation and the functional equation of

the 9th symmetric power L-functions. Now Proposition 4.9 implies that for each v,

L(s, π1v ⊗ π2v, ρ4 ⊗ ∧2ρ5) is holomorphic for Re(s) ≥ 1, and so is L(s, πv, Sym9).

Therefore we have:

Theorem 4.10 Let π = ⊗vπv be a cuspidal representation of GL2(A). Let πv be a local

(finite or infinite) spherical component, given by πv = Ind(| · |s1v
v ⊗ | · |s2v

v ). Then

|Re(siv)| < 1

9
.

If F = Q , v = ∞, this means

λ1 =
1

4
(1 − s2) >

77

324
≈ 0.238,

where s = 2s1v = −2s2v and λ1 is the first eigenvalue of the Laplace operator on the

corresponding hyperbolic space.

Now we prove:

Theorem 4.11 Assumption (A) holds except possibly for the following twelve cases.

Five cases where the standard module conjecture is not available: Bn − 1 (Spin(2n + 1));

Dn − 1 (Spin(2n)); (xxx) in [La] (E6 ⊂ E7); E8 − 4; (xxxii) in [La] (E7 ⊂ E8).

Seven cases where the Levi subgroup contains a group of type B3,C3,Dn: (xviii) in [La]

(B3 ⊂ F4); (xxii) in [La] (C3 ⊂ F4); (xxiv) in [La] (D5 ⊂ E6); E7 − 3; (xxvi) in [La]

(D6 ⊂ E7); E8 − 3; (xxviii) in [La] (D7 ⊂ E8).

By Lemma 4.2, we only have to show for non-tempered πv. Using standard mod-

ule conjecture, we denote

I(s, πv) = I(sα̃ + Λ0, π0) ⊂ I(sα̃ + Λ
′
0, σv),
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where π0 is a generic tempered representation and σv is a generic discrete series.

Hence we can identify N(s, πv,w0) with N(sα̃ + Λ0, π0, w̃0). Also we have

N(s, πv,w0) = N(sα̃ + Λ
′
0, σv,w

′)|I(s,πv).

It is enough to show that N(sα̃ + Λ
′
0, σv,w

′) is holomorphic for Re(s) ≥ 1
2
. Then

N(sα̃ + Λ0, π0, w̃0) is holomorphic there, and by Zhang’s lemma (Lemma 4.7), it is

non-zero as well. In what follows, we can assume that s is real. All we need to do

is that for 1
2
≤ s < 1, rank-one normalized operators are holomorphic. We can

see checking case by case, that in the cases under consideration, rank-one operators

for the exceptional four cases which were excluded in Theorem 3.16 do not appear.

By identifying roots of G with respect to a parabolic subgroup, with those of G with

respect to the maximal torus, it is enough to check 〈sα̃ + Λ0, β
∨〉 > −1 if the rank-

one operators are for those of GLk ×GLl ⊂ GLk+l. If there are rank-one operators for

other situation, we need to check 〈sα̃ + Λ0, β
∨〉 > − 1

2m
.

We check case by case. First recall the classification of unitary representations of

GLn(Fv) due to Tadic [Ta]: a generic, unitary representation πv is of the form

πv = Ind |det|r1σ1 ⊗ |det|rkσk ⊗ τ1 ⊗ · · · ⊗ τl ⊗ |det|−rkσk ⊗ · · · ⊗ |det|−r1σ1

= I(Λ0, π0),

where 0 < rk ≤ · · · ≤ r1 <
1
2

and σ1, . . . , σk, τ1, . . . , τl are discrete series of GLni
(Fv).

Here we can write Λ0 as Λ0 = s1e1 +s2e2 + · · ·+(−s2)en−1 +(−s1)en, where 0 ≤ s[ n
2

] ≤
· · · ≤ s2 ≤ s1 <

1
2
. In terms of roots, Λ0 = s1α1+(s1+s2)α2+· · ·+(s1+· · ·+s[ n

2
])α[ n

2
]+

(s1 + · · ·+ s[ n
2

]−1)α[ n
2

]+1 + · · ·+ s1αn−1, where {α1 = e1 − e2, . . . , αn−1 = en−1 − en}
is the set of simple roots.

Also let τ =
⊗

v τv be a generic cuspidal representation of

Gn(A) = Sp2n(A), SO2n+1(A).

We showed in [Ki4, Lemma 3.3] that τv is of the form

τv = Ind |det|r1τ1 ⊗ · · · ⊗ |det|rkτk ⊗ τ0 = I(Λ0, π0),

where 0 < rk ≤ · · · ≤ r1 < 1 and τ1, . . . , τk are discrete series of GLni
(Fv) and τ0 is

a generic tempered representation of Gl(Fv). We can write Λ0 as Λ0 = s1e1 + · · · +

snen, where 0 ≤ sn ≤ · · · ≤ s1 < 1. We did not treat SO2n in [Ki4] because the

standard module conjecture was not available. However, it is now proved for SO2n

by Muić [Mu2]. Hence we have the same result, except that Langlands’ data are more

complicated [Ja1]: τv is of the same form as above, or it is induced from the Levi

subgroup M = GLn1
× · · · × GLnk

× F×. In that case,

τv = Ind |det|r1τ1 ⊗ · · · ⊗ |det|rk−1τk−1 ⊗ | |rkµ = I(Λ0, π0),

where |rk| < rk−1 < · · · < r1 < 1, and τ1, . . . , τk are tempered representations of

GLni
and µ is a unitary character of F×. Hence in the case of SO2n, we can write Λ0

as Λ0 = s1e1 + · · · + sn−1en−1 + snen, where |sn| ≤ sn−1 ≤ · · · ≤ s1 < 1.
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4.1 Dn Cases

Dn − 1: We cannot prove Assumption (A) if π2 is an arbitrary generic cuspidal rep-

resentation of G Spin(2l,A) since the standard module conjecture is not available.

So let π2 be a generic cuspidal representation of GSO2l(A) and extend it to a generic

cuspidal representation of G Spin(2l,A), using the homomorphism G Spin(2l) →
GSO2l. Then we can apply the standard module conjecture.

In this case, α̃ = e1 +· · ·+ek; Λ0 = r1e1 +r2e2 +· · ·+(−r2)ek−1 +(−r1)ek +rk+1ek+1 +

· · · + rn−1en−1 + rnen, where 1
2
> r1 ≥ · · · ≥ r[ k

2
] ≥ 0, 1 > rk+1 ≥ · · · ≥ rn−1 ≥ |rn|.

Hence

sα̃ + Λ0 = (s + r1)e1 + · · · + (s − r1)ek + rk+1ek+1 + · · · + rn−1en−1 + rnen.

Therefore, we see that if s ≥ 1
2
, s−r1−rk+1 > −1 for rank-one situations of GLa×GLb.

Other rank-one situations appear only when rm = 0 for some m > k. In that case,

rank-one operators are in the corresponding positive Weyl chamber, and Lemma 4.6

applies.

Dn − 2: In this case, α̃ = e1 + · · · + en−2; Λ0 = r1e1 + r2e2 + · · · + (−r2)en−3 +

(−r1)en−2 + s1(en−1 − en) + s2(en−1 + en), where 1
2
> r1 ≥ r2 ≥ · · · ≥ 0 and

1
2
> s1, s2 ≥ 0. Here π2v is tempered if s1 = 0. Hence

sα̃+Λ0 = (s+r1)e1+(s+r2)e2+· · ·+(s−r2)en−3+(s−r1)en−2+(s1+s2)en−1+(−s1+s2)en.

The rank-one situations are GLk × GLl, unless s1 or s2 is zero, in which case we can

see that the rank-one situations are in the corresponding positive Weyl chamber, and

Lemma 4.6 applies. Suppose none of s1 and s2 are zero. Then the least value of

〈sα̃ + Λ0, β
∨〉 is s − (r1 + s1 + s2) > −1, if s ≥ 1

2
.

Dn−3: In this case, Λ0 = r1e1 + r2e2 + · · ·+(−r2)en−4 +(−r1)en−3 +(r ′1 + r ′2)en−2 +

(r ′1 − r ′2)en−1, where 1
2
> r1 ≥ · · · ≥ r[

n−3

2
] ≥ 0, 1

2
> r ′1 ≥ r ′2 ≥ 0. Here r1 = 0 if π1v

is tempered. The same is true for π2v. Hence

sα̃ + Λ0 = (s + r1)e1 + · · · + (s − r1)en−3 + (r ′1 + r ′2)en−2 + (r ′1 − r ′2)en−1.

The rank-one situations are GLk × GLl, unless r ′1 = r ′2 6= 0, in which case the

rank-one operator is for Dk − 2. It is the case when π2v = Ind |det|r ′ρ ⊗ |det|−r ′ρ,

where ρ is a tempered representation of GL2. Then by direct computation, we see that

N(sα̃ + Λ0, π0, w̃0) is a product of the following three operators; N(sα̃ ′ + Λ
′
0, π1v ⊗

ρ⊗ρ,w ′
0),N((s−2r ′)α̃ ′ +Λ

′
0, π1v ⊗ωρ,w ′

0),N((s + 2r ′)α̃ ′ +Λ
′
0, π1v ⊗ωρ,w ′

0), where

sα̃ ′ + Λ
′
0 = (s + r1)e1 + · · · + (s − r1)en−3. The first operator is the operator for the

Dk − 2 case and it is in the corresponding positive Weyl chamber and Lemma 4.6 ap-

plies. The last two operators are the operators for GLk ×GL1. Since s−2r ′− r1 > −1

if s ≥ 1
2
, they are holomorphic.

Suppose we are not in the above case. Then the least value of 〈sα̃ + Λ0, β
∨〉 is

s − (r1 + r ′1 + r ′2) > −1, if s ≥ 1
2
.
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4.2 F4 Cases

F4 − 1: α̃3 = 2e1 + e2 + e3; Λ0 = r1α1 + r1α2 + r2α4, 0 ≤ r1, r2 <
1
2
. Here if r2 = 0,

π2v is tempered. Then

sα̃3 + Λ0 =
(

2s +
r1

2

)
e1 + (s − r1

2
+ r2)e2 + (s − r1

2
− r2)e3 +

r1

2
e4.

The rank-one situations are GLk × GLl, and the least value of 〈sα̃ + Λ0, β
∨〉 is

s − (r1 + r2) > −1 if s ≥ 1
2
.

F4 − 2: α̃2 =
1
2
(3e1 + e2 + e3 + e4); Λ0 = r1α1 + r2α3 + r2α4, 0 ≤ r1, r2 <

1
2
. Here π1v

is tempered if r1 = 0. Then

sα̃2 + Λ0 =
3s + r1

2
e1 +

( s − r1

2
+ r2

)
e2 +

s − r1

2
e3 +

( s − r1

2
− r2

)
e4.

The rank-one situations are GLk × GLl, and the least value of 〈sα̃ + Λ0, β
∨〉 is

s − (r1 + r2) > −1 if s ≥ 1
2
.

(xviii) in [La] (B3 ⊂ F4): Then α̃1 = e1. We cannot prove Assumption (A) if π
is an arbitrary generic cuspidal representations of G Spin(7,A) since the standard

module conjecture is not available. So let π be a generic cuspidal representation

of SO7(A) and extend it to a generic cuspidal representation of G Spin(7,A), using

the homomorphism G Spin(7) → SO7. Then we can apply the standard module

conjecture. However, Λ0 = a2e2 + a3e3 + a4e4, where 1 > a2 ≥ a3 ≥ a4 ≥ 0 and

sα̃1 + Λ0 = se1 + a2e2 + a3e3 + a4e4.

We can see that the least value of 〈sα̃1 + Λ0, β
∨〉 is s − (a2 + a3 + a4). Hence we need

to assume that a2 <
1
2
, in order to conclude that s − (a2 + a3 + a4) > −1 if s ≥ 1

2
.

In order to obtain a2 <
1
2
, we need a functorial lift from cuspidal representations of

SO7 to GL6.

(xxii) in [La] (C3 ⊂ F4): Similar to the above case.

4.3 E6 Cases

E6 − 1: α̃3 = e1 + e2 + e3 + 3ǫ; Λ0 = r1α1 + r1α2 + r2α4 + r2α5 + r3α6, where

0 ≤ r1, r2, r3 <
1
2
. Here r1 = 0 if π1v is tempered. Then

sα̃3 + Λ0 = (s + r1)e1 + se2 + (s − r1)e3 + (r2 + r3)e4

+ r3e5 + (r3 − r2)e6 + (3s + r3)ǫ.

The rank-one situations GLk × GLl and the least value of 〈sα̃3 + Λ0, β
∨〉 is s − (r1 +

r2 + r3) when β = α3. And s − (r1 + r2 + r3) > −1 if s ≥ 1
2
.

E6 − 2: α̃2 = e1 + e2 + 2ǫ; Λ0 = r1α1 + r2α5 + (r2 + r3)α4 + (r2 + r3)α3 + r2α6, where

0 ≤ r1 <
1
2

and 0 ≤ r3 ≤ r2 ≤ r1 <
1
2
. Note that π1v is tempered if r1 = 0. Then

sα̃2 + Λ0 = (s + r1)e1 + (s − r1)e2 + (r2 + r3)e3

+ r2e4 + (r2 − r3)e5 + (2s + r2)ǫ.
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The rank-one situations are GLk × GLl, unless π2v is tempered, i.e., r2 = r3 = 0,

in which case the rank-one operator is for A4 ⊂ D5 and it is in the corresponding

positive Weyl chamber and Lemma 4.6 applies. Suppose π2v is not tempered. Then

the least value of 〈sα̃ + Λ0, β
∨〉 is s − (r1 + r2 + r3) > −1, if s ≥ 1

2
.

(x) in [La] (SL6 ⊂ E6): α̃6 = 2ǫ; Λ0 = r1e1 + r2e2 + r3e3 + (−r3)e4 + (−r2)e5 + (−r1)e6,

where 0 ≤ r3 ≤ r2 ≤ r1 <
1
2
. Hence

sα̃6 + Λ0 = r1e1 + r2e2 + r3e3 + (−r3)e4 + (−r2)e5 + (−r1)e6 + 2sǫ.

The rank-one situations are GLk×GLl, unless r2 = r3 = 0, in which case the rank-one

operator is for A3 ⊂ D4. It is the case when σv = IndGL6

F××GL4×F× | · |r1µ⊗ρ⊗| · |−r1µ,

where ρ is a tempered representation of GL4(Fv). We can see easily that it is in the

corresponding positive Weyl chamber and Lemma 4.6 applies. Suppose we are not in

the above case. Then the least value of 〈sα̃ + Λ0, β
∨〉 is s − (r1 + r2 + r3) > −1, if

s ≥ 1
2
.

(xxiv) in [La] (D5 ⊂ E6): α̃1 = e1 + ǫ. We cannot prove Assumption (A) if π
is an arbitrary generic cuspidal representations of G Spin(10,A) since the standard

module conjecture is not available. So let π be a generic cuspidal representation of

SO10(A) and extend it to a generic cuspidal representation of G Spin(10,A), using

the homomorphism G Spin(10) → SO10. Then we can apply the standard module

conjecture. However,

Λ0 = r1α5 + (r1 + r2)α4 + (r1 + r2 + r3)α3

+
1

2
(r1 + r2 + r3 + r4 − r5)α2 +

1

2
(r1 + r2 + r3 + r4 + r5)α6,

where 1 > r1 ≥ r2 ≥ r3 ≥ r4 ≥ |r5|. Then

sα̃1 + Λ0 = se1 +
1

2
(r1 + r2 + r3 + r4 − r5)e2 +

1

2
(r1 + r2 + r3 − r4 + r5)e3

+
1

2
(r1 + r2 − r3 + r4 + r5)e4 +

1

2
(r1 − r2 + r3 + r4 + r5)e5

+
1

2
(−r1 + r2 + r3 + r4 + r5)e6 + (s +

1

2
(r1 + r2 + r3 + r4 + r5))ǫ.

We see that (sα̃1 + Λ0, e1 − e2) = s − 1
2
(r1 + r2 + r3 + r4 − r5). We need r1 <

1
2

to see

that (sα̃1 +Λ0, e1 − e2) > −1 if s ≥ 1
2
. In order to obtain r1 <

1
2
, we need a functorial

lift from cuspidal representations of SO10 to GL10, which is not yet known.

4.4 E7 Cases

E7 −1: α̃4 = e1 + e2 + e3 + e4 + 4e8; Λ0 = r1α1 + (r1 + r2)α2 + r1α3 + r3α5 + r3α6 + r4α7,

where 0 ≤ r2 ≤ r1 <
1
2
, 0 ≤ r3, r4 <

1
2
. Here π1v is tempered when r1 = r2 = 0.
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Then

sα̃4 + Λ0 = (s + r1)e1 + (s + r2)e2 + (s − r2)e3 + (s − r1)e4 + (r3 + r4)e5

+ r4e6 + (r4 − r3)e7 + (4s + r4)e8.

All rank-one situations are GLk × GLl, unless r1 = r2, r3 = r4 = 0, in which case

the rank-one operator is for D5 − 2. It is the case when π3v = Ind |det|rρ⊗ |det|−rρ,

where ρ is a tempered representation of GL2(Fv). We can see easily that it is in the

corresponding positive Weyl chamber and Lemma 4.6 applies. Suppose we are not in

the above case. Then the least value of 〈sα̃ + Λ0, β
∨〉 is s − (r1 + r3 + r4) > −1, if

s ≥ 1
2
.

E7−2: α̃3 = e1 +e2 +e3 +3e8; Λ0 = r1α1 +r1α2 +r2α6 +(r2 +r3)α5 +(r2 +r3)α4 +r2α7,

where 0 ≤ r1 <
1
2
, 0 ≤ r3 ≤ r2 <

1
2
. Here r1 = 0 if π1v is tempered. Then

sα̃3 + Λ0 = (s + r1)e1 + se2 + (s − r1)e3 + (r2 + r3)e4

+ r2e5 + (r2 − r3)e6 + (3s + r2)e8.

The possible rank-one cases are A4 ⊂ D5, in which case r2 = r3 = 0, or D5 − 2,

in which case, r1 = 0, r2 = r3. The remaining cases are GLk × GLl. In the first

two cases, the rank-one operators are in the corresponding positive Weyl chamber

and Lemma 4.6 applies. In the remaining cases, the least value of 〈sα̃3 + Λ0, β
∨〉 is

s − (r1 + r2 + r3) > −1, if s ≥ 1
2
.

E7 − 4: α̃5 = e1 + e2 + e3 + e4 + e5 + 3e8; Λ0 = r1α1 + (r1 + r2)α2 + (r1 + r2 + r3)α3 +

(r1 + r2)α4 + r1α7 + r4α6, where r4 = 0 if π2v is tempered and 0 ≤ r3 ≤ r2 ≤ r1 <
1
2
.

Then

sα̃5 + Λ0 = (s + r1)e1 + (s + r2)e2 + (s + r3)e3 + (s − r3)e4

+ (s − r2)e5 + (r1 + r4)e6 + (r1 − r4)e7 + (3s + r1)e8.

All rank-one cases are GLk×GLl, unless r1 = r2 = r3 = 0, in which case the rank-one

operator is for A5 ⊂ D6. We can easily see that it is in the corresponding positive Weyl

chamber and Lemma 4.6 applies. Suppose we are not in the above case. Then the least

value of 〈sα̃ + Λ0, β
∨〉 is s − (r1 + r2 + r4) > −1, if s ≥ 1

2
.

(xi) in [La] (SL7 ⊂ E7): α̃7 = 2e8; Λ0 = r1e1 + r2e2 + r3e3 − r3e5 − r2e6 − r1e7, where

0 ≤ r3 ≤ r2 ≤ r1 <
1
2
. Then

sα̃7 + Λ0 = r1e1 + r2e2 + r3e3 − r3e5 − r2e6 − r1e7 + 2se8.

All rank-one cases are GLk × GLl, unless r2 = r3 = 0, in which case the rank-one

operator is for A5 ⊂ D6. It is the case when σv = IndGL7

F××GL5×F× | · |rµ⊗ ρ⊗ | · |−rµ,

where ρ is a tempered representation of GL5(Fv). We can easily see that it is in the

corresponding positive Weyl chamber and Lemma 4.6 applies. Suppose we are not in

the above case. Then the least value of 〈sα̃ + Λ0, β
∨〉 is s − (r1 + r2 + r3) > −1, if

s ≥ 1
2
.
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4.5 E8 Cases

E8 − 1: α̃5 = e1 + e2 + e3 + e4 + e5 − 5e9; Λ0 = r1e1 + r2e2 − r2e4 − r1e5 + r3e6 − r3e8 +

r4(e6 + e7 + e8), where 0 ≤ r2 ≤ r1 <
1
2
, 0 ≤ r3 <

1
2
, and 0 ≤ r4 <

1
2
. Then

sα̃5 + Λ0 = (6s + r1)e1 + (6s + r2)e2 + 6se3 + (6s − r2)e4

+ (6s − r1)e5 + (5s + r3 + r4)e6 + (5s + r4)e7 + (5s + r4 − r3)e8.

The possible rank-one cases are E6 − 1, in which case r2 = r3 = r4 = 0, or D5 − 2,

in which case r1 = r2, r3 = r4 = 0. The remaining cases are GLk × GLl. In the first

two cases, the rank-one operators are in the corresponding positive Weyl chamber

and Lemma 4.6 applies. In the remaining cases, the least value of 〈sα̃5 + Λ0, β
∨〉 is

s − (r1 + r3 + r4) > −1, if s ≥ 1
2
.

E8 − 2: α̃4 = e1 + e2 + e3 + e4 − 4e9; Λ0 = r1e1 + r2e2 − r2e3 − r1e4 + r3α7 + (r3 +

r4)α6 + (r3 + r4)α5 + r3α8, where 0 ≤ r2 ≤ r1 <
1
2

and 0 ≤ r4 ≤ r3 <
1
2
. Then

sα̃4 + Λ0 = (5s + r1)e1 + (5s + r2)e2 + (5s − r2)e3 + (5s − r1)e4

+ (4s + r3 + r4)e5 + (4s + r3)e6 + (4s + r3 − r4)e7 + 4se8.

The possible rank-one cases are E6 − 2, in which case r1 = r2, r3 = r4 = 0, or D6 − 2,

in which case r1 = r2 = 0, r3 = r4, or D4 − 2, in which case r1 = r2, r3 = r4.

The remaining cases are GLk × GLl. In the first case, the rank-one operator is in the

corresponding positive Weyl chamber and Lemma 4.6 applies. The next two cases

occur when π2v = IndGL5

GL2×F××GL2
|det|rρ ⊗ µ ⊗ |det|−rρ, where ρ is a tempered

representation of GL2. By direct computation, we see that the operators for D6 − 2

and D4 − 2 are in the corresponding positive Weyl chamber. For example, if π1v is

tempered, then we have the operator N(s, π1v ⊗ ρ ⊗ ρ,w ′). If π1v is of the form

IndGL4

GL2×GL2
|det|r ′ρ ′ ⊗ |det|−r ′ρ ′, where ρ is a tempered representation of GL2(Fv),

then we have the operator N(s − r ′, ρ ′ ⊗ ρ⊗ ρ,w ′′).

In the remaining cases, the least value of 〈sα̃4 + Λ0, β
∨〉 is s − (r1 + r3 + r4) > −1,

if s ≥ 1
2
.

E8 − 5: α̃6 = e1 + e2 + e3 + e4 + e5 + e6 − 3e9; Λ0 = r1α1 + (r1 + r2)α2 + (r1 + r2 +

r3)α3 + (r1 + r2 + r3)α4 + (r1 + r2)α5 + r1α8 + r4α7, where 0 ≤ r3 ≤ r2 ≤ r1 <
1
2

and

0 ≤ r4 <
1
2
. Then

sα̃6 + Λ0 = (4s + r1)e1 + (4s + r2)e2 + (4s + r3)e3 + 4se4

+ (4s − r3)e5 + (4s − r2)e6 + (3s + r1 + r4)e7 + (3s + r1 − r4)e8.

All rank-one cases are GLk×GLl. The least value of 〈sα̃6 +Λ0, β
∨〉 is s−(r1 +r2 +r4) >

−1, if s ≥ 1
2
.

(xiii) in [La] (SL8 ⊂ E8): α̃8 = −3e9; Λ0 = r1e1 + r2e2 + r3e3 + r4e4 − r4e5 − r3e6 −
r2e7 − r1e8, where 0 ≤ r4 ≤ r3 ≤ r2 ≤ r1 <

1
2
. Then

sα̃8 + Λ0 = (3s + r1)e1 + (3s + r2)e2 + (3s + r3)e3 + (3s + r4)e4

+ (3s − r4)e5 + (3s − r3)e6 + (3s − r2)e7 + (3s − r1)e8.
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All rank-one cases are GLk×GLl, unless r2 = r3 = r4 = 0, in which case the rank-one

operator is for A5 ⊂ D6. It is the case when σv = IndGL8

F××GL6×F× | · |rµ⊗ ρ⊗ | · |−rµ,

where ρ is a tempered representation of GL6(Fv). We can easily see that it is in the

corresponding positive Weyl chamber and Lemma 4.6 applies. Suppose we are not in

the above case. Then the least value of 〈sα̃ + Λ0, β
∨〉 is s − (r1 + r2 + r3) > −1, if

s ≥ 1
2
.

Corollary 4.12 (Corollary to the Dn − 1 case) Look at the Dn − 1 case (An−1 ⊂ Dn

with n odd). Let π be a cuspidal representation of GLn(A) with n odd. Then the twisted

exterior square L-function L(s, π,∧2 ⊗ χ) is entire for any grössencharacter χ. Hence

the twisted symmetric square L-function L(s, π, Sym2 ⊗χ) always has a pole at s = 0, 1.

Proof Apply [Ki3].

Corollary 4.13 (Corollary to the E6 − 2 case) Look at the E6 − 2 case. Let π1, π2

be cuspidal representations of GL2(A),GL5(A), resp. Then the completed L-function

L(s, π1 ⊗ π2, ρ2 ⊗ ∧2ρ5) is entire.

Proof Apply [Ki3, Theorem 3.11].

Remark In the case when G = Sp2n, SO2n+1, SO2n, and M = GLn, we have a

stronger result that N(s, σv,w0) is holomorphic and non-zero for Re(s) ≥ 0. Just

note that a generic, unitary representation σv is of the form

σv = Ind |det|r1σ1 ⊗ |det|rkσk ⊗ τ1 ⊗ · · · ⊗ τl ⊗ |det|−rkσk ⊗ · · · ⊗ |det|−r1σ1,

where 0 < rk ≤ · · · ≤ r1 <
1
2

and σ1, . . . , σk, τ1, . . . , τl are discrete series of GL.

Then I(s, σv) is

Ind |det| s
2

+r1σ1⊗|det| s
2

+rkσk⊗|det| s
2 τ1⊗· · ·⊗|det| s

2 τl⊗|det| s
2
−rkσk⊗· · ·⊗|det| s

2
−r1σ1,

if G = SO2n+1, SO2n, and

Ind |det|s+r1σ1 ⊗|det|s+rkσk ⊗|det|sτ1 ⊗· · ·⊗ |det|sτl ⊗|det|s−rkσk ⊗· · ·⊗ |det|s−r1σ1,

if G = Sp2n.

All rank-one operators are holomorphic and non-zero for Re(s) ≥ 0.
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