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ESTIMATES FOR THE HEAT KERNEL
ON SL(nÒR)ÛSO(n)

P. SAWYER

ABSTRACT. In [1], Jean-Philippe Anker conjectures an upper bound for the heat
kernel of a symmetric space of noncompact type. We show in this paper that his
prediction is verified for the space of positive definite nð n real matrices.

Introduction. Our notation will reflect that used in [7]. Given a symmetric space
GÛK of noncompact type, let Pt(eH) be the fundamental solution of the heat kernel where
H 2 a, a Cartan subalgebra of the Lie algebra of G.

In [1], Jean-Philippe Anker gives an upper bound for the heat kernel Pt for the
symmetric space U(pÒ q)ÛU(p)ðU(q). He shows that there exists a constant C such that
for t Ù 0 and H 2 a+, then

(1)

Pt(eH) � Ce�ç
2tt�qÛ2e�r2(H)Û(4t) Y

ã2Σ+
0

 
1 +

1 + ã(H)
t

!(mã+m2ã)Û2�1 Y
ã2Σ+

0

�
1 + ã(H)

�
e�ö(H)

where r2(H) = hHÒHi, ö is the half-sum of the positive roots, ç2 = höÒ öi and q = l+2jΣ+
0 j

(“the dimension at infinity”). Here l is the rank of the symmetric space and Σ+
0 is the set

of positive indivisible roots. The inner product hÐ Ò Ði defined on a is a fixed multiple of
the Killing form of the Lie algebra of G. We use the corresponding inner product on the
set of linear functionals on a.

Anker then conjectures that this upper bound holds for all symmetric spaces of
noncompact type. This is true in the complex case as can be seen from the expression of
the heat kernel as given by R. Gangolli in [5]. It also holds for all symmetric spaces of
rank 1 as pointed out in [1] by Anker.

At the conference in Nancy in the honour of Pierre Eymard (May 1994), Anker
gave an overview of the state of affairs in regard to his conjecture. Some general but
weaker results have been obtained in the normal real case using the work of Mogens
Flensted-Jensen in [6] (see also the doctoral dissertation of Maurice Chayet in [3]). In
[2], Anker gives upper bounds that apply to all symmetric spaces of noncompact type
but are weaker than his conjecture. In [8], we prove Anker’s conjecture for the spaces
SUŁ(2n)ÛSp(n) and E6(�26)ÛF4. In [7], we show that for the spaces SL(2ÒR)ÛSO(2) and
SL(3ÒR)ÛSO(3), Pt(H) is bounded above and below by constant multiples of the right
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hand side of (2). The corresponding result for the heat kernel of a real hyperbolic space
has been obtained by E. B. Davies and N. Mandouvalos (see [4, Theorem 5.7.2]). This
has led Anker to a further prediction that a lower bound of the same type will also hold.
He announced that he could verify his initial conjecture and this new prediction for all
symmetric spaces of noncompact type in the case when kHk � C(1 + t).

This paper is concerned with proving the upper bound given in (2) for the space
SL(nÒR)ÛSO(n). In [7], we give a recursive formula for the inverse of the Abel trans-
form for SL(nÒR)ÛSO(n). Our strategy is inspired from the one Anker uses in [1]. In
Theorem 3.1 of this paper, we show that the spherical functions as given by equation (2),
can be extended analytically to the complex domain Ωô = fH 2 aC : j=ã(H)j Ú ô for
each root ãg (<z is the real part of z and =z is the imaginary part of z). This result is
interesting in itself. The corresponding result is easily seen to be true in the complex case
and cannot be improved there. Using the spherical Fourier transform and an appropriate
bound for the spherical functions, we show in Proposition 3.2 that the derivatives of the
heat kernel by invariant differential operators are also analytic in the same domain.

We then use the expression for the heat kernel given in [7] to give an explicit formula
for the heat kernel (and derivatives) on Ω+

ë = fH 2 aC : j=ã(H)j Ú ëÒ<ã(H) Ù 0
for each root ãg with 0 Ú ë Ú ô. Choosing è Ù 0 small enough, we prove our
estimate on Ω+

ëÒè = fH 2 aC : j=ãj Ú ëÒ<ã(H) Ù 0Ò jã(H)j ½ è for each root ãg
(Proposition 3.9). Using symmetry and continuity, these estimates are also valid on
ΩëÒè = fH 2 aC : j=ãj Ú ëÒ jã(H)j ½ è for each root ãg. These detours allow us to
avoid the difficulty when estimating the heat kernel near the boundary of a Weyl chamber
of a. Indeed, by extending the function to an analytic one, we can use the maximum
modulus principle for polydisks to prove the estimate on Ωë = fH 2 aC : j=ã(H)j Ú ë
for each root ãg and thus circumvent the problem.

I would like to thank the referee for his comments to improve the readability of the
paper and my colleague Professor Les Davison for the many fruitful discussions I had
with him over this article.

1. Preliminaries. The symmetric space SL(nÒR)ÛSO(n) can be realized as the
space of positive definite n ð n matrices of determinant 1 over the real numbers. We
consider instead Pos(nÒR), the space of positive definite n ð n matrices over the real
numbers. The correspondence between the results that interest us about the former space
and the later one is straightforward.

In that context, a denotes the nðn diagonal matrices with real entries, a+ the diagonal
matrices with strictly decreasing entries and aC represents the diagonal matrices with
complex entries. If H 2 a, then Hi will denote the i-th diagonal entry of H. We will use
ò to denote a (n � 1) ð (n � 1) diagonal matrix with diagonal entries ò1Ò    Ò òn�1. A
function f defined on a set of diagonal matrices is said to be symmetric if the values f
takes do not depend on the order of the diagonal entries.

If ï is a linear functional on a, then the corresponding spherical function is

ûï(eH) =
Z

K
e(iï�ö)

�
H(eHk)

�
dk(2)
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The Abel transform of f is Ff (eH) = eö(H) R
N f (eHn) dn.

In [7], we introduce a new transform.

DEFINITION 1.1. The “False Abel Inverse Transform”: if H 2 a+ then

G(1Ò f ; H) = f (eH) and, for n ½ 2Ò

G(nÒ f ; H) =
Z Hn�2

Hn�1

Ð Ð Ð
Z 1

H1

G(n � 1Ò ftr H; ò)
Y
iÚj

sinh(Hi � Hj)

Ð
n�1Y
i=1

�i�1Y
j=1

sinh�1Û2(Hj � òi)
nY

j=i
sinh�1Û2(òi � Hj)

½
dò

where ftr H(eò) = f
�
exp(diag[òÒ tr H � tr ò])

�
.

The interest of this transform comes from the following results ([7, Corollary 6.2 and
Corollary 6.3]).

THEOREM 1.2. If f is a smooth K-invariant function on Pos(nÒR) of compact support
then there exists a constant C such that f = CG

�
nÒ ] (ô)Ff ; Ð

�
. Here ] (ô) =

Q
iÚj( ]

]Hi
� ]

]Hj
).

PROOF. Since this is proven in detail in an earlier paper ([7, Corollary 6.2]), we only
give here a brief sketch of the argument. The first step is to show that for a smooth
function f that decreases sufficiently quickly at infinity, ∆G(nÒ f ; Ð) = G(nÒΓ(∆)f ; Ð)
where ∆ is the radial part of the Laplacian and Γ(∆) =

Pn
i=1

] 2

] 2H2
i
� ç2. The next step

is to show that there exists a positive constant independent of the linear functional ió,

ó real, such that G(nÒPs2W(det s)eisó; eH) = C
�
ô(ó)

��1jc(ó)j�2ûó(eH) where W is the
Weyl group and c is Harish-Chandra c-function (] (ô)eió(H) = ô(ió)eió(H) = Kô(ó)eió(H)).
Finally, if f is a smooth Weyl-invariant function then using the Euclidean Plancherel
formula f (H) = C

R
aŁ f̂ (ó)eió(H) dó (aŁ is the dual space of a over R) we observe that

f (H) =
1
jWj

X
s2W

f (s�1 Ð H) =
C
jWj

X
s2W

Z
aŁ

f̂ (ó)eió(s�1ÐH) dó

=
C
jWj

X
s2W

Z
aŁ

f̂ (ó)eisó(H) dóÒ

�
] (ô)f

�
(H) = C0

Z
aŁ
ô(ó)f̂ (ó)

X
s2W

(det s)eisó(H) dó

Hence, writing f̃ for the spherical transform of K-invariant function f ,

G
�
nÒ ] (ô)Ff ; eH

�
= C

Z
aŁ
cFf (ó)ûó(eH)jc(ó)j�2 dó

= C0
Z

aŁ
f̃ (ó)ûó(eH)jc(ó)j�2 dó = C00f

(we used the fact that Ff is Weyl-invariant, that cFf = f̃ and the Plancherel formula for
the symmetric space).

COROLLARY 1.3. We write Wt(H) = e�ç
2tt�nÛ2 Q

iÚj

�
(Hi � Hj)Ût

�
exp

�
�r2(H)Û(4t)

�
.

Then G(nÒWt ; Ð) is a nonzero multiple of the fundamental solution of the heat equation
for Pos(nÒR).
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PROOF. The Abel transform of the heat kernel is known to be
Ce�ç

2tt�nÛ2 exp
�
�r2(H)Û(4t)

�
(see for instance [1]). The result follows then from the

previous theorem.

2. General results and definitions. In this section, we put together the technical
results and definitions we will need in the rest of the paper.

DEFINITION 2.1. For any nonzero complex number z, z = jzjei arg z with �ô Ú arg z �
ô. If z is not a negative number, then

p
z is the principal branch of the square root:p

z = jzj1Û2ei(arg z)Û2.

The next result will be used extensively in our estimates.

LEMMA 2.2. The function (sinh z)Ûz is analytic in the domain j=zj Ú ô (more pre-
cisely, it has a removable singularity at 0). In that domain, it is nonzero and does not
take negative values. There exists C = Cë Ù 0 such that if j=zj � ë Ú ô and <z ½ 0

then C�1 jzj
1+jzj exp(<z) � j sinh zj � C jzj

1+jzj exp(<z). If in addition, jzj ½ è Ù 0, then there

exists C = CëÒè such that C�1 exp(<z) � j sinh zj � C exp(<z).

PROOF. The power series for f (z) = (sinh z)Ûz,
P1

k=0 z2kÛ(2k + 1)!, converges for all
z. In particular, f (0) = 1. In what follows, z = x + iy with x, y 2 R and jyj Ú ô. We now
show that f (z) is nonzero and does not take negative values. Since f is an even function
with f (x) Ù 0 if x 2 R, we may assume that 0 Ú y Ú ô. The equation (sinh z)Ûz = �c2,
c ½ 0, can be written as sinh x cos y + i cosh x sin y = �c2x � ic2y which is not possible
since cosh x sin y Ù 0. Now assume that x ½ 0 and �ô Ú �ë � y � ë Ú ô. If x � 1,
the inequality C�1 jzj

1+jzj exp(<z) � j sinh zj � C jzj
1+jzj exp(<z) is implied by the inequality

C̃�1 � j(sinh z)Ûzj Ú C̃ over the compact set 0 � x � 1, jyj � ë which is clear since
(sinh z)Ûz is analytic and nonzero on that set. If x ½ 1 then sinh z = (1Û2)ez(1 � e�2z)
with jezj = e<z, j1 � e�2zj � 1 + je�2zj = 1 + e�2<z � 2 and j1 � e�2zj ½ 1 � je�2zj =
1� e�2<z ½ 1� e�2 Ù 0. Therefore, if x ½ 1, 1�e�2

2 e<z � j sinh zj � e<z. The two cases
put together prove the result. The last part of the lemma is straightforward.

DEFINITION 2.3. Let r ½ 0 and z 2 C. Define D(zÒ r) = fw 2 C : jw � zj Ú rg,
D̄(zÒ r) = fw 2 C : jw � zj � rg and S(zÒ r) = fw 2 C : jw � zj = rg.

DEFINITION 2.4. Letë Ù 0 and è Ù 0. We define Ωë = fH 2 aC : j=(Hi�Hj)j Ú ë for
all iÒ jg, ΩëÒè = fH 2 Ωë : jHi�Hjj ½ è for all i 6= jg, Ω+

ë = fH 2 Ωë : <(Hi �Hi+1) Ù 0
for each ig and Ω+

ëÒè = Ω+
ë \ ΩëÒè.

PROPOSITION 2.5. Suppose n ½ 2, ë Ù 0 and 0 Ú è Ú ëÛ(2n+1n!). Write rn = 2nn! è
for simplicity. For H 2 Ωë�2rn , there exist s1Ò    Ò sn such that

1. 0 Ú si Ú rn for each i.
2.

Qn
i=1 S(HiÒ si) ² ΩëÒè.

Note that ë � 2rn Ù 0 and that (2) implies that
Qn

i=1 D̄(HiÒ si) ² Ωë.
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PROOF. We use induction on n. Let n = 2 and H 2 Ωë�2r2 . If jH1�H2j ½ 2è, we take
s1 = s2 = èÛ2. If jH1 � H2j Ú 2è, we take s1 = èÛ2 and s2 = 7èÛ2 Ú r2. If Fi 2 S(HiÒ si)
then jF1 � F2j ½ è and j=(F1 � F2)j � j=(F1 � H1)j + j=(H1 � H2)j + j=(F2 � H2)j Ú
èÛ2 + (ë � 2r2) + 7èÛ2 Ú ë.

Suppose the result is true for n � 1, n ½ 3. We will use the symbol b to distinguish
the sets that for n � 1 correspond to Ωë and ΩëÒè. Let H 2 Ωë�2rn ; since rn�1 Ú rn,
diag[H2Ò    ÒHn] 2 Ω̂ë�2rn�1 . Therefore there exist s2Ò    Ò sn such that

1. 0 Ú si Ú rn�1 for each i Ù 1.
2.

Qn
i=2 S(HiÒ si) ² Ω̂ëÒè.

Let I1 = fi Ù 1 : D(HiÒ si) \ D(H1Ò 3èÛ2) 6= ;g. If I1 = ;, put s1 = èÛ2 and stop;
otherwise, let I2 = fi Ù 1 : D(HiÒ si) \ D(H1Ò 2rn�1 + 7èÛ2) 6= ;g. If I2 = I1, then
put s1 = 2rn�1 + 5èÛ2 and stop. In general, if Ik 6= Ik�1, then set Ik+1 = fi Ù 1 :
D(HiÒ si)\D(H1Ò 2krn�1 +(4k+3)èÛ2) 6= ;g. If Ik+1 = Ik, then put s1 = 2krn�1+(4k+1)èÛ2
and stop. Otherwise continue. Clearly the process must stop with k at most n� 1. In any
case, s1 � 2(n� 1)rn�1 + (4(n� 1) + 1)èÛ2 Ú rn. Let Fi 2 S(HiÒ si) for i = 1Ò    Ò n. The
condition jFi �Fjj ½ è for i 6= j is satisfied by the induction hypothesis if i Ù 1 and j Ù 1
and by construction if i = 1, j Ù 1. If i Ù 1, j Ù 1 then by the induction hypothesis,
j=(Fi � Fj)j Ú ë. Finally, if j Ù 1, then j=(F1 � Fj)j � j=(F1 � H1)j + j=(H1 � Hj)j +
j=(Hj � Fj)j Ú s1 + (ë � 2rn) + sj Ú ë.

PROPOSITION 2.6. Let s1 Ù 0Ò    Ò sn Ù 0. Suppose that f is analytic on
Qn

i=1 D(xiÒ si)
and continuous on A =

Qn
i=1 D̄(xiÒ si). Let ] A =

Qn
i=1 S(xiÒ si). Then maxz2A jf (z)j =

maxz2] (A) jf (z)j.

PROOF. We need only to use Cauchy’s integral formula for the polydisk.

The following lemma and its proof are inspired from the result stating that the roots
of the derivative P0 of a complex polynomial P are in the convex hull of the roots of P.

LEMMA 2.7. Suppose z1Ò    Ò zn 2 C. Let P(z) =
Pn

p=1 åp
Q

j6=p(z � zj) where å1 ½
0Ò    Ò ån ½ 0 are not all zero. Then the zeros of P belong to the convex hull of z1Ò    Ò zn.

PROOF. Let Q(z) =
Qn

i=1(z � zi). We have P(z)
Q(z) =

Pn
p=1

åp

z�zp
=
Pn

p=1
åp

jz�zpj2
(z̄ � z̄p).

If z is a zero of P but not a zero of Q then 0 =
Pn

p=1
åp

jz�zpj2
(z̄ � z̄p) and, taking

conjugatesÒPn
p=1

åp

jz�zpj2
z =

Pn
p=1

åp

jz�zpj2
zp which implies the result.

DEFINITION 2.8. The elementary symmetric polynomials in the n � 1 variables
y1Ò    Ò yn�1 2 C are eq(y) =

P
i1ÚÐÐÐÚiq yi1 Ð Ð Ð yiq where q = 1Ò    Ò n � 1. Given

z1Ò    Ò zn 2 C, we will denote e(p)
q (z) = eq(z1Ò    Ò zp�1Ò zp+1Ò    Ò zn).

COROLLARY 2.9. Suppose z1Ò    Ò zn 2 C. Fix å1 ½ 0Ò    Ò ån ½ 0 such thatPn
p=1 åp = 1. If we define, modulo the order, y1Ò    Ò yn�1 by eq(y) =

Pn
p=1 åpe(p)

q (z)
then each yi belong to the convex hull of z1Ò    Ò zn.
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PROOF. It suffices to expand both sides of the equality
Pn

p=1 åp
Q

j6=p(z � zj) =Qn�1
i=1 (z � yi) in powers of z and use Lemma 2.7.
The proof of the following result was communicated to us by Professor A. M. Davie

from the University of Edinburgh.

LEMMA 2.10. Suppose D is a symmetric domain in Cn (i.e. invariant under any
permutation of the coordinates) and suppose f : D ! Cn is analytic and symmetric (i.e.
invariant under any permutation of its variables). Then there exists a domain E in Cn and
an analytic function F: E ! Cn such that f (z1Ò    Ò zn) = F(e1Ò    Ò en) where e1Ò    Ò en

are the elementary symmetric polynomials in z1Ò    Ò zn.

PROOF. Let E be the image of D under the mapping (z1Ò    Ò zn) ! (e1Ò    Ò en)
and define h(e1Ò    Ò en) = f (z1Ò    Ò zn) where z1Ò    Ò zn are the roots of the equation
zn � e1zn�1 + e2zn�2 � Ð Ð Ð + (�1)nen = 0. Since the roots depend continuously on the
coefficients, h is continuous. It is also analytic when the roots are distinct. Thus h is
continuous on E and analytic outside a proper subvariety and is therefore analytic on E.

3. Estimates.

THEOREM 3.1. For every linear functional ï on a, the spherical function ûï can be
extended analytically to Ωô. It is then symmetric in that domain. If 0 Ú ë Ú ô and
ï(H) =

Pn
i=1 aiHi with ai 2 R for each i, then there exists a positive continuous function

Cë independent of ï such that jûï(eH)j � Cë(H) exp(�Pn
i=1 ai=Hi) exp(

P
iÚj ëjai � ajj)

on Ωë.

PROOF. We prove the result using induction. The result is clearly true for n = 1
since then ûï(eH) = eiï(H). Suppose ï(H) =

Pn
i=1 aiHi with ai 2 C for all i. Let ï0(ò) =Pn�1

i=1 (ai � an)òi and let

f (òÒH) = eian(H1+ÐÐÐ+Hn)ûï0 (e
ò)
Y
iÚj

sinh(òi � òj)
òi � òj

n�1Y
i=1" iY

j=1

vuut Hj � òi

sinh(Hj � òi)

nY
j=i+1

vuut òi � Hj

sinh(òi � Hj)

#


If we adapt [9, Theorem 5.3] to our situation (m = 1, r = n and ûï(eH) = Φs(e2H) with
sk = iak�(n+1�2k)

2 ), and let H1 Ù H2 Ù Ð Ð Ð Ù Hn, we then have

ûï(eH1 Ò    Ò eHr ) =
Γ(nÛ2)�
Γ(1Û2)

�n eian(H1+ÐÐÐ+Hn)
Z Hn�1

Hn

Ð Ð Ð
Z H1

H2

ûï0 (e
ò)
Y
iÚj

sinh(òi � òj)

Ð
n�1Y
i=1

� iY
j=1

sinh�1Û2(Hj � òi)
nY

j=i+1
sinh�1Û2(òi � Hj)

½
dò1 Ð Ð Ð dòn�1

=
Γ(nÛ2)�
Γ(1Û2)

�n

Z Hn�1

Hn

Ð Ð Ð
Z H1

H2

f (òÒH)
Q

iÚj(òi � òj) dò1 Ð Ð Ð dòn�1Qi
j=1

q
Hj � òi

Qn
j=i+1

q
òi � Hj


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Now f (òÒH) is a symmetric function of ò and of H which is analytic in ò and H as
long as

j=(òi � òj)j Ú ô and j=(òi � Hj)j Ú ô for all i, j(3)

Let åp =
Qn�1

i=1 (òi � Hp)ÛQi6=p(Hi � Hp) for p = 1Ò    Ò n. Then
Pn

p=1 åp = 1 and

ûï(eH1 Ò    Ò eHr ) =
Γ(nÛ2)�
Γ(1Û2)

�n

Z
õ

F(
nX

p=1
åpe(p)

1 (H)Ò    Ò
nX

p=1
åpe(p)

n�1(H)ÒH)
då1 Ð Ð Ð dån�1på1 Ð Ð Ð ån

where õ = f(å1Ò    Ò ån) : å1 ½ 0Ò    Ò ån ½ 0 and
Pn

p=1 åp = 1g and F corresponds to f
by virtue of Lemma 2.10. This formula allows us to give an analytic continuation ofûï to
Ωô. Indeed, for any H 2 Ωô,

�Pn
p=1 åpe(p)

1 (H)Ò    ÒPn
p=1 åpe(p)

n�1(H)
�

corresponds to òwith
each òi in the convex hull of H1Ò    ÒHn by the corollary to Lemma 2.7. This means that
the conditions in equation (3) are satisfied. It is also clear that ûï is a symmetric function.
Suppose now that ak 2 R for each k and let 0 Ú ë Ú ô. By the induction hypothesis,
there exists a positive continuous function Cë(ò) such that whenever H 2 Ωë,

jeian(H1+ÐÐÐ+Hn)ûï0 (e
ò)j

� Cë(ò)jeian(H1+ÐÐÐ+Hn)j exp
�
�

n�1X
i=1

(ai � an)=òi

�
exp(

X
iÚjÚn

ëjai � ajj)

= Cë(ò) exp(�
nX

i=1
ai=Hi) exp(

X
iÚjÚn

ëjai � ajj) exp
�
�

n�1X
i=1

(ai � an)=(òi � Hi)
�

� C̃ë(ò) exp(�
nX

i=1
ai=Hi) exp(

X
iÚj
ëjai � ajj)

If we use this with Lemma 2.2, we find that

jf (òÒH)j � Ĉë(òÒH) exp(�
nX

i=1
ai=Hi) exp(

X
iÚj
ëjai � ajj)

where Ĉë(òÒH) is continuous. This is all we need.

PROPOSITION 3.2. Let p be a skew-symmetric polynomial in n variables. Then
G(nÒ pe�r2Û(4t); Ð) can be extended analytically on Ωô and is a symmetric function there.

PROOF. For ï(H) =
Pn

k=1 akHk, let ô(ï) =
Q

iÚj(ai � aj). Let q(ïÒ t)e�ï2t be the
Euclidean Fourier transform of pe�r2Û(4t). It is clear that q is a polynomial which is
skew-symmetric in the variables a1Ò    Ò an. We have, for H 2 a+ (see [7, (19)]),

G(nÒ pe�r2Û(4t); H) = C
Z

aŁ

q(ïÒ t)
ô(ï)

e�ï
2tûï(eH)jc(ï)j�2 dï

where C is a constant and aŁ is the set of real-valued linear functionals on a. Theorem 3.1
allows us the analytic continuation of the right hand side of this equation.

LEMMA 3.3. If p is a skew-symmetric polynomial in n variables then (pe�r2Û(4t))tr H =
exp

�
�(tr H � tr ò)2Û(4t)

�
ptr H(ò)e�r2(ò)Û(4t) and ptr H is a skew-symmetric polynomial in

the variables ò1Ò    Ò òn�1.

https://doi.org/10.4153/CJM-1997-018-1 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1997-018-1


ESTIMATES FOR THE HEAT KERNEL 367

PROOF. Recall that ftr H(eò) = f
�
exp(diag[òÒ tr H � tr ò])

�
. Therefore

(pe�r2Û(4t))tr H(eò) = p(ò1Ò    Ò òn�1Ò tr H � tr ò)

Ð exp
�
�(ò2

1 + Ð Ð Ð + ò2
n�1 + (tr H � tr ò)2)Û(4t)

�
= exp

�
�(tr H � tr ò)2Û(4t)

�
p(ò1Ò    Ò òn�1Ò tr H � tr ò)

Ð exp
�
�(ò2

1 + Ð Ð Ð + ò2
n�1)Û(4t)

�


That ptr H(ò) = p(ò1Ò    Ò òn�1Ò tr H�tr ò) is a skew-symmetrix polynomial in the variables
ò1Ò    Ò òn�1 is clear.

Now, we need an explicit formula for G(nÒ pe�r2Û(4t); H) on a suitable portion of Ωô

in order to compute our estimates. We will proceed in several steps. Lemma 3.4 will
give us a formula which is a natural extension of Definition 1.1. This formula involves
integrating over the path from H1 to 1 and, for 2 � i � n � 1, over the path from Hi

to Hi�1. It is however rather difficult to estimate. Lemma 3.5 gives a modified version
of the formula which will be easier to handle. Finally, after giving the construction
of the appropriate paths in Lemma 3.6, we will be ready to compute our estimates in
Proposition 3.9.

LEMMA 3.4. Suppose n ½ 2 and 0 Ú ë Ú ô. For H 2 Ω+
ë, choose continuous simple

paths Ξ1Ò    ÒΞn�1 satisfying the following conditions (we denote a point of the path Ξk

by òk).
1. The path Ξ1 starts at H1 and its real part increases to 1.
2. For 2 � k � n � 1, Ξk is a path from Hk to Hk�1.
3. For i � j, òi � Hj 2 fz 2 C : j=zj Ú ëg � [0Ò1) (unless i = j and òi = Hi).
4. For j Ú i, Hj �òi 2 fz 2 C : j=zj Ú ëg� [0Ò1) (unless j = i� 1 and òi = Hi�1).
5. j=(òi � òj)j Ú ë for each i, j.
Let f = pe�r2Û(4t) where p is a skew-symmetric polynomial in n variables and suppose

that on these paths, we have

jg(òÒH)j � C(H)P(ò1Ò    Ò òn�1)e�
Pn�1

i=1 <(òi�Hi)(4)

where C does not depend on ò, P is bounded by a polynomial and

g(òÒH) = G(n � 1Ò ftr H; ò)
Y
iÚj

sinh(òi � òj)
òi � òj

n�1Y
i=1

"i�1Y
j=1

vuut Hj � òi

sinh Hj � òi

nY
j=i

vuut òi � Hj

sinh(òi � Hj)

#


Then for H 2 Ω+
ë, we have

G(nÒ f ; H) =
Z

Ξn�1

Ð Ð Ð
Z

Ξ1

g(òÒH)
Q

iÚj(òi � òj)Qn�1
i=1

hQi�1
j=1

q
Hj � òi

Qn
j=i

q
òi � Hj

i dò

We will see in Proposition 3.9 that the condition in equation (4) is necessarily satisfied
(it is a consequence of the induction step in the proof of that result).
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PROOF. If we refer to Definition 1.1, we only have to show that the above expression
is analytic in Ω+

ë for any choice of paths satisfying the above conditions. Note that
Lemma 2.2, Proposition 3.2 and Lemma 3.3 ensures that g(òÒH) is analytic along these
paths.

For each k ½ 2, the integration over the path Ξk can be written as

Z
Ξk

h(HÒ ò)
dòkp

Hk�1 � òk
pòk � Hk

where h(òÒH) is analytic in H and ò. This is clearly differentiable and, by Cauchy’s
theorem, does not depend on the particular choice of path. A similar argument can be
given for k = 1 (the factor e�<(ò1�H1) plays an important role there).

LEMMA 3.5. Suppose n ½ 2 and 0 Ú ë Ú ô. For H 2 Ω+
ë, choose continuous simple

paths Ξ1Ò    ÒΞn�1 satisfying the following conditions (we denote a point of the path Ξk

by òk).
1. For 1 � k � n � 1, the path Ξk starts at Hk and its real part tends to 1.
2. For i Ú j, òi � Hj 2 fz 2 C : j=zj Ú ëg � [0Ò1) (unless i = j and òi = Hi).
3. For j Ú i, Hj � òi 2 fz 2 C : j=zj Ú ëg � [0Ò1).
4. j=(òi � òj)j Ú ë for each i, j.
Let f = pe�r2Û(4t) where p is a skew-symmetric polynomial in n variables and suppose

g(òÒH) is as in Lemma 3.4 and satisfies condition (4). Then

G(nÒ f ; H) =
Z

Ξn�1

Ð Ð Ð
Z

Ξ1

g(òÒH)
Q

iÚj(òi � òj)Qn�1
i=1

hQi�1
j=1

q
Hj � òi

Qn
j=i

q
òi � Hj

i dò(5)

PROOF. We start by the formula obtained in Lemma 3.4 with the paths described
there.

If we assume for a moment that ò1�H1 is never a positive real number and replace the
path Ξ2 by the path Ξ2 [ Ξ1 then the result remains the same. Indeed, the integration on
the additional portion is zero since the integrand is skew-symmetric in ò1 and ò2. Using
Cauchy’s theorem, the path Ξ2[Ξ1 can be replaced by any path satisfying the conditions
of the lemma. For the same reason, the condition that ò1 � H1 is never a positive real
number can be relaxed (it was put there so that H1�ò2 would not be a negative number).

We repeat the process for i = 3Ò    Ò n� 1 using the fact that Ξi�1 is a path from Hi�1

to 1 and that the integrand is skew-symmetric in òi and òi�1.
Finally, we make a specific choice of paths. In addition to take care of the conditions

set in Lemma 3.5, the shape of the path will address the condition raised in Lemma 3.7.

LEMMA 3.6. Let n ½ 2. Suppose 0 Ú ë Ú ô, 0 Ú è Ú ë and H 2 Ω+
ëÒè. For a given k,

1 � k � n � 1, let ík = �ôÛ4 if =(Hk � Hn) Ù 0 and ík = ôÛ4 otherwise. It is possible
to choose çk such that èÛ(10n) � çk � èÛ2 and such that the path Ξk composed of the
segment from Hk to Hk + çkeiík , followed by the horizontal line Hk +çkeiík + t, t ½ 0 does
not intersect any balls D

�
HiÒ èÛ(10n)

�
for i 6= k (see Figure 1 below).
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PROOF. Consider the ball D(HkÒ èÛ2) with k Ú n: this ball does not intersect any
balls D

�
HiÒ èÛ(10n)

�
with i 6= k since H 2 Ω+

ëÒè.
In Figure 1, the corridor between the two horizontal lines Hk + èeiíkÛ(10n) + t, t ½ 0

and Hk + èeiíkÛ2 + t, t ½ 0 has a width of è
�
1Û2 � 1Û(10n)

�p
2Û2. There are at most

n� 2 balls D
�
HiÒ èÛ(10n)

�
that could possibly intersect with this corridor since we must

have i Ú k Ú n. The total width of n � 2 balls of radius èÛ(10n) is 2(n � 2)èÛ(10n) Ú
è
�
1Û2 � 1Û(10n)

�p
2Û2. It is then clearly possible to draw a line Hk + çkeiík + t, t ½ 0

that will not intersect any such balls.

Hkž
Hk + çkeiík ž

@
@
@

Hk + èeiíkÛ(10n) + t, t ½ 0

Hk + çkeiík + t, t ½ 0

Hk + èeiíkÛ2 + t, t ½ 0

FIGURE 1: From Hk to1

LEMMA 3.7. Suppose that, for each i, òi = Hi or j arg(òi�Hi)j � ôÛ4. Then<(r2(H)�
r2(ò) � (tr H � tr ò)2) � �2<Pn�1

j=1 (òj � Hj)(Hj � Hn).

PROOF. Observe that

r2(H) � r2(ò) � (tr H � tr ò)2

= �2
n�1X
k=1

(òk � Hk+1)
� kX

j=1
(òj � Hj)

�

= �2
n�1X
k=1

(Hk � Hk+1)
� kX

j=1
(òj � Hj)

�
� 2

n�1X
k=1

(òk � Hk)
� kX

j=1
(òj � Hj)

�

= �2
n�1X
j=1

(òj � Hj)
�n�1X

k=j
(Hk � Hk+1)

�
� 2

n�1X
k=1

(òk � Hk)
� kX

j=1
(òj � Hj)

�

= �2
n�1X
j=1

(òj � Hj)(Hj � Hn) � 2
n�1X
k=1

kX
j=1

(òk � Hk)(òj � Hj)

Note that if z 6= 0, then <z ½ 0 if and only if j arg zj � ôÛ2. The rest follows easily.

LEMMA 3.8. Let p(H) =
Pn

i=1 ajHj + b. Then there exists a constant C independent of
H and ò (but which depends on p) such that jptr H(ò)j � C(1 + jp(H)j)Qn�1

i=1 (1 + jòi �Hij).
PROOF.

jptr H(ò)j = j
n�1X
j=1

ajòj + an(tr H � tr ò) + bj

= j
nX

j=1
ajHj + b +

n�1X
j=1

(aj � an)(òj � Hj)j
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� j
nX

j=1
ajHj + bj + j

n�1X
j=1

(aj � an)(òj � Hj)j

� (1 + j
nX

j=1
ajHj + bj)

�
1 + j

n�1X
j=1

(aj � an)(òj � Hj)j
�

� C(1 + j
nX

j=1
ajHj + bj)

n�1Y
j=1

(1 + jòj � Hjj)

We are now at the heart of the matter.

PROPOSITION 3.9. Suppose 0 Ú ë Ú ô. Let p be a skew-symmetric polynomial in n
variables. Write p = p1 Ð Ð Ð pN where pi(H) =

Pn
j=1 aijHj + bi. Then there exists a constant

Cë Ù 0 such that for H 2 Ωë,

jer2(H)Û(4t)G(nÒ pe�r2Û(4t); H)j � Cë

NY
i=1

�
1 + jpi(H)j

�Y
iÚj

 
1 +

1 + jHi � Hjj
t

!�1Û2

Ðe�<
P

iÚj(Hi�Hj)Û2
PROOF. We prove the result by induction on n. The result is clearly true for n = 1.

Suppose n ½ 2 and let ë be such that 0 Ú ë Ú ô. Choose ë0 such that ë Ú ë0 Ú ô. We
prove first our inequality on Ω+

ë0Òè where è Ù 0 is chosen so that ë0 � 2n+1n! è ½ ë and
ë0 + è Ú ô.

We construct our paths according to Lemma 3.6. As usual òi denotes a point on the
path Ξi. The choice of ík will ensure that for some K Ù 0, <(òk � Hk)(Hk � Hn) ½
K<(òk � Hk)jHk � Hnj on the first part of the path and that <(òk � Hk)(Hk � Hn) ½
KjHk � Hnj on the second part of the path. Also, we have jòk �Hjj ½ èÛ(10n) for k 6= j.
Moreover, either òk = Hk or j arg(òk � Hk)j � ôÛ4. This is a condition we need to apply
Lemma 3.7:<

�
r2(H)� r2(ò)� (tr H� tr ò)2

�
Û(4t) � �2<Pn�1

j=1 (òj �Hj)(Hj �Hn) � 0.
By the induction hypothesis, Lemma 3.3 and Lemma 3.8, there exists a constant C

such that whenever j=(òi � òj)j Ú ë0 + è, a condition which is satisfied on our paths, we
haveþþþer2(H)Û(4t)G

�
n � 1Ò (pe�r2Û(4t))tr H; ò

�þþþ
= exp

�
<
�
r2(H) � r2(ò)� (tr H � tr ò)2

�
Û(4t)

�
jer2(ò)Û(4t)G(n � 1Ò ptr He�r2Û(4t); ò)j

� C exp
�
<
�
r2(H) � r2(ò)� (tr H � tr ò)2

�
Û(4t)

� NY
i=1

(1 + j(pi)tr H(ò)j)

ÐY
iÚj

 
1 +

1 + jòi � òjj
t

!�1Û2

e�<
P

iÚj(òi�òj )Û2

� C exp
�
�<

n�1X
j=1

(òj � Hj)(Hj � Hn)Û(2t)
� NY

i=1

�
1 + jpi(H)j

� n�1Y
i=1

(1 + jòi � Hij)N(6)

ÐY
iÚj

 
1 +

1 + jòi � òjj
t

!�1Û2

e�<
P

iÚj(òi�òj )Û2
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Repeated applications of Lemma 2.2 show that

e�<
P

iÚj(òi�òj)Û2
þþþþY
iÚj

sinh(òi � òj)
òi � òj

n�1Y
i=1

�i�1Y
j=1

vuut Hj � òi

sinh Hj � òi

nY
j=i

vuut òi � Hj

sinh(òi � Hj)

½þþþþ(7)

� C
Y
iÚj

1
1 + jòi � òjj

n�1Y
i=1

�
e�<(òi�Hi)

i�1Y
j=1

q
1 + jHj � òij

nY
j=i

q
1 + jòi � Hjj

½


If we now use equations (5), (6), (7) and the fact that jòk � Hjj ½ èÛ(10n) whenever
j 6= k, we see that we only need to show that

Z
Ξn�1

Ð Ð Ð
Z

Ξ1

Y
iÚj

 
1 +

1 + jòi � òjj
t

!�1Û2

Ð
n�1Y
i=1

"
(1 + jòi � Hij)N+1Û2q

jòi � Hij
e�<(òi�Hi) exp

�
�<(òi � Hi)(Hi � Hn)Û(2t)

�#
jdòj

is bounded by a constant multiple of
Q

iÚj(1 + 1+jHi�Hjj
t )�1Û2 on Ωë0Òè (of course, this

constant will depend on è and ë0).
Fix k Ú n. Let ai = Hi if i Ú k and ai = òi otherwise (i � n � 1). Let bi = Hi if i � k

and bi = òi otherwise (i � n � 1). If we suppose that the corresponding inequality has
been proven for k̃ Ú k, it suffices to show that for some constant C,

Z
Ξk

Y
iÚj

 
1 +

1 + jai � ajj
t

!�1Û2 (1 + jòk � Hkj)N+1Û2q
jòk � Hkj

Ðe�<(òk�Hk) exp
�
�<(òk � Hk)(Hk � Hn)Û(2t)

�
jdòkj

� C max
(Y

iÚj

 
1 +

1 + jHi � Hjj
t

!�1Û2

Ò

Y
iÚj

 
1 +

1 + jbi � bjj
t

!�1Û2

Ð
 

1 +
1 + jHk � Hnj

t

!�1Û2)

and to notice that for some constant C,

Z
Ξk

(1 + jòk � Hkj)N+1Û2q
jòk � Hkj

e�<(òk�Hk) exp
�
�<(òk � Hk)(Hk � Hn)Û(2t)

�
jdòkj � C

Observe that for H 2 Ω+
ë0Òè and k � i Ú j Ú j � n, jHk � Hnj ½ CjHi � Hjj for

some constant C Ù 0. Therefore, given K Ù 0, e�KjHk�HnjÛ(2t) � e�K0
P

k�iÚj jHi�Hj jÛ(2t) =Q
k�iÚj e�K0jHi�Hj jÛ(2t) � A

Q
k�iÚj(1 + 1+jHi�Hj j

t )�1Û2 for some constant A.
We now divide the path Ξk in two parts (see Figure 1): çkÒ1 for the oblique segment and

çkÒ2 for the horizontal line. Let sk = <(òk � Hk). On the path çkÒ1, we use the fact that òk

is close to Hk and also that<(òk�Hk)(Hk �Hn) ½ KskjHk �Hnj for some K Ù 0. On the
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path çkÒ2, we use the fact that sk is not small and that<(òk �Hk)(Hk �Hn) ½ KjHk �Hnj
for some K Ù 0.

Z
çkÒ1

Y
iÚj

 
1 +

1 + jai � ajj
t

!�1Û2 (1 + jòk � Hkj)N+1Û2q
jòk � Hkj

Ðe�<(òk�Hk) exp
�
�<(òk � Hk)(Hk � Hn)Û(2t)

�
jdòkj

� C
Y
iÚj

 
1 +

1 + jbi � bjj
t

!�1Û2 Z 1

0

(1 + sk)N+1Û2

p
sk

e�sk e�Ksk jHk�HnjÛ(2t) dsk

� C0Y
iÚj

 
1 +

1 + jbi � bjj
t

!�1Û2 
1 +

1 + jHk � Hnj
t

!�1Û2



Finally,

Z
çkÒ2

Y
iÚj

 
1 +

1 + jai � ajj
t

!�1Û2 (1 + jòk � Hkj)N+1Û2q
jòk � Hkj

e�<(òk�Hk)

Ð exp
�
�<(òk � Hk)(Hk � Hn)Û(2t)

�
jdòkj

� C
Y

iÚjÚk

 
1 +

1 + jHi � Hjj
t

!�1Û2 Z 1

0

(1 + sk)N+1Û2

p
sk

e�sk e�KjHk�HnjÛ(2t) dsk

� C0Y
iÚj

 
1 +

1 + jHi � Hjj
t

!�1Û2



This concludes the proof for H 2 Ω+
ë0Òè.

We can extend the bound to Ωë0Òè using the symmetry and continuity of
er2(H)Û(4t)G(nÒ pe�r2Û(4t); H).

Since, ë � ë0 � 2n+1n! è, if H 2 Ωë then Proposition 2.5 allows us to find si,
1 � i � n, such that 0 Ú si � 2nn! è and

Qn
i=1 S(HiÒ si) ² Ωë0Òè. By the maximum modulus

principle (Proposition 2.6), this means that the maximum of jer2(H)Û(4t)G(nÒ pe�r2Û(4t); H)j
on

Qn
i=1 D̄(HiÒ si) is attained on

Qn
i=1 S(HiÒ si). The desired inequality is then valid for

every element of Ωë with possibly a larger constant (the size of that constant is limited
by the fact that si � 2nn! è for each i).

THEOREM 3.10. Anker’s conjecture, the upper bound given in (2), is valid for the
space SL(nÒR)ÛSO(n).

PROOF. According to the corollary to Theorem 1.2 we have Pt(eH) =
Ce�ç

2tt�nÛ2�n(n�1)Û2G(nÒ pe�r2Û(4t); H) with p(H) =
Q

iÚj(Hi � Hj) for some constant
C. Moreover, the positive roots are Hi � Hj with i Ú j and their multiplicity is 1. Since
a+ ² Ωë whenever 0 Ú ë Ú ô, it suffices to apply Proposition 3.9 with any choice of ë
with 0 Ú ë Ú ô.
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4. Conclusion. In addition to confirming the validity of Anker’s conjecture for
the space SL(nÒR)ÛSO(n), Lemma 3.9 can be used to provide upper bounds for the
derivatives of the heat kernel by invariant differential operators. With the paper [8], we
can now say that Anker’s conjecture on the upper bound has been verified for all the
symmetric spaces of noncompact type corresponding to the root system An�1.
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