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Abstract

This paper is concerned with the finiteness and large-time behaviour of moments of
the overshoot and undershoot of a high level, and of their moment generating functions
(MGFs), for a Lévy process which drifts to —oo almost surely. This provides information
relevant to quantities associated with the ruin of an insurance risk process. Results
of Kliippelberg, Kyprianou, and Maller (2004) and Doney and Kyprianou (2006)
for asymptotic overshoot and undershoot distributions in the class of Lévy processes
with convolution equivalent canonical measures are shown to have moment and MGF
convergence extensions.
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1. Introduction

Suppose that X = {X;: t > 0}, X9 = 0, is a Lévy process defined on (2, ¥, P) with triplet
(v, o2, 11 x), [Tx being the Lévy measure of X. Thus, the characteristic function of X is given
by the Lévy—Khintchine representation, E[exp{if X;}] = /Y@, where

292

V() =i0y — UT + A\{O}(eigx —1—ifx 1jxj<1PIx(dx) forf eR, > 0.

We will consider limiting distributions and limits of moments of the overshoot and undershoot
of the process above a high level, and the undershoot from the previous maximum, viz.

the quantities Xv() — u, u — Xr@w)—, and u — Xr(u)—, conditional on 7(u) < oo, where
X; = supg_s<; X5 and 7 (u) is the first passage time above level u:

t(u) =inf{t > 0: X; > u}, u > 0.

Throughout, we assume that the process drifts to —oo almost surely (a.s.). This corresponds
to an insurance risk model with premiums and other income producing a downward drift in
X, while claims are represented by positive jumps. Thus, ‘ruin’ occurs at a positive level u if
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this level is reached by X. We wish to analyse the asymptotic behaviour of distributions and
moments of the overshoot and undershoot, conditional on first passage occurring in a finite
time, as the reserve level u is increased to oo.

In this analysis, throughout, we will follow the notation of Kliippelberg et al. [9] for the
most part. Thus, (H;);>0 will define the ascending ladder height subordinator of X, which
is defective under the assumption that lim;_, o, X; = —00 a.s. (which we will always assume
in this paper), taking the value +o00 once X exceeds its all-time maximum. The (proper)
descending ladder height subordinator is denoted by (Hy) ¢>0 (taking positive values; we depart
from the notation of [9] here, in favour of the setup in Doney and Kyprianou [3]).

Continuing, we define the following renewal measure of the (defective, when lim;_, oo X; =
—o00 a.s.) process H:

V(dx):/ P(H, € dx)dt:/ P(¥, € dx)e 9 dr forx >0, (I.1)
(0,00) (0,00)

where # is a nondefective process and H is obtained from # by exponential killing with rate

q > 0. Here V()Ac) is finite for each x > 0, as is the renewal measure V of the downward ladder
height process H, satisfying

V(dx) =/ P(H, € dx)dt forx > 0. (1.2)
(0,00)

We denote the Lévy measure of # by I, and similarly for H. The tails of [y are
_+ —_—
Iy (x) = Mx{(x, 00)}, My (x) = Hx{(-00, —x)},

and . . o
Mx(x) =Ix(x) + My (x), x >0,

with similar TT (x) and TT ; (x) notation for # and H. From [9, Corollary 2.9] we have the
following convolution identity:

P(Xi) —u>x, t(u) <o0) = / Tp(x+u—y)dV(y), x>0,u>0. (1.3
(0,u]

A natural case to investigate is when the positive tail of the Lévy measure of X (or of the
ascending ladder height measure) is subexponential (or, more generally, convolution equivalent
in the sense defined below). We only briefly introduce the main ideas here; background,
rationale for these assumptions, and examples are given in [9]. We say that a distribution F on
[0, 0o) with tail F belongs to the class £, a > 0, if

F(u —
lim M =e* forx € (—o0, ).
u—o0o  F(u)

Tail functions F such that F (log u) is regularly varying with index —a, o > 0, as u — 00, are
in £ . With ‘s’ denoting the convolution, a distribution F is said to be convolution equivalent,
i.e.in the class 8, a > 0,if F € £ and, in addition,

_ F(x)
lim —

x—o00  F(x)

= 284(F) < o0, (1.4)
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where 8y (F) := f . Oobe‘”F (dx). The parameter « is referred to as the index of the class.
When o = 0, 8 := 8O is the class of subexponential distributions. The subexponential or,
more generally, the convolution equivalent distributions are used in modelling heavy-tailed data,
such as occur in insurance applications; we refer the reader to [5], [6], [10], and the references
therein for discussion and properties. Distributions in the class 8 for @ > 0 are ‘near to
exponential’ in the sense that their tails are only slightly modified exponential. An important
class of distributions which are convolution equivalent or subexponential for some values of
the parameters is the generalised inverse Gaussian distributions; see [8].

We can take the tail of any Lévy canonical measure, assumed nonzero on some interval
contained in (0, 00), to be the tail of a distribution function on [0, c0), after renormalisation.
With this convention, we then say that the measure is in £ or 4@ if this is true for the
distribution with the corresponding (renormalised) tail. As in Kliippelberg et al. [9], we will
restrict ourselves to the nonlattice case, with the understanding that the alternative can be
handled by obvious modifications.

In what follows, we set out results for the overshoot in Section 2 and for the undershoots
in Section 3. Each section gives conditions for finiteness of moments and of the MGF of the
respective quantity, as well as asymptotic results for these as the level u tends to co. All proofs
are collected in Section 4.

2. Finiteness and limit behaviour of moments of the overshoot

Throughout, we will assume that lim;_, o, X; = —o0 a.s. Doney and Maller [4] showed that
this is the case if and only if E[X] < O when E[| X|] < oo, or, when E[| X;|] = oo,

y
Iy (d , 2.1
/(I’W)A_(y) x(dy) < o0 @1

where .
A_(x):=1 +/ Ty (y)dy, x> 1.
1

Our first result shows how this is modified to obtain finiteness of moments of the overshoot.
Note that we allow the possibility of E[X| ] = oo in most of our results. Assuming that
E[X| ] < oo would undesirably limit the growth of the ‘income’ side of X in the risk process.
However, we doneed (2.1). In Theorem 2.1, below, part (a) is proved in [4] (with a sign change).

Theorem 2.1. Assume that lim;_, oo X; = —00 a.s.

(a) Take B > 0. Then we have, for each u > 0,

IMx(dx) < oo.
2.2)

Bt
E[(Xe — )P | T(u) < 00] < 00 ifand only if / al
(1,oo) A—(x)

(b) Take 6 > 0. Then we have, for each u > 0,

Elexp{6(Xrw) —u)} | T(u) < ool < oo ifand only if / egxl'lx(dx) < 0.
(1,00)
2.3)

Remarks. (i) Equivalences for convergence of integrals such as (2.2) and (2.3) in terms of the
marginal distribution of X can be written directly from [11, p. 159].
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(i1) Of course, since u is fixed in Theorem 2.1, the convergence of the integrals in (2.2) and (2.3)
are also necessary and sufficient for finiteness of

E[X ) | T(u) <oo] and E[exp{X;u)} | T(u) < oo].

t(u
But it is convenient to work in terms of the overshoot; cf. Theorem 2.2, below.

(iii) Convergence of the integral in (2.2) is equivalent to that of f loo (xP o (x)/A—_(x))dx, when
B > 0, as can be shown by integrating by parts. This form clearly shows that the convergences
in (2.2) occur when the negative tail of IT dominates the positive tail appropriately, and may be
slightly more convenient in applications.

(iv) It is surprising that no denominator A_(x) is needed in (2.3), as might be expected in view
of (2.1) and (2.2). When E[|X|] < oo, then A_(0c0) < 00, and A_(x) can simply be omitted
in (2.2) also, leaving an integral equivalent to E[(X fr)ﬁ“]. Convergence of the integral in (2.3)
is of course equivalent to E[exp{6 X fr}] < 00.

For our next result, we are interested in the behaviour of the moments and MGF of the
overshoot as u — oo. At this stage, we bring in the subexponential/convolution equivalent
assumptions. For « > 0, we assume the same conditions as in [9], namely, that

lim X, = —c0 as.,  Ty(0) >0,
=% 2.4)
My 8@, and e 98,(H) < 1.

(Recall that ¢ > 0 is defined in (1.1).) The case in which [Ty is concentrated on (—o0, 0), i.e.

X is spectrally negative, is rather easy to handle, so we exclude it, while the assumption that

Tl € 4@ means that 8, (#) = E[exp{a#1}] is finite; cf. (1.4). Keeping e 95, (H) < 1

means that we are in the non-Cramér case. The asymptotic behaviour of 7(u) and associated

quantities in the Cramér case is quite different; see [9, Remarks 4.6 and 5.2] and also [7].
Under (2.4), we have, from [9, Proposition 2.5 and Lemma 3.5], for « > 0,

fim 2y and  lim DWW <) _

q82(v 2.5
o M) % et e 22

where V(1) := V(00) — V(u) = 1/g — V(1) and §4(V) = ](0,00) e“*V (dx), while, fora > 0
(see [9, Proposition 5.3]),

=+
I1
lim —X (w)

A T ) = Kk (—ia), 2.6)

where k(0) := log E[exp{i@ﬁl}] for & € R. The following identity, due to Vigon [12], will
also be very useful:

Ty (1) =[ Trw+y)Vdy), u>0. Q.7
(0,00)
When Ty € 4@ for an o > 0, we can define a distribution function G on [0, c0) in terms
of its tail by
_ e*D(X
Gx) = <q — log 84 (H) —|—/ (e*r — e“x)l'[;((dy)>, x > 0. 2.8)
q (x,00)
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The function G is then a proper cumulative distribution function (total mass 1). When o = 0,
we take G(x) = 0, i.e. G is improper with all its mass at +o0o. From Kliippelberg et al.
[9, Theorem 4.2], the G thus defined is the limiting distribution of X (,) — u, conditional on
T(u) < 00, as u — oo, when (2.4) obtains and o > 0.

Given all this setup, we can prove the following theorem.

Theorem 2.2. Assume that (2.4) holds for an a > 0.
(a) Fix B > 0. Then we have

lim E[(X;q) — )P | T(u) < 0] = / xP G (dx). (2.9)
u— o0 (0,00)

(b) Fix0 < 6 < a. Then we have

lim E[exp{0(Xcw) —u)} | T(u) < o0] :/ eexG(dx). (2.10)
u—>o00 (0,00)

Remarks. (i) When (2.4) holds and o = 0, the limits in (2.9) and (2.10) are +oo forany 8 > 0
and @ > 0. This is easily proved by Fatou’s lemma, since lim, oo P(X¢ () —u > x | (1) <
o0) = 1 for all x > 0 in the case in which o = 0. We will not consider this case further in the
present paper.

(ii) Note that the integrals in (_2.9) and (2.10) are finite, under (2.4), when « > 0. In fact, it is
easy to check from (2.8) that G(x) = O(e™**) as x — oo.

(iii) Given that the limiting distribution, as derived in [9, Theorem 4.2], is G, as in (2.8),
establishing (2.9) and (2.10) is essentially a matter of taking a limit under an integral. This is not
atrivial matter in the present context, because, although uniform bounds on certain quantities are
available from regularly varying theory (cf. (4.5) and (4.6), below), straightforward application
of the dominated convergence theorem is not possible. The uniform bound contains an arbitrary
& > 0in the exponent, and a distribution function F in the class § @) jg heavy tailed in the sense
that the integral f (0.00) e@+e)X F(dx) is infinite for any ¢ > 0 (see [9]). The claimed moment
convergences have to be shown by careful analysis relying strongly on the special properties of
convolution equivalent distributions.

(iv) The results in Theorem 2.2 are very general. Drift of X to —oo does not require a finite mean
for X, only (2.1). Assumption (2.4) allows for a wide class of ‘claim’ processes, represented
by the positive tail of X, but (2.4) for @ > 0 requires integrability of H; (dx) against e**. Note
that we assume no more than (2.4), even for the moment convergences.

The rather abstract quantities, 8, (#), I1g(y), etc., appearing in (2.8) and elsewhere can
be given quite concrete values in special cases, especially in the case in which X is spectrally
positive. A number of applications examples, which generalise many results in the previous
literature, are given in [3] and [9]. Using our results, expressions for limiting moments of the
overshoot and undershoot are easily read off from these, so we will not go into the details here.

3. Convergence of distributions and moments of the undershoot

Now we consider quantities related to the undershoots. A very recent ‘quintuple law’ of
Doney and Kyprianou [3, Theorem 3] gives the following result, when translated to our notation:
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fory >0,v>0,0<y<unv,g>0,and h > 0,
P(t(u) — Gruy— € dg, Gruy— € dh, Xoy —uedy, u — Xeu)— € dv, u — Xr()— € dy)
= |V(u — dy, db)|V(dv — y, dg)TIx(dy + v), (3.1)
where, recall, X; = SUPg.s<; X5 and G, = sup{s <t: Xy = X,}. Here V (-, -) and \7(-, -) are
the bivariate renewal functions of the ascending and descending ladder height and inverse local

time subordinators. Equation (3.1) plays a crucial role in our calculations. Integrating out the
variables gives

P(u — Xc@)— € dv, 7(u) < 00)

=—/ f / / V(- dy, di)V(dv — y, dg)TIx(dy + v)
g>0Jh>0Jy>0Jye(0,unv]

= —ﬁ;(v) dyV(u—y) dUV(v -y, u=>0v>0, (3.2)

ye(0,unv]

where d,V(x —y) := V(x — dy) and dy V(v — y) = V(dv —y), with V and V as defined
in (1.1) and (1.2). We can use (3.2) to check finiteness and convergence of moments of the
undershoot.

Theorem 3.1. Assume that lim;_, oo X; = —00 a.s.
(@) Fix B > 0andu > 0. Then we have
00 B+l
A_(x)
The converse is true if, in addition, we assume that E[| X 1|] < oc.

(b) Fix6 > 0and u > 0. Then we have

E[(u — Xr0n)P | T(u) < 0] < 00 if / Iy (dx) < oo. (3.3)
1

< @ (3.4)
A_(x) x(dx) < Q. .

Remarks. Finding a general necessary and sufficient condition for the finiteness of the
expectations in (3.3) and (3.4), instead of the partial solution given in Theorem 3.1, seems
rather elusive, depending on some fine structure properties of the renewal function of the
negative ladder height process, V(x). Note that in (3.4) we have to include a factor of x /A _(x)
in the integral, whereas this was not needed in (2.3).

Elexp{f(u — Xz(-)} | T(u) < 00] <00 if / N
1

The next theorem gives the limiting (improper) distribution of the undershoot and limits of
its pseudomoments as u — 0.

Theorem 3.2. Assume that (2.4) holds for an o > 0. Then,
(a) forall x > 0, we have

lim P(u — X¢()— > x | T(u) < 00)
Uu—00
1 1

= + —
q%«(V) q

1 — A~
- / / Ty (v + »)V(dv) de); (3.5)
q Jye(0,x) Jve(x—y,00)

/( )(e“y — DI (dy)
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(b) for B > 0, we have

lim u P E[(u — X;(-)? = ; 3.6
Jim u [(u w-)" | T(u) < o0] 25.(V) (3.6)

(c) for0 < 0 < «, we have
lim e Elexp{6(u — X¢uy)-)} | T(u) < o0] = (ie)da—o(V) 3.7

100 gk (—ia +i0)82(V)

Remark. The limiting function on the right-hand side of (3.5) is an improper distribution with
mass 1/g8,(V) at co. In a way this captures the intuition already expounded in [3] that ruin
may occur by a very large jump at a finite time or by an accumulation of smaller jumps over a
longer period of time.

While Doney and Kyprianou [3] gave in their Theorems 10 and 11 expressions for the limit
of the joint distribution of the overshoot and undershoot in the sense of vague convergence, this
does not give the limiting distribution (or the limiting improper distribution in the case of the
undershoot) because there is still the problem of taking the limit through the integrals in their
expressions. As shown in our proofs, this is a delicate exercise, and the more so in the case of
convergence of moments or MGFs.

Compared with Theorem 2.2, we see quite a different behaviour for the pseudomoments of
the undershoots; they grow with level u at an algebraic or exponential rate, as shown in (3.6)
and (3.7). A similar phenomenon occurs for the undershoot from the previous maximum, as
we show next. Integration of (3.1) and use of (2.7) gives its distribution in the form

P(u—Xrw—- € dy, T(u) <00) =Ty d,V—y), 0<y=<u.  (3.8)

Of course, this undershoot lies between 0 and u, so it has finite moments of all orders for finite u.
We examine the limiting behaviour of its distribution and moments in the next theorem.

Theorem 3.3. Assume that (2.4) holds for an o > 0. Then,

(a) for x > 0, we have

X
fim P~ X <3 1700 <00 = & [ eOTdys  (39)

(b) for B > 0, we have

dim P E[( = Xrw-)P | T(u) < o0] = ) (3.10)
(c) for0 <0 < «, we have
. —Qu ¥ . 50{—0(‘/)
ull)ngoe Elexp{6(u — X:)-)} | T(u) < 00] = —qS(%(V) . (3.11)

Remark. The distribution on the right-hand side of (3.9) has mass 1 — 84 (#)/q = 1/q84(V)
at 0o, like that in (3.5), though they are quite different distributions. Equations (3.6) and (3.10)
give the same limit for the S-moments of the undershoot; but, (3.7), which reflects the influence
of V in (3.2), is quite different to (3.11). Generally speaking, the undershoots have heavier-
tailed limiting distributions than the overshoot, reflecting the possibility of large jumps across
the boundary as a result of the heavy-tailed convolution-equivalent assumption.
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4. Proofs

Proof of Theorem 2.1. Part (a) follows from Theorem 5 of [4] after making a sign reversal,
i.e.replacing X by —X. (Note that the A (x) used in [4] can be replaced by an integral concerning
the positive tail of I1 (see [4, Equation (1.19)]), which becomes A_(x) in our present notation,
after a sign reversal.)

To prove part (b), use (1.3) to obtain, for u > 0 and 6 > 0,

o0 o0
/ P P(Xpy —u > x, T(u) < 00)dx = f / P U 4o (x) dx V (dy).
1 ye,u] Ju—y+1
@.1)

Let A(x) = fg ﬁg (y)dy. From [9, Equation 7.21], there are constants c+ € (0, co) such
that

Z—X — —X
C—f —Ix(dz) < Mgx) < C+/ ——Ix(d2),
(x,00) A(z — x) (x,00) A(z — x)

whenever x is greater than or equal to some 1 > 0. To use this in (4.1), consider

o0 7z —X
/ efr—uty) / == TMx(dz)dx
u—y+1 z€(x,00) A(z — x)

: O(x—uty) <X
:/ / 0 e—uty) _ dx Ty (dz)
z€@—y+1,00) Ju—y+1 Az —x)

z—u+y—1 X
= / fGuty) / e 0" dxTIx(dz). 4.2)
(u—y+1,00) 0 A(x)

Here we give x/ A(x) its limiting value at 0, at 0, namely,

X —1
(limx_lf ﬁg(}’)dy) =(ﬁg(0+))_l,
x0 0

which is in [0, c0) since X drifts to —oo a.s. and H is not trivial. The inner integral in (4.2) is
bounded above by

o0
co :=/ e 0x Ax dx,
0 Ax)

and this is finite because A(co) = Jo T z(y)dy > 0. Thus, the right-hand side of (4.1) is

bounded above by
c+ce/ e_g(”_y)/ P Ty (dz)V (dy)
(0,u] z€(u—y+1,00)
<crar [ eIV %Iy (d).
(0,u] z€(1,00)

The right-hand side of this is finite when the integral in (2.3) is finite, so the expectation in (2.3)
is finite.
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Conversely, suppose that the expectation in (2.3) is finite. Using (4.1) and (4.2), we obtain

o0
/ efx P(Xr@) —u > x,t(u) < 00)dx
1

u—y+1 X
> / e 0=y / e’ Iy (dz) / e 0~ dxV(dy)
0,1/2] Qu—y+1),00) 0 A(x)

u/2 X
> c_e 0 f e’ Iy (dz) e / e ¥~ — dxV(dy),
(2(u+1),00) (0,u/2] 0 A(x)

from which we see that the integral in (2.3) is finite.

Proof of Theorem 2.2. Assume that (2.4) holds for an & > 0. It suffices to prove part (b), as
part (a) then follows by standard methods.

Take 6 € (0, ), u > 0, and y € (0, u]. Define

00 —
I(u,y) ::/ My (0 ' logx 4+ u — y)dx. 4.3)
1

Then by (1.3) we have

= ! Elexp{0(Xc@w) —u)} — 15 7(u) < oo]

Iy (u)
1 %0 _
= — NG —y)dxvVd
Hﬂ(u)/l /(o,u] #( ogx +u—y)dxV(dy)
1
- I(u, y)V(dy)
e () J0,u] Y Y
I ’
= / (_(” Y) —1<y>)V(dy>+ / 1(y)Vdy), (4.4)
©,u] \ Tl (u) (0,u]
where
I(y) = e / wmal0 gy = 97
1 a—G

We need some bounds for ratios like the one in (4.4). Let F(x) := Iz (logx), which is
well defined and positive for x > 1. The class 8@ is contained in the class £® for which
F(x) is regularly varying of index —« as x — 00. So, we have

Metw—y) _ Fie
J_f’(” y)= _(e )—>e“‘y as u — oo for each y > 0.
TT e (u) F(e")

By [2, Theorem 1.5.6(ii)] we have the following Potter bound: for any given ¢ € (0, ), there
exists a constant A(¢) > 1 such that, forall» > 1 and s > 1,

f(s) s —a+e s —a—¢
LN A(e)max<(_) , () )
F(r) r r

Choose ¢ € (0, ), take A > 1, and set r = As then s = Ar in this bound, to obtain

1 F(Or)

A—a—s <

A(e) ~ F@)

< A(e)A™%® forallr > landall A > 1.
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Since TIy € 8@, we thus have

Ty @O 'ogx +u —y)
Ty (u — y)

Thus, furthermore, forallx > 1and 0 <y < u,

<A@e)x @ 9% forallx >1landu >y >0. (4.5)

T ! logx +u —
e (u)

Using (4.6) and dominated convergence, we obtain, from (4.3),

Y p2(g)el0t o ~e)fo, 4.6)

I, 00
lim LY _ ay f x99 dx = I(y) foreachy > 0. 4.7)
u=>00 T g (1) 1

Then, for eacha > 0 and u > a, write

I(u,y) ) [/ / ]([(u,y) )
— () |Vdy) = + 1Y) o Nvadw, s
/<0,u]<1'[}€(u) )V ©,a]  J@u1d \ g (u) ) JVdy) (4.8)

Again, using (4.6) in (4.3) gives

) g [~ o
My (u) — 1

2 (a+e)y
- 0A“(e)e

< forallu >y > 0.
oa—0

By dominated convergence, the first integral on the right-hand side of (4.8) tendsto O asu — oo,
for each a > 0. Since I(y) = 6e*Y /(¢ — 0) and §,(V) = fooo e*YV (dy) is finite, the term
f(a,u] I(y)V(dy) in (4.8) tends to 0 as u — oo and then a — oo.

This leaves us to deal in (4.8) with

/( V@ = f Ve, v dy + V@I, a) = Vel w.u), (49

where we set

9
glu,y) = 8—I(u,y)
y

I _
% 0e T I 4 (2) dz
u—y

e¢]

oMl — y) + 02 / T (2) dz
u—y

= / 0e? T 4 (dz). (4.10)
(u—y,00)

(Differentiating under the integral is valid here since /; loo e Tlg(z)dz < coand 6 < «.) We
have to divide through by Iz (#), u > a, in (4.9), and let u — oo and then a — oo. We have,
by (4.7), B B
. V@Iu,a) 060e**V(a)
Iim — <
U—>00 5 (u) o — 6

3
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and e**V (a) — 0 as a — 00, since 84 (V) < 00, so the term in V (a)I (u, a) in (4.9) presents
no problem. Write the remainder of (4.9) as

/a V()8 y) dy — V(I (w. u)
_ / V() - Vs, ) dy - V) w, a)
= fOH(V(u — ) = V)g,u—y)dy +o(Mp)) asu— oo,  (411)
where the “0’ term follows from (4.7) and V() — 0 as u — oo. Now, by (4.10),

o0
glu,u—y) = 0T g(y) + 62 / eI (2) dz
y

=0 / e?CI M 4 (d2)
(y,00)
=:h(y), say. 4.12)

Decompose the integral in (4.11) into components over (0, a] and (a, u — a], where a < u/2,
and divide by V (u). Since V (1) ~ 82(V)Tl(u) as u — 00, by (2.5), the same bounds in (4.5)
and (4.6) hold with V in place of TTg, and V (u — y)/V (u) — e*¥ as u — oo foreach y > 0.
Then, by dominated convergence, for each a > 0,

(V=) ) /“ «
1 — 2 1 |h(y)dy = Y — Dh®y)dy,
Jim 0( v (y)dy O(e Yh(y)dy

and this tends to [~ (e* — 1)h(y)dy as a — oo.
So it remains to deal with

1 u—a o
— — — h
0= s / V(- y) — Va)h(y) dy
1 M—a_
— V(u—vy)h d
< V(u)/a (u —y)h(y)dy
C+ M—a_
T 1 — 4.1
= = / 5o — Vh(y) dy, (4.13)

where we note from (4.12) that h(y) > 0. Here c_TMxiz) < V() < C+ﬁ}f (z) for some
0 <c- <c4 <ooandall z > a, once a is large enough, by (2.5). Now note that, as y — o0,
by dominated convergence, and using the Potter bound,

_h(y) =9+02/meezwdz
Mg (y) 0 Iz (y)

oo
-0+ 92/ e @ gz
0

b
a—0
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Thus, for large a, we can upper bound the right-hand side of (4.13) by a multiple of

1 u—a __ o
— I — I1 d
Hﬂ(u)fa s — WL (y) dy,
which we write as
1 L[—a_
— I1 — —dg dy, 4.14
an(u)/a 2ot — )(—dg(y)) dy (4.14)

where g(y) := fyoo T 4(z)dz is, apart from a possible scale factor, the tail of a cumulative
distribution function on y > a. Furthermore,

2(») Z/”ﬁﬁ@+wdz
Tl (y) 0 Ty (y)

by dominated convergence, and using (4.6) again. Integration by parts in (4.14) gives

o0
—>/ e *dz asy— oo,
0

2@y (u —a) 8 — a)ge(a) Mg (u — a) n 1
Ty (u) Ty (u —a) TLye (u) Ty W) Jau—a)

g(u — )Tz (dy),

in which the first two terms tend to 0 as u — oo and then a — o0, because g(u) = Q (T ()
as u — oo and e**Il g (a) — 0as a — oco. Replacing g(u — y) by a multiple of ITg (u — y)
in the last term, as we may, finally leaves a multiple of

Tge(u — y)
— " TI(dy).
/m,u-a] T 4

This tends to 0 as © — oo and then a — oo by [9, Lemma 7.1]. (This is where special
properties of the class 8 are used crucially.)
Putting the pieces together, we have arrived at

Tim_Elexp{0(Xew —w)} =1 | T(w) < 0]

= lim = |4
u—00 P(t(u) < 00) J(0,u) Tz (1)
1 0. (V) | /Oo ay _ )
B 6183(V)< a—0 V) 0 (e DRy
___ 6
T g(a —0)8,(V)

(dy)

0 [ Y, ‘
+—/ / e (@0 — 1) dxT(dy).
q Jo 0

To complete the proof, we show that the right-hand side equals f(o 00) e — 1)G(dx).
Of course, this must follow by uniqueness of Laplace transforms. But the formulae are not
obviously the same. To check, recall (2.8) and write

o0
/ GO 'logx)dx =1 + Iy,
1

where

R T PR -
q 1 g —0)3a(V)
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(because g — log 64 (H) = 1/84(V); see [9, Proposition 5.1]) and

1 o0
12 — _/ e—C(lOgX/@/ (eoty _ ealOgX/Q)nﬂ(dy) d.x
q Ji (logx/6,00)

o [ ¥
= —/ / e (09 — 1) dx Tz (dy).
qJo 0

Thus, (2.10) is proved.

Proof of Theorem 3.1. Assume that lim;_, o, X; = —00 a.s.
(a) From (3.2) we obtain, foru > O and 8 > 0,

/ vP P(u — Xc@wy— € dv, 7(u) < 00)
(u,00)
BT L 7
— VIIy(w)dpy V(v —y)dy V(@ —y)
0,u] Jve(u,00)
= / / VT () do V(v — u + y)V(dy)
(0,u] Jve(u,o00)

— / / W+ u— )P +u—y)V(dv)V(dy)
0,u] Jve(y,00)

Z/ U +/ }(”J“”‘y)ﬁﬁ;(wru—y)V(dv)V(dy). 4.15)
O,u] LJve(y,u] ve(u,00)

The second component in (4.15) does not exceed

28V (1) VP TTE () V (dv)

(u,00)

and, on the other hand, is not smaller than
—+(3v\ A
V(u) VT <—>V(dv).
(Qu,00) 2

Bertoin [1, p. 74] gave V (x) < x/A(x) for all x > 0, where A(x) = [; TI;() dy is finite
and nonzero for all x > 0. Assuming only that lim;_, o0 X; = —00 a.s., Kliippelberg er al.
[9], in the proof of their Proposition 5.4, showed that A(x) f 1 ivi X(y) dy < A_(x). Also,
A_(Ax) < A_ (x) forall A > 0. The renewal measure V(x) grows at most linearly with x, while
limy s o0 xﬂ“l'l (x)/A_(x) = 0 when the integral in (3.3) converges, as is easily checked
since x#+1/A_ (x) is increasing in x. Thus, I (v) := [ YAV (dy) < vPV(v) < vPH1/A_(v).
Integrating by parts gives

/OO VATTE )V (dw) < /Oo 1 ()T (A dv)
n n

< / VPV ()T x (A dv)
n

o] vﬂ+1
x/l A_(v)l'lx(dv). (4.16)

Then we get finiteness of the Sth moment of the undershoot from (4.15).
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Conversely, assume that E[|X{|]] < oo in addition to the finiteness of the expectation
1n (3.3). Then, since X drifts to —oo, we have E[I:11] < 00, and, by the renewal theorem,
V(x)/x — ¢ € (0, o0) for a constant ¢ > 0 as x — co. Thus, we see that I(x) ~ cxfj+1 as
x — oo for a constant ¢’ € (0, 00), and then the convergence of f2u o0) ¥ l'IX(3v/2)V(dv)
implies the convergence of the integral in (3.3) (in which we can now delete the denominator
function A_(x), since A_(00) < 00 now).

(b) The proof of part (b) is similar to that of part (a).

Proof of Theorem 3.2. Assume that TIz € 8@ foran « > 0.
(a) Some calculations from (3.2), and invoking Vigon’s identity, (2.7), give, for 0 < x < u,

P(u — Xe@uy— > x, t(u) < 00)

=/ e — )V (dy)
O,u)

- f f Ty (v +u — y)V(dv)V (dy). 4.17)
yew—x,u) Jve[0,x—u+y]
Now
. ﬁ,}f(u - ) - 2 ay
lim ——V(dy) =8a(V) +6,(V) ™ — ) g(dy). (4.18)
=00 Joouy g (u) (0,00)

To prove this, consider, for 0 < a < u,

/ Tpe(u — y)V(d)_[/ / }Hse(u y)V(dy),
O () ©0.a] Jawl TMz)

in which the first 1ntegral tends to f e*’V(dy) as u — oo by dominated convergence, and
this tends to f (0.0 eV (dy) = 4, (V) finite, as a — oo. This leaves us to deal with

/( | MM(V@) ~ V)

Iz (1)
Ty —a) — - (V(y) — V(u)

= - -_— = H - .
LT - Vi + /() P =y

The first term tends to e*“V (a) as u — 00, then to 0 as a — o0o. By (2.5), the second term is
asymptotic to
Vi(u—1y)

Sa(V) (Oua)( V(M) ) %(dy)

Vu-—y)
=il L e - mean,
(V)[ ©0,a]  J@u—al V() ()

in which the first component on the right-hand side tends to 82 V) f ©0.a] (e‘” DITg(dy) as
u — 00, and this tends to 8 V) f(o 00) (e"‘y 1)ITg(dy) as a — oo. The second component
on the right-hand side is nonnegative and not greater than

53 (V)

V(u) (a,u—al

for some ¢ > 0 and all large a. This tends to 0 as u — oo and then a — oo by [9, Lemma 7.1].

_ i —
V(u - y)Tye(dy) < cf M@ =9 b dy)
(a,u—al Hﬂ’(“)
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Going back to (4.17), we have to deal with

/ / My +u — »V(dv)Vdy)
ye(u—x,u) Jve[0,x—u+y]

= —/ / ﬁ;(v—i—y)\}(dv)dyV(u —-y)
ye(0,x) Jvel[0,x—y]

Z_/ g dyV(u—y),
0,x)

where
85 () = / T (v + )V (dv).
[0,x—y]

Integrate by parts to obtain

/( . )gx(y) dyVu—y)=—g @)V —x)+ g (0)V(u) + /( . )Vw —y)gx(dy)

_ /( ) = V@) @)~ g0Vl =0 = V()
~ V(u)( f (€ — Dga(dy) — ge (1) — 1)) as & = 00
0,x)

= —V(u)/0 gx(y) d(e™),

by dominated convergence, and using the uniform bounds in (4.6), applied to V, as we may.
Adjusting the constants gives (3.5).
(b) Take B > 0. A calculation from (3.2) gives

o0
/ xP Pu— Xewy— € dx, 7(u) < 00) = / gu—y)V(dy), 4.19)
0 O,u]
where, for z > 0,
g(2) ¢=/ (x—l-z)ﬁﬁ;(x—}—z)f/(dx).
(0,00)
Forx >0,u >0,and0 < ¢ < «,

(x +u)P ﬁ;(x +u)
P Ty ()

< 28 A% (&) Ay uy +5P 1pmy))e 0T,

by the Potter bound, (4.6). Since V (x) < x/A(x) asx — 0o, the integral /, 0.00) ety (dy)
is finite. Note that, by (2.6) and (2.7),

R A~ 1
Cq = / e_‘”V(dx) = .
(0,00) K (—la)

Thus, by dominated convergence, g(u) ~ 6auﬁﬁ; (u) ~ uPTl g () as u — oo.
Now we want to normalise and take the limit as # — oo in (4.19). Use the asymptotic for
g(u) to obtain

lim u—ﬂ/ MV(@):/ eV (dy).
u—>00 ©0,a] TTge(u) (0,a]
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This tends to 8, (V) as a — oo. Next, consider f(u_a’u] glu—y)V(dy), where 1 < a < u.
For0 <z <a,

g(2) = [/ +/ :|(x+z)’3ﬁ§(X+z)‘7(dX)
0,a) (a,00)

< (2a)ﬂf ﬁ;(x+z)\7(dx)+2ﬂ/ xPTTE(x)V (dx)
(0,00) (1,00)

< 2a)PTix(z) + O(1).

In the last inequality we used (2.7), (4.16), and the fact that f(l,oo) e H}' (dx) is finite by (2.6).
Hence,

u‘ﬂ/( ]g<u—y>v<dy>
< u—ﬁ(aa)ﬂ f Tye(u — y)V(dy) + OV (u — a) _m)))
(u—a,u]

<uP ((Za)‘g / Tye(u — y)Vdy) + eaao(v(”)))'
(u—a,u)

Note that the integral on the right-hand side is finite; in fact, it does not exceed 1, by (1.3). This
integral equals

'/( ]ﬁye(u — AV = VW) =Tx@) (V@ —a)—V(u)
+ /(O ](V(u — ) = V@) ydy).

As u — o0, this is asymptotic to

V(u)(ﬁﬂ(a)e““ + /
(

. ](eay - l)l'lﬂ(dy)> = 0(V(w) = o’ V(u)).

Thus, we obtain, for each a > 0,

lim u—ﬂ/ 8=y gy —o.
U—00 w—a,u] Tlge(u)

Finally, choose a so large that g(z) < 2zfTI(z) when z > a. Then

1

uPTlye (u) — Ty —y)Vd
uPTlge () J(au—a) (u — y) Ty (u — y)V(dy)

gu—y)Vdy) £ ———
uPTly (1) Ja.u—al

2 _
<= Mye(u —y)V(dy)
Mg () J(a,u—a]

Viu—
~ constant / MV(dy) as u — oo.
@u—a]  V(u)

The last expression tends to 0 as # — oo and then a — oo by [9, Lemma 7.1]. Collecting the
terms together we obtain (3.6). Quite similar calculations give (3.7), proving part (c).
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Proof of Theorem 3.3. (a) For 0 < x < u, u > 0, we obtain, from (3.8),

Plu— Xeuy— < x,7(u) < 00)

_ / () dyV(u — v)
(0,x]

= (V(u—x) = V(@)y(x) +/

(0,x

](V(u — ) = V(@) ydy).
Dividing by V (u) and letting u — oo gives, on the right-hand side,

(€ — DIy (x) +/

X
(e = DIg(dy) = a/ Ty (y)e® dy.
0,41 0

Then using (2.5) gives (3.9).
(b) From (3.8) we obtain, foru > 0 and 8 > 0,

E[( — Xrw-)P, t(u) < o0l = /0 YPTs(y»)dyVu—y) = /0 (u — )T ge(u — y)V(dy).

Dividing by u#TI s (u), this equals

u B
W T — y)
1__ _—V d )
/0 ( u) Mo @

and a proof just like that of (4.18) shows that this tends to 64 (V) as u — oo (there is no extra
term as in (4.18) because the factor of (1 — y/u)? cancels the contribution near ). Thus, we
obtain (3.10).

(c) From (3.8) we obtain, foru > 0 and 6 > 0,

e~ Elexp(6(u — Xrq-)}. Tw) < 00 _ / ety IHU =)
Moe(w) 0 ()

The right-hand side converges to |, (0.00) e@=9YV(dy) as u — oo, using dominated conver-
gence, because, by the Potter bound in (4.5),

o0y ﬁJ( -y
TLge (u)

is integrable with respect to V(dy) on (0, 00), once ¢ < 6. Thus, we obtain (3.11).

Lo<y<u) =< A(g)e PVel@tely
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