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DISTRIBUTIONAL WATSON TRANSFORMS 

HSING-YUAN HSU 

1. Introduction. All our notation is as denned in [2] with the restriction to 
n = 1. However, for our purposes, we introduce a sequence {|H|p}£Lo of norms 
by 

\\<p\\p = max sup \£a,b(x)xk+1Dk<p(x)\ 

m^atb. It is not difficult to see XhaX<JKa,i) turns out to be a fundamental space. 
It is a well-known fact that the Watson transform and the Mellin transform 

are connected by the fact that 

J»oo 

f(t)k(xt)dt 
0 

and 

f(x) = I g(t)k(xt)dt 

if and only if K(s)K(l — s) = 1, where K(s) is the Mellin transform of k{x). 
Further, the Hankel transform and Hilbert transform can be considered as 
special cases of Watson transforms. 

In this paper we extend these transformations so that they may be applied 
to Schwartz distributions, and we study their interrelationship. 

2. Distributional Watson transforms. 

THEOREM 1. Assume that^a^ is constructed as above with a + b = 1 and 
k G <^a,b, k ^ 0, with 

{s e K\a ^ Res ^ b] CO*. 

For each f £ ^fa,b, / ^ 0, with {s £ K\a S Re s S b) in Qf, it makes sense 
to define g = fA k so that g 6 ^a,b with {s G K\a ^ Re s ^ b} C tig-

Then g = f A k implies f = g A k if and only if K(s)K(l — s) = 1 for 
a ^ Re 5 ^ b, where K(s) = (^k)(s), the distributional Mellin transform of 
k (see [2] for the definitions). 

Proof. Suppose that K(s)K(l — s) = 1. For g = f A k, 

G(s) = F(l - s)K(s), where G(s) = {JKg){s). F{s) = (JZf)(s). 

Then G(l - s) = F(s)K(l - s). Se t / i - g A k. Then 

Fx(s) = G(l - s)K(s) = F(s)K(l - s)K(s) = F(s), 
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where Fi(s) = (^fi)(s). By the uniqueness theorem in [2], / = / i . Hence 
f = gAk. 

Conversely, suppose that g = f A k =» / = g A k. Then 

G(s) = F ( l - s) i£(» and F(s) = G(l - s)K(s). 

Thus G(s) = G(s)K(s)K(l - s). Hence i£ (» i£ ( l - s) = 1. 

Remark. Suppose tha t / , fe are locally integrable and//£a_i i&_i, £/£a_it&_i are 
absolutely integrable on R+. 

Then g is also locally integrable and g/£a_i)&_i is absolutely integrable on 
R+, and so 

J»oo /«oo 

f(x)k(xy)dx and /(y) = I g(x)k(pcy)dx. 
o «/o 

In this way, we get the classical Watson transform again. 
Therefore, let us call the mapping Wk defined by Wk : / —» g = / A k the 

Watson transformation; and the inverse mapping Wk~
l is given by 

Wr1 :g~^f = g Ak. 
Further, we call such k a distributional Watson kernel. 
It is not difficult to prove the following properties: 
(1) Suppose t h a t / is a distributional Watson kernel. Then Wk(f ) = g is 

also a distributional Watson kernel. 
(2) Suppose that ki, k2 £^a,b, a + b == 1, are two distributional Watson 

kernels. Then ki A k2> ki V k2 (see [2] for the definition) are also distributional 
Watson kernels. 

(3) Suppose that {£w}S£=i is a sequence of distributional Watson kernels in 
^a,b such that kn —•> & in^#a(&

r as n —» oo, where a -\- b = 1. Then k is also a 
distributional Watson kernel. 

Example. Consider 8(x). It is clear that ô G c / f l ( / for all a, b £ R, a < b. 
Suppose that a -\- b = 1 and set 5c(x) = 8(x — c). Then (^b\)(s) = 
(ô(x - 1), Xs"1) = I s - 1 = 1 and M ^ i ) ( l - s) = 1. Hence 

(«>AL) (*) M^ i ) (1 - s) = 1. 

Therefore 5i is a distributional Watson kernel. Suppose t h a t / Ç ^ a > 6 ' with 
{s Ç i£|a ^ Re 5 rg 6} C Œ/. Set g = / A <5i. Then for all <£> G ^a,b, we have 

( g ( * U W ) = ( /(*) , («i(y),*-V(y/*))) 

= (/(*), ( % - i),x-v(y/x))) 
= (/(x),x-V(iA)) 
= ( ^ / ( l / * ) , *>(*)). 

Hence g(x) = ( l / x ) / ( l / x ) . Similarly,/(x) = ( l /x )g( l /x ) . 
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3. Distributional Hankel transforms. 

THEOREM 2. Let V £ K with Re V > - 1 . Assume that {an}^i and {bn)n=i 
are, respectively, a strictly monotonically decreasing sequence and a strictly 
monotonically increasing sequence in R such that 

(1) - (V + h) < am < bn < V + \for m, n = 1, 2, 3, . . . , 
(2) an + bn = Iforn = 1 , 2 , 3 , . . . , 
(3) an^>-(V+i),bn->V + iasn-+ao. 
Set 

CO 

n=l 

Then ^fv is a fundamental space with 

dn,bn 

as its dual. 

Proof. By the construction of^#an>&n for n = 1, 2, 3, . . . , each^#ant&n is a 
complete countably normed space. 

It is easy to see that {^an,bn}n=i is an increasing sequence and the topology 
of each^a b > & n is stronger than the topology induced by^ a n + l t & n + 1 . 

Hence Jtfv is a countable union space of the spaces^Jéan^n. Further, <pm —» 0 
in Jt?v as w —> oo implies <pm —» 0 in <J£anjhn for some n as m —> oo. Hence 
<Pm(#) —* 0 as m —» oo on i^+. Therefore ^ F is a fundamental space. Plainly, 
{^an.&n'ÎS^i is decreasing so that the dualJ^V of 3rifv is equal to OS=i <-̂ an.&n'-

THEOREM 3. Assume that k{x) = x*Jv(x), where Jv(x) is the Bess el function 
of order V. 

Then the mapping Hv : Jj?v' —» J^V by g = Hv ( / ) = f A k is one-one, 
onto, and continuous. The inverse mapping is given by f — ^v~l{g) = g A k 
which is also continuous. 

k(x) 
Proof. k(x) is clearly locally integrable and — is absolutely 

Çan— l,&n—1 \%) 

integrable on R+ for w = 1, 2, 3, . . . so that k (x) is saiJ^fy regular distribution. 
Let 

f (x, {(X - x)V~K 0<x<l 
M ] " (0, x > 1 

and 

* w - ( ! ) ' r(a)(cos Ja7r)x a, 0 < Re a < 1. 

Then the Fourier cosine transforms Flc(x), G\x(x), respectively, of 
hM, gi(x) are 
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Fu(x) = (~J ( (1 - tY~h cos xt dt 

2 \ x / £{, (2»)! 

-£($ 
r (F + n + l) 

u , n / y (-ir(ix)2-

= 2 ^ r ( F + è ) x - F j F ( x ) , 
2 poo 

Gic(x) = ~ I r ( a ) cos l a x • J a cos x/ d/ 

o 
= — T(a)(cos | a7r ) r ( l — a) (sin \a-ïï)xa~ 

7T 

= X 

By Parseval's formula, 

J»oo /»oo 

^u(x)Gic(x)dx = I fi{x)gi(x)dx, 
o «/o that is, 

2v~hY{V + i) ^ Jv(x)xa-V~1dx = ( ^ ) 2 r ( a ) cos i a x f (1 - x2)v^x~adx. 

Hence 

2 ^ - i - -^x 

= ^l#PT) c o s i a i rX1 ( 1-^" i r a /^ 
2-rT(a)T(V+h)T(h-^a) x 

V ^ r ( F + | ) r ( F + i - i a ) C O S l < Z 7 r 

2-y rg - fr) x
 2""lr if) r ( I + 2j 

2 a - r - l r ( l a ) c o s l a i r 7T 

x T ( F + 1 - | a ) s i n x ( i + J a ) 

2 ^ T ( i a ) A  
r ( F + l - Jo) , 0 < a < V + I. 
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Put s = a - V - i Then 

Thus 

and 

Ci*! (x)x-ldx - ^^IikiL±H±m 
Jo xJv{x)x dx~ r(*7-i(* + è) + i) • 

g ( i - 5 ) - 2 ' " , r « - * f + * y ) 

TGV+1 +is) K(s)-

Hence K(s)K(l — s) = 1. Therefore & is a distributional Watson kernel. 
Thus, by Theorem 1, Hv is a one-one, onto mapping such that 

g =f A k**f = g A *. 

It is clear that /m —>f in ^ V as ra —» oo and gm = fm A k implies gm—> g 
in J f V a s w —> oo, where g = f A k. Thus i J y is continuous. Similarly, 
i^V-1 is continuous. 

Remark. If/ is locally integrable and//£ a n , 6n is absolutely integrable over 
R+ for all n £ N, then so is g such that 

g 60 = I f(x)(xy)Uv(xy)dx, 

/»oo 

^60 = I g(x)(xyyjv(xy)dx 

which coincides with the classical Hankel transforms. 
Thus we call Hv the Hankel transformation and Hv~

l the inverse Hankel 
transformation and k(x) = x*Jv(x) the distributional Hankel kernel of Fth 
order. 

4. Distributional Hilbert transforms. Assume that {an}£U and 
{bn}^i are, respectively, a strictly monotonically decreasing sequence and a 
strictly monotonically increasing sequence in R such that 

(1) 0 < am < bn < 1 for w, n = 1, 2, 3, . . . , 
(2) an + bn = 1 for n = 1, 2, 3, . . . , 
(3) an —-> 0, 6W —» 0 as w —» oo . 
As indicated in Theorem 2, J^o.i = LÇ=i^a»,j„ is a fundamental space 

with J fo , / = r)n=i^an,bn a s its dual. 

LEMMA 4. Suppose that 
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Then Pvh defined by 

(pvh,<p)=pv r^-dx 
Jo i- — x 

for all <p Ç J^o.i is anJÏ?o,i-regular distribution, where 

Jo l — x 

is the Cauchy principal value of 

Jo 1 -
dx. 

Proof. Let <p £ ^ 0 , 1 . Then cp £ ^an,bn
 I o r some n. 

«/o 1 ~~ 
dx = lim 

e-̂ 0 I «/0 
dx 

=lij(r+r+r + r)f&.* 
€_>0 l \ * / 0 Jl/e Jl+e J e / I X 

•or 1-^ l i m | | ^ | | o a n , 6 ; J 
|x1_an(l — x) 

+ r I 1 dx + f ' ( * ) ( ! - x ) 
dx 

^ lim |Mro
n,&n(Mi + M loge- M\og(l - 1/e) 

+ M log (g - 1) - M log e + M2) 

= IWWT'^iM! + M2 + M) = Mo, say, 

where °U{x) is the part of £an,bn(.x) m 1A < x < e, and 

M = max |^ (x ) | , 

f 1 
1 Jo Ix^a-x) 

r 1 1 
2 " Jo Ix1-^! - x) 

dx, 

which are bounded. Hence Pvh is a functional onJf 0 , i . The linearity of it as 
a functional onJf 0 , i is clear. 

Suppose that <pm —> 0 inJ^o.i as w -^ 00 . Then <pm —» 0 in^ a n > 6 n for some n 
as m —-> 00. Thus, by an argument quite similar to that given above, we have 

(Pvh, <pm) —» 0 as ra —> 00 . 
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Hence Pvh is continuous. Therefore Pvh is an^o.i-regular distribution. 

THEOREM 5. The mapping J? = ^ o , i ' - » ^ o , i ' defined by f ~> g = f A k, 
where 

2 1 
k(x) = -PV-, "2 , 

7T 1 — X 

is one-one, onto, and continuous. The inverse mapping J ^ - 1 is given by 
^f ~l : g —»/ = g A k which is also continuous. 

Proof. Plainly, 1/(1 — x) is anJf0,i-regular distribution. 
Now, 

&0O = — Pv I ôdx 
TV Jo I — X 

" * FJ0 i - y 2 y : y - x ' 

7T J o 1 — 3> 

= COt JS7T. 

i£(l — s) = cot J ( l — s)w = tan is7r. 

Thus K(s)K(l — s) = cot |s7r tan Jsx = 1. Hence k(x) is a distributional 
Watson kernel. By Theorem l,^f is one-one and onto. It is clear tha t / m —•»/ 
in Jtifoti as m -^ co ; and gm = fm A k implies gm—> g = f A k in J^o.i' as 
m —» oo . Hence J^f is continuous. Similarly, J^ 7 - 1 is given by J ^ " 1 '• g —>f = 
g A k which is also continuous. 

Remark. If / is locally integrable and //£an-i,&n-i *s absolutely integrable 
over i^+ for all n £ N, then J^f would coincide with the classical Hilbert 
transformation. Thus we call ffl the Hilbert transformation and ffl_1 the 
inverse Hilbert transformation and 

2 1 
k(%) = - P 7 - -g 

7T 1 — X 

the distributional Hilbert kernel. 
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