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AN ALGORITHM TO COMPUTE THE CANONICAL BASIS
OF AN IRREDUCIBLE MODULE

OVER A QUANTIZED ENVELOPING ALGEBRA

WILLEM A. DE GRAAF

Abstract

The paper describes an algorithm to compute the canonical basis
of an irreducible module over a quantized enveloping algebra of a
finite-dimensional semisimple Lie algebra. The algorithm works for
any module that is constructed as a submodule of a tensor product
of modules with known canonical bases.

1. Introduction

In this paper we consider the problem of constructing the canonical basis (see [17]) of an
irreducible module over a quantized enveloping algebra. There are several possible ways
to approach this problem, and they may depend on how the module is constructed. In [4]
an algorithm is described that works for any module, provided that we have a method for
computing the action of elements of the algebra. In [11] and [12] the irreducible module
is first constructed as a submodule of a tensor product of other modules. Then, using the
known canonical bases of these other modules, an algorithm is described for constructing
the canonical basis of the submodule.

Since constructing irreducible modules as submodules of tensor products can be quite
efficient (see [5]), it would be worthwhile to have an algorithm tailored to this situation.
Therefore, in this paper we take the second approach above. In fact, we describe an algorithm
that is very similar to those in [11,12]. The main difference is that we do not assume that
the root system is of a certain type. The algorithm given here works for all types, assuming
that somehow we know the canonical bases of the fundamental modules. These can, for
instance, be constructed using the algorithm of [4].

This paper is organised as follows. In Section2 the theoretical concepts and the notation
used in the paper are introduced. Then in Section3 a result is described concerning the
form of the elements of the canonical basis of a tensor product. In Section4 this is used,
along with the description of a monomial basis of an irreducible module (from [10]), to
give an algorithm for constructing the canonical basis. Next, in Section5 this algorithm is
compared to the algorithm from [11] in theAn-case. It is shown that in this case the two
algorithms are very similar (but not exactly the same). In the final section, some examples
of practical experiences with the algorithm are reported.

2. Preliminaries

In this section we briefly sketch the concepts and notation that we will be using. Our
main reference is [6].

Received 12 November 2002, revised 28 January 2003;published25 June 2003.
2000 Mathematics Subject Classification 17B37, 68W30
© 2003, Willem A. de Graaf

LMS J. Comput. Math. 6 (2003)105–118https://doi.org/10.1112/S1461157000000401 Published online by Cambridge University Press

http://www.lms.ac.uk
http://www.lms.ac.uk/jcm/
http://www.lms.ac.uk/jcm/6
https://doi.org/10.1112/S1461157000000401


Computing canonical bases

Let g be a semisimple Lie algebra overC. By 8 we denote the root system ofg, and
1 = {α1, . . . , αl} will denote a fixed set of simple roots of8. Let W denote the Weyl
group of8, which is generated by the simple reflectionssi = sαi

for 1 6 i 6 l. Let R8

be the vector space overR spanned by8. On R8we fix aW -invariant inner product( , )

such that(α, α) = 2 for short rootsα. This means that(α, α) = 2, 4, 6 for α ∈ 8.
We work over the fieldQ(q). For α ∈ 8, we set qα = q(α,α)/2. For n ∈ Z, we set

[n]α = q−n+1
α + q−n+3

α + . . . + qn−1
α . Also [n]α! = [n]α[n − 1]α . . . [1]α and[
n

k

]
α

= [n]α!
[k]α![n − k]α! .

Let 1 = {α1, . . . , αl} be a simple system of8. Then the quantized enveloping algebra
Uq = Uq(g) is the associative algebra (with an identity element) overQ(q) generated by
Fα, Kα, K−1

α andEα for α ∈ 1, subject to the following relations:

KαK−1
α = K−1

α Kα = 1,

KαKβ = KβKα,

EβKα = q−(α,β)KαEβ,

KαFβ = q−(α,β)FβKα,

EαFβ = FβEα + δα,β

Kα − K−1
α

qα − q−1
α

,

1−〈β,α∨〉∑
k=0

(−1)k
[
1 − 〈β, α∨〉

k

]
α

E1−〈β,α∨〉−k
α EβEk

α = 0,

1−〈β,α∨〉∑
k=0

(−1)k
[
1 − 〈β, α∨〉

k

]
α

F 1−〈β,α∨〉−k
α FβF k

α = 0,

where the last two relations hold for allα 6= β.
Let U−, U0 andU+ be the subalgebras ofUq generated, respectively, byFα for α ∈ 1,

K±1
α for α ∈ 1, andEα for α ∈ 1. Then, as a vector space,Uq

∼= U− ⊗ U0 ⊗ U+ (see
[6, Theorem 4.21]). Letν = ∑

k akαk with ak ∈ Z>0. Then we letU+
ν be the subspace of

U+ spanned by allEαi1
. . . Eαir

such thatαi1 + . . . + αir = ν. Similarly, U−
ν denotes the

subspace ofU− spanned by allFαi1
. . . Fαir

such thatαi1 + . . . + αir = ν.
We denote byλ1, . . . , λl the fundamental weights, and byP = Zλ1 + . . . + Zλl ,

the weight lattice. Also,P + = Z>0λ1 + . . . + Z>0λl is the set of dominant weights.
Now, for every dominantλ ∈ P +, there is an irreducibleUq -moduleV (λ). The module
V (λ) is spanned by vectorsvµ for µ ∈ P , with Kα · vµ = q(µ,α)vµ. Thesevµ are called
weight-vectors of weightµ. Among them there is the vectorvλ (which is unique up to
scalar multiples), withU+ · vλ = 0. Thisvλ is called thehighest-weight vector. We find
that V (λ) = U− · vλ. Furthermore, every finite-dimensional irreducibleUq -module is
isomorphic to aV (λ); see [6, Theorem 5.10].

LetM be a finite-dimensionalUq -module. ThenM has a crystal base(M, B) as defined
in [6, 9.4]. HereM is anA-submodule ofM, whereA is the subring ofQ(q) consisting of
rational functions without pole at 0, andB is a basis ofM/qM. Forα ∈ 1, we have the
Kashiwara operators̃Fα, Ẽα : M → M, and the induced operators̃Fα, Ẽα : B → B∪{0};
see [6, 9.2, 9.4].
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Computing canonical bases

There is aQ-algebra isomorphism

: Uq → Uq, with q = q−1, Eα = Eα, Fα = Fα andKα = K−1
α ;

see [6, Proposition 11.9]. IfV (λ) is an irreducibleUq -module with highest weightλ, and
fixed highest-weight vectorvλ, then we have an induced map

: V (λ) → V (λ) by u · vλ = u · vλ.

(This is well defined by [6, Proposition 11.9].) The fixed choice forvλ leads to a fixed
crystal base(L(λ), B(λ)) of V (λ), whereL(λ) is spanned by all̃Fαi1

. . . F̃αir
(vλ), for

r > 0. Now (for example, by [16, Theorem 1.8] and [6, Theorem 11.10]) there is a unique
basis{Gλ(b) | b ∈ B(λ)} of L(λ), such that:

1. Gλ(b) = b modqL(λ);

2. Gλ(b) = Gλ(b).

This basis is called thecanonical basis ofV (λ).
In the discussion that follows, when we write ‘thecrystal base’ or ‘thecanonical basis’

of V (λ), we are always assuming that a fixed highest-weight vectorvλ has been chosen,
which makes the choice of the crystal base or the canonical basis unique.

The crystal graph0λ of the moduleV (λ) is defined as follows. The points of0λ are
the elements ofB(λ), and there is an edgeb1

α−→ b2 if F̃α(b1) = b2. There is a very
elegant method of computing the crystal graph, using Littelmann’s path method. LetRP

be the vector space overR spanned by the weights. Let5 be the set of piecewise linear
pathsπ : [0, 1] → RP , such thatπ(0) = 0. Forα ∈ 1, Littelmann defined operators
eα, fα : 5 → 5 ∪ {0} (see [13,14]), with the following property. Letλ ∈ P + be a
dominant weight, and letπλ be the path given byπλ(t) = λt (that is, a straight line from
the origin toλ). Let 5λ be the set of allfαi1

. . . fαik
(πλ). Then all paths in5λ end in an

element ofP . Furthermore, the number of paths ending inµ ∈ P is equal to the dimension
of the weight space with weightµ in the irreducibleUq -moduleV (λ).

Now we consider the directed labeled graph with point set5λ, and edgesπ1
α−→ π2 if

fα(π1) = π2. This graph is isomorphic to the crystal graph ofV (λ); see [8].
Let M1 andM2 beUq -modules; thenM1 ⊗ M2 is aUq -module via the comultiplication

of Uq . There are many possible ways of defining this, and the comultiplication1 : Uq →
Uq ⊗ Uq that we use is given by

1(Eα) = Eα ⊗ K−1
α + 1 ⊗ Eα;

1(Fα) = Fα ⊗ 1 + Kα ⊗ Fα;
1(Kα) = Kα ⊗ Kα;

see [6, 9.13].

3. Canonical bases of tensor products

Here we give a description of the canonical basis of a tensor product, following
[6, Chapter 9] and [17, 27.3].

Let V (µ) andV (µ′) be two irreducibleUq -modules, with highest weightsµ andµ′. Let
C = {v1, . . . , vm} andC′ = {v′

1, . . . , v′
n} be fixed canonical bases ofV (µ) andV (µ′).

Denote the weights ofvi andv′
j by νi andν′

j , respectively. Thenνi = µ − ∑
k ak,iαk with

ak,i ∈ Z>0, and we say that
∑

k ak,i is theheight ofνi . The height ofν′
j is defined similarly.
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Computing canonical bases

We assume that the basesC andC′ are ordered according to increasing height. Sov1 = vµ

andv′
1 = vµ′ are the highest-weight vectors.

Let (L, B) and(L′, B ′) be crystal bases ofV (µ) andV (µ′) respectively. HereL and
L′ are spanned byC andC′, respectively. Furthermore,B andB ′ consist of the cosets
vi modqL andv′

j modqL′. Now, by [6, Theorem 9.17],(L ⊗ L′, B ⊗ B ′) is a crystal
base ofV (µ) ⊗ V (µ′).

We let2 be the element from [17, 4.1], and then

P : Uq ⊗ Uq → Uq ⊗ Uq

is the algebra homomorphism defined byP(a ⊗ b) = b ⊗ a. We set 20 = P(2); then
20 = ∑

η>0 20
η, where the sum runs over allη = ∑

k bkαk with bk ∈ Z>0. Furthermore,

20
η ∈ U+

η ⊗ U−
η and 20

0 = 1 ⊗ 1.

Now90 : V (µ)⊗V (µ′) → V (µ)⊗V (µ′) is the map defined by90(v⊗v′) = 20(v⊗v′).

Lemma 1. We have90(u·v⊗v′) = u·90(v⊗v′) for all u ∈ U−. Furthermore,92
0(v⊗v′) =

v ⊗ v′ for all v ∈ V (µ), v′ ∈ V (µ′).

Proof. This is the same as the proof of the corresponding results in [17, 27.3.1]. The
difference is that we use a different comultiplication. Denoting the comultiplication used
in [17] by1L, we have1L(Fα) = Fα ⊗ K−1

α + 1 ⊗ Fα. This means that foru ∈ U−, we
have

1(u) = P(1L(u)), where 1L(u) = 1L(u).

The property that1L(u)2 = 21L(u) (see [17, Theorem 4.1.2]) now translates to

1(u)20 = 201(u),

where1 is defined similarly to1L. From this, the first statement follows. The second

follows from202
0 = 1 ⊗ 1; see [17, Corollary 4.1.3].

We define a partial order on thevi ⊗ v′
j . We set vi ⊗ v′

j < vk ⊗ v′
l if and only if i < k,

j > l, andνi + ν′
j = νk + ν′

l .

Proposition 2. There are unique elementswij ∈ V (µ) ⊗ V (µ′) such that

(i) 90(wij ) = wij ;

(ii) wij = vi ⊗ v′
j + ∑

k ζkvik ⊗ v′
jk

, with ζk ∈ qZ[q], andνik + ν′
jk

= νi + ν′
j .

Also,vik ⊗ v′
jk

< vi ⊗ v′
j for all k. The elementswij form a basis ofV (µ) ⊗ V (µ′).

Proof. This proceeds in the same way as the proof of [17, Theorem 27.3.2]. Note that

90(vi ⊗ vj ) = vi ⊗ vj +
∑

k

ξkvik ⊗ v′
jk

, (1)

with ξk ∈ Z[q, q−1]. From20
η ∈ U+

η ⊗ U−
η and the assumption on the ordering ofC and

C′, it follows thatvik ⊗v′
jk

< vi ⊗v′
j for all k. LetX be the set of all(i, j) with νi +ν′

j = ν,
for a certainν. Order the elements ofX in such a way thatvi ⊗ v′

j < vk ⊗ v′
l implies that

(i, j) appears before(k, l). Let (i, j) be the smallest element ofX. Then, by (1), we see
that90(vi ⊗ v′

j ) = vi ⊗ v′
j . So in this case we setwij = vi ⊗ v′

j . Now choose a(k, l) ∈ X,
and suppose thatwr,s exist for all (r, s) ∈ X appearing before(k, l). Then, using (1) and
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the triangular form of thewr,s , we can write90(vk ⊗ v′
l ) − vk ⊗ v′

l = ∑
r,s ζr,swr,s , where

vr ⊗v′
s < vk ⊗v′

l . After taking images under90, and using the fact that90 is an involution,
we see that theζr,s ∈ Z[q, q−1] satisfy ζ̄r,s = −ζr,s . This implies that there are unique
δr,s ∈ qZ[q] with ζr,s = δr,s − δ̄r,s . Now setwk,l = vk ⊗ v′

l + ∑
r,s δr,swr,s . For the

uniqueness, suppose that there arew′
ij ∈ V (µ) ⊗ V (µ′) satisfying conditions (i) and (ii).

Then we writew′
ij as a linear combination ofwij . By condition (ii), the coefficients are in

Z[q]. Then condition (i) implies that they are inZ. Finally, from condition (ii) we see that
one coefficient is 1, and the others are 0.

Let V (λ) denote theUq -submodule ofV (µ) ⊗ V (µ′) generated byvµ ⊗ vµ′ = v1 ⊗ v′
1.

So V (λ) is the irreducibleUq -module with highest weightλ = µ + µ′. SetL(λ) =
(L ⊗ L′) ∩ V (λ), andB(λ) = (B ⊗ B ′) ∩ L(λ)/qL(λ). Then, by [6, Proposition 9.10],
(L(λ), B(λ)) is a crystal base ofV (λ) (the hypotheses of this proposition are satisfied by
[6, Proposition 9.23 and Lemma 9.26]).

Theorem 3. The elements of the canonical basis ofV (λ) have the form

vi ⊗ v′
j +

∑
k

ζkvik ⊗ v′
jk

,

with ζk ∈ qZ[q], andvik ⊗ v′
jk

< vi ⊗ v′
j for all k.

Proof. We know that90(v1 ⊗ v′
1) = v1 ⊗ v′

1.
So by Lemma1,90 coincides with onV (λ) (whereu · v1 ⊗ v′

1 = u · v1 ⊗ v′
1). Hence

the elements of the canonical basis ofV (λ) are invariant under90. Also, since the elements
of the canonical basis lie inL(λ) and are equal to avi ⊗v′

j modqL(λ), they must be of the
form vi ⊗ vj + ∑

k ζkvik ⊗ v′
jk

with ζk ∈ qZ[q]. Now Proposition2 finishes the proof.

Now let V (µ1), . . . , V (µr) be irreducibleUq -modules with canonical basesCi

= {vi
1, . . . , vi

mi
}, ordered according to increasing height. We consider the tensor product

V = V (µ1) ⊗ . . . ⊗ V (µr). We write

v1
i1

⊗ . . . ⊗ vr
ir
<lexv

1
j1

⊗ . . . ⊗ vr
jr

if there is ak with i1 = j1, . . . , ik = jk andik+1 < jk+1. Setλ = µ1 + . . . + µr and let
V (λ) be theUq -submodule ofV generated byv1

1 ⊗ . . . ⊗ vr
1.

Corollary 4. The elements of the canonical basis ofV (λ) have the form

v1
i1

⊗ . . . ⊗ vr
ir

+
∑

k

ζkxk,

whereζk ∈ qZ[q], xk ∈ C1 ⊗ . . . ⊗ Cr , andxk<lexv
1
i1

⊗ . . . ⊗ vr
ir

.

Proof. The caser = 2 is covered by Theorem3, so suppose thatr > 2. LetW be theUq -
submodule ofV (µ2) ⊗ . . . ⊗ V (µr) generated byv2

1 ⊗ . . . ⊗ vr
1. ThenW is the irreducible

Uq -module with highest weightµ2 + . . . + µr . Let {w1, . . . , ws} be the canonical basis
of W . Then by Theorem3 the elements of the canonical basis ofV (λ) have the form

v1
i1

⊗ wj1 +
∑
k>2

ζkv
1
ik

⊗ wjk
,

with ik < i1 for all k > 2, andζk ∈ qZ[q]. We obtain the result by writing allwjk
for k > 1

as linear combinations of elements ofC2 ⊗ . . . ⊗ Cr , and then using induction.
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4. A monomial basis ofV (λ)

In this section we first describe a basis ofV (λ), following [10]. Then, using this, we
derive an algorithm for constructing the canonical basis ofV (λ), whenV (λ) is viewed as
a submodule of a tensor product.

Let π ∈ 5λ. Then the first direction ofπ is w(λ) for somew ∈ W/Wλ (see [13, 5.2]),
whereWλ is the stabilizer ofλ. Setφ(π) = w. Let si1 . . . sir be the reduced expression for
φ(π), which is lexicographically the smallest. (Here,si1 . . . sir is lexicographically smaller
thansj1 . . . sjr if there is ak > 0 such thati1 = j1, . . . , ik−1 = jk−1 andik < jk.) Then we
define integersn1, . . . , nr , and pathsπ0, π1, . . . , πr in the following way. First,π0 = π .
We letnk be maximal such thatenk

αik
πk−1 6= 0, and we setπk = e

nk
αik

πk−1. Set

ηπ = (n1, . . . , nr ) and Fπ = F (n1)
αi1

. . . F (nr )
αir

.

Let bλ ∈ B(λ) denote the unique element of weightλ (it is the coset ofvλ moduloqL(λ)).
Set

bπ = F̃ n1
αi1

. . . F̃ nr
αir

(bλ);
then B(λ) = {bπ | π ∈ 5λ} (this follows from [8]). In the discussion that follows,
we let <B denote the Bruhat order on the Weyl groupW . The lexicographical order on
sequences of lengthr is defined by(m1, . . . , mr)<lex(n1, . . . , nr ) if there is ak such that
m1 = n1, . . . , mk−1 = nk−1 andmk < nk. We now define a partial order on5λ as follows.
First of all,π < σ if φ(π) <B φ(σ). Secondly, ifφ(π) = φ(σ), thenπ < σ if ηπ>lexησ .
For the proof of the folowing theorem we refer to [10].

Theorem 5.

Fπ · vλ = Gλ(bπ) +
∑
σ<π

ζπ,σ Gλ(bσ ),

whereζπ,σ ∈ Z[q, q−1].

Corollary 6. The set{Fπ · vλ | π ∈ 5λ} is a basis ofV (λ).

Let π ∈ 5λ, andFπ = F
(n1)
αi1

. . . F
(nr )
αir

. Then we say thatπ is of weightν = ∑
k nkαik .

We note that this means thatFπ · vλ is a weight vector inV (λ) of weightλ − ν. By 5λ,ν ,
we denote the set of allπ ∈ 5λ of weightν.

Suppose thatλ = µ1 + . . . + µr , where theµi are dominant weights. Also suppose
that we are given the modulesV (µi) with canonical basesCi = {vi

1, . . . , vi
mi

}, ordered
according to increasing height. We identifyV (λ) with theUq -submodule ofV (µ1)⊗ . . .⊗
V (µr) generated byvλ = v1

1 ⊗ . . . ⊗ v1
r . SetC = C1 ⊗ . . . ⊗ Cr , which is a basis of

V (µ1) ⊗ . . . ⊗ V (µr), ordered with respect to<lex (see the previous section).
Theorem5 leads to the following algorithm for computing theGλ(bπ), for π ∈ 5λ,ν .

Let σ1, . . . , σr be the elements from5λ,ν that are smaller thanπ . We assume that the
Gλ(bσi

) have already been computed. WriteGλ(bσi
) = yi +∑

k ζkyi,k, whereyi, yi,k ∈ C

andyi>lexyi,k for all k. We assume thatyi<lexyj implies thati > j . Then we proceed as
follows.

1. WriteX = Fπ · vλ as a linear combination of elements ofC.

2. Fori = 1, . . . , r, we act as follows.
Let ζi be the coefficient ofyi in X. Let ξi be the unique element ofZ[q, q−1] such
thatξ i = ξi andζi + ξi ∈ qZ[q].
SetX := X + ξiGλ(bσi

).
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Proposition 7. When the loop in Step2 terminates, we haveX = Gλ(bπ).

Proof. Note that by Theorem5 there are coefficientsξi such that

Gλ(bπ) = Fπ · vλ +
r∑

i=1

ξiGλ(bσi
).

This implies thatξ i = ξi . Also, by Corollary4, we know thatGλ(bπ) is of the form
x + ∑

k ωkxk, wherex, xk ∈ C andωk ∈ qZ[q]. Note that by Corollary4, y1 does not
occur in anyGλ(bσi

), except forGλ(bσ1). Therefore,ξ1 is uniquely determined by the
requirements that it should be invariant under, andζ1 + ξi ∈ qZ[q]. Then, in the same
way, we see thatξ2 is uniquely determined, and so on.

Example 8. Let 8 be the root system of typeG2. We denote the simple roots of8 by
α andβ, whereβ is long. The fundamental moduleV (λ1) is seven-dimensional, and the
canonical basis isC1 = {v1, . . . , v7}; these are weight vectors of weights(1,0), (−1,1),
(2, −1), (0, 0), (−2, 1), (1,−1) and(−1,0). Here we abbreviate a weightmλ1 + nλ2 as
(m, n). The fundamental moduleV (λ2) is fourteen-dimensional and has canonical basis
C2 = {w1, . . . , w14}. Thewi are weight vectors of weights(0, 1), (3,−1), (1,0), (−1,1),
(−3,2), (2, −1), (0, 0), (0, 0), (3,−2), (−2, 1), (1,−1), (−1,0), (−3,1) and(0, −1). A
description of the action of the generators ofUq onV (λ1) can, for instance, be found in [7],
and the action ofUq on V (λ2) is described in [6, 5A.4]. Alternatively, these modules can
be constructed using theGAP4 packageQuaGroup [2, 3]. This package has been used to
perform many of the calculations used in the rest of this example. Now we setλ = 2λ1+λ2.
ThenV (λ) is the submodule ofW = V (λ1) ⊗ V (λ1) ⊗ V (λ2) generated byv1 ⊗ v1 ⊗ w1.
We construct the elements of the canonical basis ofV (λ) that are of weightµ = (−2, 2).
We use the following elements of weightµ:

x1 = v1 ⊗ v2 ⊗ w10; x2 = v1 ⊗ v4 ⊗ w5; x3 = v1 ⊗ v5 ⊗ w4;
x4 = v2 ⊗ v1 ⊗ w10; x5 = v2 ⊗ v2 ⊗ w7; x6 = v2 ⊗ v2 ⊗ w8;
x7 = v2 ⊗ v3 ⊗ w5; x8 = v2 ⊗ v4 ⊗ w4; x9 = v2 ⊗ v5 ⊗ w3;

x10 = v2 ⊗ v7 ⊗ w1; x11 = v3 ⊗ v2 ⊗ w5; x12 = v4 ⊗ v1 ⊗ w5;
x13 = v4 ⊗ v2 ⊗ w4; x14 = v4 ⊗ v5 ⊗ w1; x15 = v5 ⊗ v1 ⊗ w4;
x16 = v5 ⊗ v2 ⊗ w3; x17 = v5 ⊗ v4 ⊗ w1; x18 = v7 ⊗ v2 ⊗ w1.

They are listed in lexicographical order; that is,x1<lexx2<lex . . . <lexx18. The weight space
of weightµ in V (λ) is five-dimensional. So we have five pathsπi in the crystal graph. The
corresponding words in the Weyl group are

φ(π1) = sαsβsα;
φ(π2) = sβsαsβ;
φ(π3) = sαsβsα;
φ(π4) = sαsβsαsβ;
φ(π5) = sαsβsαsβsα.

Settingηi = ηπi
we haveη1 = (4, 2, 1), η2 = (1,5,1), η3 = (3,2, 2), η4 = (3,1,2, 1)

andη5 = (2, 1,2, 1,1). So we see thatπ1 < π3 < π4 < π5 andπ2 < π4.

111https://doi.org/10.1112/S1461157000000401 Published online by Cambridge University Press

https://doi.org/10.1112/S1461157000000401


Computing canonical bases

Therefore we have

Gλ(bπ1) = Fπ1vλ

= x16 + q2x15 + q3x13 + q6x12 + q8x11 + qx9 + q3x8 + q7x7 + q5x3 + q8x2;
Gλ(bπ2) = Fπ2vλ = x11 + q3x7 + q6x6.

Also,

Fπ3vλ = x17 + q2x16 + q2x14 + q3x13 + q6x11 + q3x9 + q5x8 + q9x7.

All the coefficients, except the first one, are inqZ[q]. HenceGλ(bπ3) = Fπ3vλ. Now

Fπ4vλ = (q + q−1)x16 + (q + q3)x15 + (1 + q2 + q4)x13 + (q3 + q5 + q7)x12

+(q3 + q5 + q7 + q9)x11 + (1 + q2)x9 + (2q2 + q4)x8 + (q4 + 2q6 + q8)x7

+q4x5 + q6x4 + (q4 + q6)x3 + (q5 + q7 + q9)x2 + q7x1.

The coefficient ofx16 is not in qZ[q]. Following the algorithm, we see thatGλ(bπ4) =
Fπ4vλ − (q + q−1)Gλ(bπ1); we obtain

Gλ(bπ4) = x13+q3x12+(q3+q5)x11+q2x8+(q4+q6)x7+q4x5+q6x4+q5x2+q7x1.

Finally,

Fπ5vλ = x18 + (2q + q−1)x17 + (2q3 + 2q + q−1)x16 + (q + q3)x15 + (2q + q3)x14

+(2q4 + 3q2 + 1)x13 + (q3 + q5 + q7)x12 + (q + 2q3 + 3q5 + 2q7 + q9)x11

+q3x10 + (1 + 2q2 + 2q4)x9 + (2q2 + 3q4 + q6)x8

+(2q4 + 3q6 + 3q8 + q10)x7 + (q4 + q6)x5 + q6x4

+(q4 + q6)x3 + (q5 + q7 + q9)x2 + q7x1.

We see that the highest basis vector not having a coefficient inqZ[q] (apart fromx18) is
x17. So we look at

Fπ5vλ − (q + q−1)Gλ(bπ3) = x18 + (q3 + q + q−1)x16

+(q4 + 2q2 + 1)x13 + (q4 + q2 + 1)+ . . .

(here, all the coefficients that have not been written lie inqZ[q]). Now x16 does not have a
coefficient inqZ[q], so we look at

Fπ5vλ − (q + q−1)Gλ(bπ3) − (q + q−1)Gλ(bπ1) = x18 + (q2 + 1)x13 + . . . .

We see that

Gλ(bπ5) = Fπ5vλ − (q + q−1)Gλ(bπ3) − (q + q−1)Gλ(bπ1) − Gλ(bπ4).

Remark. Let π ∈ 5λ, and letφ(π) = si1 . . . sir be the reduced expression that is the
smallest in the lexicographical order. Let

Fπ = F (n1)
αi1

. . . F (nr )
αir

.

Write α = αi1. If n1 > 1, then by [13, Lemma 5.3(b)],φ(eαπ) = φ(π), and hence

Feαπ = F (n1−1)
αi1

. . . F (nr )
αir

.

On the other hand, ifn1 = 1, then by [13, Lemma 5.3(a)] we see thatsαφ(eαπ) 6<B φ(eαπ).
So by [13, Lemma 5.3(b)],φ(π) = sαφ(eαπ). Thereforeφ(eαπ) = si2 . . . sir , which is
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the smallest reduced expression (in the lexicographical order) forφ(eαπ). Hence

Feαπ = F (n2)
αi2

. . . F (nr )
αir

.

The conclusion is that

Fπ · vλ = 1

[n1]α Fα · (Feαπ · vλ).

So, in order to computeFπ ·vλ, we have only to act withFα on a vector that we have already
computed.

Remark. Instead of the algorithm described here for getting the monomialsFπ , one can also
follow the procedure outlined in [15] for constructing so-called ‘adapted strings’. Instead of
φ(π), this procedure uses the longest element in the Weyl group. However, the monomials
that one finds in that case are generally different from the ones that we obtain. Moreover,
they do not in general have the nice property described in the previous remark.

5. TheAn-case

In this section we assume that the root system8 is of typeAn. We use results from [9]
to show that in this case our algorithm is very much like the algorithm described in [11].
The simple roots areα1, . . . , αn, where we use the usual ordering of the nodes of the Dynkin
diagram (see [1]).

Since the fundamental weights are all minuscule, the corresponding irreducibleUq -
modules are easy to construct (see [6, Chapter 5A]). ForV (λk), we consider the set of
sequencesS = {(i1, . . . , ik) | 1 6 i1 < i2 < . . . < ik 6 n + 1}. LetV be the vectorspace
overQ(q) spanned byvs for s ∈ S. Let s ∈ S. If i occurs ins, but i + 1 does not, then we
let si− be the sequence obtained froms by replacingi by i + 1, and we setvi−

s = vsi− .
Otherwise,vi−

s = 0. Also, if i+1 occurs ins, but idoes not, then we letsi+ be the sequence
obtained froms by replacingi + 1 by i, and we setvi+

s = vsi+ . Otherwise,vi+
s = 0. Now

aUq -action onV is defined byFαi
· vs = vi−

s , Eα · vs = vi+
s , and

Kαi
· vs =




qvs, if i ∈ S andi + 1 6∈ S,

q−1vs, if i 6∈ S andi + 1 ∈ S,

vs, otherwise.

Then theUq -moduleV is isomorphic toV (λk). To see this, we note thatvs is a weight
vector of weightµs = a1λ1 + . . . + anλn, whereai = 1 if i ∈ S, i + 1 6∈ S; ai = −1
if i 6∈ S, i + 1 ∈ S; andai = 0 otherwise. Setsλk

= (1,2, . . . , k); thenµsλk
= λk.

If i ∈ S and i + 1 6∈ S, thensαi
(µs) = µsi− . Since all elements ofS can be obtained

from sλk
by a sequence of ‘moves’s → si− (see [9, Proposition 3.3.1]), we find that

{µs | s ∈ S} = W · λk. Finally, we compare this with [6, 5A.1].
Let L(λk) be theA-submodule ofV spanned by thevs , and letB(λk) be the set of

all vs modqL(λk). Then (L(λk), B(λk)) is a crystal base ofV (see [6, Lemma 9.6]).
Furthermore,Ck = {vs | s ∈ S} is the canonical basis ofV . (Indeed, thevs are certainly
invariant under because they are of the formFαi1

. . . Fαir
· vsλk

. Secondly,
{vs modqL(λk) | s ∈ S} = B(λk).)

So the elements ofB(λk) are labeled by the elements ofS. From [9] we obtain the
action of the Kashiwara operators as follows:F̃αi

(vs) = vi−
s modqL(λk), andẼαi

(vs) =
vi+
s modqL(λk).
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We write a sequences = (i1, . . . , ik) as a diagram with one column of lengthk and the
elementsi1, . . . , ik from top to bottom. For example, the sequence(1,4, 5) is

1
4
5

.

Now let λ = a1λ1 + . . . + anλn be a dominant weight, and consider the tensor product
W = V (λ1)

⊗a1 ⊗ . . . ⊗ V (λn)
⊗an . The basis elements are labelled by tableaux with

an+an−1+. . .+a1 columns. The firstan columns have lengthn, the followingan−1 columns
have lengthn − 1, and so on. The tableaux are filled with elements of{1,2, . . . , n + 1},
such that every column is strictly increasing. Then every column of lengthk determines a
basis element ofV (λk). Tensored together, they form a basis element ofW ; for example,

1 1 4
2 3
3

= 4 ⊗ 1
3

⊗
1
2
3

.

Then the highest-weight vectorvλ, of weightλ in W , is labelled by the tableauTλ, where
theith row contains only the numberi. LetV (λ) denote the submodule ofW generated by
vλ. Let (L(λ), B(λ)) be the crystal base ofV (λ). Then, by [9], the elements ofB(λ) are
labelled by tableaux with non-decreasing rows. In particular, these tableaux label the points
in the crystal graph. From [9], we obtain the following algorithm for computing̃Fαi

(T ) and
Ẽαi

(T ), whereT is such a tableau.

1. Write the numbers in the tableau as a sequence, starting from the top right, and going
along the columns from right to left, top to bottom. Below each number, write a ‘+’
if it is equal toi, a ‘−’ if it is i + 1, and a blank otherwise.

2. If there is a+ followed by a− (maybe separated by blanks), then replace them by
blanks. Continue until this operation is no longer possible.

3. (a) If there is no+ left, thenF̃αi
(T ) = 0. Otherwise, change thei corresponding to

the leftmost+ to ani + 1. Rebuild the tableau, and the result isF̃αi
(T ).

(b) If there is no− left, thenẼαi
(T ) = 0. Otherwise, change thei +1 corresponding

to the rightmost− into ani. Rebuild the tableau; the result is̃Eαi
(T ).

Example 9. Let the root system be of typeA3, and set

T =
1 1 3
2 2
3

.

Then the sequence that we obtain is 3, 1,2, 1,2, 3. If i = 2, this corresponds to−o+o+−
(where we represent a blank by ‘o’). After the operation of step 2, this becomes−o + ooo.
We see that

F̃α2(T ) =
1 1 3
2 3
3

and Ẽαi
(T ) =

1 1 2
2 2
3

.

Now, from a tableauT we obtain a monomialFT = F
(m1)
αi1

. . . F
(mp)
αip

in the following
way. Letπ be the path corresponding toT (since the paths in5λ label the points of the
crystal graph, and so do the tableaux, there is a natural correpondence between the two).
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Let φ(π) = si1 . . . sip be the lexicographically smallest reduced expression forφ(π).
We obtain the exponentsm1, . . . , mp as follows. We letm1 be maximal, such that

Ẽm1
αi1

(T ) 6= 0;
thenm2 is maximal, such that

Ẽm2
αi2

Ẽm1
αi1

(T ) 6= 0,

and so on. Once we have the monomialsFT for all the tableauxT , we proceed with the
algorithm of Section4.

The algorithm described in [11] for computing the canonical basis ofV (λ) has the same
steps as our algorithm. First, for every tableauT , a monomial

FT = F (n1)
αi1

. . . F (rt )
αit

is computed. Secondly, from the vectorsFT · vλ the canonical basis is computed using a
triangular algorithm similar to the one that we use. Therefore, the main difference between
the algorithms lies in the first step. We investigate this step a little further.

In [11, 4.1], the authors describe the following algorithm for obtaining a monomialFT

from a tableauT . Leti1 be the smallest index such thati1+1 occurs in anmth row ofT , with
m 6 i1. Furthermore,r1 is the number of occurrences ofi1 + 1 on anmth row withm 6 i.
ThenT1 is obtained fromT by replacing theser1 occurrences ofi1 + 1 by i1. Continuing
with T1 instead ofT , we eventually arrive at the tableauTλ, at which point the algorithm
stops. We have obtained the sequencesi1, . . . , it andr1, . . . , rt , and the monomial is

FT = F (n1)
αi1

. . . F (rt )
αit

.

We note that applying̃Eαi
amounts to replacing ani + 1 by i. Since thisi + 1 was put

there by a series of applications ofF̃αik
, starting withTλ, we see that thisi+1 must occur on

themth row withm 6 i. By induction on the number of columns ofT , it can be shown that
if i1 is minimal such thati1 + 1 occurs in anmth row ofT with m 6 i1, thenẼαi1

(T ) 6= 0.
So our algorithm for obtaining the monomialsFT is quite similar to that of [11]. However,
in our algorithm we follow the lexicographically smallest reduced expression of a word in
the Weyl group, in order to find the sequencei1, . . . . This means that sometimes we obtain a
different monomial from that found with the algorithm from [11], as the following example
shows.

Example 10. Set

T =
1 1 4
2 3
3

.

Then the monomial obtained by the algorithm of [11] is Fα2Fα3Fα2Fα1. Let π be the
corresponding path; thenφ(π) = sα3sα2sα1. This means that the monomial that we obtain

is Fα3F
(2)
α2 Fα1.

We conclude that in theAn-case our algorithm is very similar to, but not the same as,
the algorithm described in [11].

6. Practical experiences

In this section we discuss some practical experiences with an implementation of the
algorithm inside the packageQuaGroup [3], which was written in the computer algebra
systemGAP4 [2].
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Let λ = n1λ1 + . . . + nlλl be a dominant weight. The input to the algorithm isλ, along
with the modulesV (λi), for 1 6 i 6 l. These modules are given by their canonical bases.
Furthermore, for a generatorFα and an elementv of the canonical basis of aV (λi), we can
computeFα · v by a table lookup.

We recall the notation used in Section4: λ = µ1 + . . . + µr , whereµi = λji
. We work

inside the tensor productW(λ) = V (µ1) ⊗ . . . ⊗ V (µr), with basisC = C1 ⊗ . . . ⊗ Cr .
We setvλ = vµ1 ⊗ . . . ⊗ vµr , wherevµi

is a highest-weight vector ofV (µi). Furthermore,
the lengthof an element ofw ∈ W(λ) is the number of elements ofC that occur in the
expression ofw as a linear combination of elements ofC.

The algorithm consists of two steps. In the first step, we expressFπ · vλ as a linear
combination of elements ofC. As explained at the end of Section4,Fπ ·vλ = ζFα ·(Fπ ′ ·vλ),
whereζ ∈ Q(q) andFπ ′ ·vλ is a vector that we also have to compute. It follows that for each
Fπ · vλ we have to compute one imageFα · v. Hence in the first step we compute dimV (λ)

times an imageFα · v. In the second step we add some elements of the canonical basis
(which we have already computed) to the elementFπ · vλ. The number of these additions
for eachFπ · vλ is clearly bounded by dimV (λ). Hence the total number of additions is
bounded by(dimV (λ))2.

So the total number of operations (computing an imageFα · v, adding one element of
W(λ) to another) is bounded by a polynomial in dimV (λ). The cost of these operations
is polynomial in the length of the elements that occur. Now the dimension ofW(λ) is
exponential in theni . Therefore, an element ofW(λ) may have a length that is exponential
in theni . So the question is whether elements of that kind occur during the execution of the
algorithm.

Table 1 contains experimental data obtained using the algorithm. The computations
were done on a Linux system with a 600MHz Pentium III processor and 64MB of working
memory forGAP. We see that the algorithm is efficient enough to be able to compute
canonical bases of modules of dimensions into the thousands. We also see that a jump in
the maximal length of the elements that occur in the algorithm corresponds to a jump in the
running time of the algorithm. This confirms the conclusion of the arguments given above,
namely that the length of the elements that occur is an important factor in the running time.

The data given here do not lead to a conclusion as to whether the algorithm has a
polynomial- or an exponential-time complexity. However, they do indicate that the maximal
length of an element – and the running time – can increase rather rapidly if dimV (λ)

increases. This is seen most spectacularly in the case ofG2.
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