
A GENERAL PERRON INTEGRAL 

P. S. BULLEN 

1. Introduction and notation. In this paper integrals are considered 
from the point of view of inverting differential operators. In order to do this 
it is necessary to introduce integrals more general than the Lebesgue integral 
and these integrals turn out to have other interesting properties (6, 7, 12). 
The integral introduced here is defined in the setting of axiomatic potential 
theory (2, 4). By defining it as generally as possible it not only includes the 
James P2-integral but inverts many of the standard second-order differential 
operators. 

In this section the concepts of potential theory are introduced very quickly; 
details can be found in the references (2, 4). In particular the notation will 
follow that of Bauer (2). A generalized second-order derivative is introduced 
in the second section, and it is used to obtain necessary and sufficient conditions 
for a function to be hyperharmonic. In Sections 3 and 4 the general Perron 
integral that inverts this derivative is defined. Finally in Section 5 some ex­
amples are given; it is intended to develop these further in a later paper. At 
the beginning of each of Sections 2-4, the general conditions that are to hold 
in the section are stated and are to be understood as a part of the hypotheses 
of any of the results proved in that section. Extra restrictions introduced in 
the course of a section will be stated explicitly each time they are used. 

Functions will be defined on a locally compact space X with values in the 
extended real line. On X there is a harmonic structure as defined by Bauer (2). 
It will denote the family of non-empty open sets of X, and U, with or without 
indices, will always denote a member of U. For every set U, &(U) will be the 
set of real (that is finite-valued) continuous functions on U, called the harmonic 
functions on U. &(U) satisfies 

AXIOM H. The mapping U —> &(U), defined on U, is a sheaf. 

U contains a subfamily 33 of regular sets with the properties that for all 
F G 33: (a) F is relatively compact; (b) the boundary of V, denoted by V*, is 
not empty; (c) if / is a real continuous function on V*, written / £ S(F*), 
then there exists a unique continuous extension of / to V, whose restriction to 
V, Hf, is harmonic in V; further if / > 0, then Hf > 0. V, with or without 
indices, will always denote a member of 33. If V C U, then V will be said to 
be regular in U, written V G 33(U). 33 satisfies 

AXIOM B. 33 is a base for the topology of X. 
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18 P. S. BULLEN 

Bauer (2, §1.2) shows that for all V and all x G V there is a non-negative 
Radon measure, the harmonic measure, n(V] x), supported by V*, and such that 

Hf(x) = ffdv(V; x), for a l l / € S(F*). 

If u is a numerical (that is, not necessarily finite-valued) function on U, 
then u is said to be hyperharmonic on U, u G §*(£/), if (a) u > — œ ; (b) w is 
lower semi-continuous (l.s.c); (c) for all V G 33(£/) a n d / G S(F*),/(z) < w(z) 
for all z G F* implies i J r < w. Bauer (2) has proved 

THEOREM 1. Let u be a l.s.c. numerical function on U with u > — oo ; then 
u G §*(£7) if and only if for every F G 33 (£7) 0«d e^ery x G T7 

J*u dn(V; x) < w(x). 

COROLLARY 2. If u d S(Z7), //zen w G ©(f/) i/awd ow/y zj/or every V G 33 (E/) 
awd e^^ry x G V, }u dii(V; x) = u(x). 

This defines the harmonic structure and using two more axioms, T and K 
below, Bauer is able to extend to this situation many of the results of classical 
potential theory. 

Let / G E(X) and t > 0; then a function w on [/is said to be t-harmonic on U 
if ut G §(£/) . This class of functions defines another harmonic structure on X 
with the same regular sets. Further, the /-hyperharmonic functions are just 
those functions with ut G &*(U) and the /-harmonic measure is //x(F; x)/t{x) 
(2). If / G § P 0 , then the constant functions are /-harmonic on X. 

AXIOM T. There exists a positive function /, harmonic on X, such that the 
t-hy per harmonic functions on X separate points of X. 

Throughout the paper / will denote a positive harmonic function whose 
existence is assured by Axiom T. Let % be a non-empty set of functions har­
monic on U that is filtered to the right; then we state 

AXIOM K. If g is bounded above, then sup % G SQ(U). 

A generalization of Hf will now be defined. Suppose that U is relatively 
compact, then for a numerical function / o n U* define 

j i ï / = inf{^; u bounded below, u G &*(U), and lim inf u(x) > f(z), 
x-$z, xeU 

for all z G U*}, 

and [Hf = — ]H_f.fis said to be resolutive on U* if ]Hf is real and \Hf = lHf; 
this function is written Hf. If, further, Hf is harmonic, then / is said to be 
harmonically resolutive on U*. If Axioms T and K are assumed, then all con­
tinuous functions are harmonically resolutive (2, Theorems 14 and 24). Then 
for all relatively compact U and all x G U there exists a non-negative harmonic 
measure, n(U; x), supported by Z7*, such that 
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H Ax) =ffdp(U; x) for all / 6 S ( U*). 

From Bauer (2, Lemma 13, Theorem 19 and 7.6-7.9), we have 

THEOREM 3. 

(a) (i) / / / < g, then ^H, < \Ht. 
(ii) For every positive real number a, ÎHaf = a 1Hf. 

(iii) ÎHf+t < \H, + î # , . 
(iv) [Hf < ]Hf. 

(b) If V d 3$(U), then for every numerical function f on V* and all x £ V, 

\Ht{x) =j*fdn(V;x). 

If U is relatively compact, then a set A C U* is said to be negligible if 
"[Hf — 0, where/ is the characteristic function of A. If a property holds on U* 
except on a negligible set, it is said to hold nearly everywhere. In particular if 
two functions, / and g, are equal nearly everywhere on [/*, then ]Hf = ]Hg 

(2, Lemma 5). An enumerable union of negligible sets is negligible. 
If t/ is relatively compact and z G U*, then z is a regular point if 

lim Hf(x) = / ( * ) f o r a l l / € (£(£/*). 

A relatively compact set U is regular if and only if z is regular for all z G U*. 
If s is regular, then for any resolutive function / , 

lim Hf(x) = / ( « ) ; cf. (2, III). 

For each xG X let 9̂  (x) be a fundamental system of regular neighbourhoods 
of x. Using Corollary 2, a class of yi-harmonic functions can be defined (2, 
Definition 3). The theory of these functions, which parallels the above dis­
cussion, is an apparent generalization. However, it can be shown that the 
9l-harmonic structure is just the original harmonic structure (2, Theorem 5). 
Throughout the paper, 9i will denote such a map on X. 

2. A generalized derivative. In this section, X is assumed to be a locally 
compact metric space, with the metric denoted by r and diameters of sets by R. 
Further, X is assumed to have a harmonic structure as defined in the previous 
section and satisfying all the axioms introduced there. 

If / is a numerical function on X, x G X and V Ç 9?(x), then 

(1) ÎA/(x; V) =f*fd»(V;x) - f(x) = î# , (x ) - / ( * ) , 

where <f> is the restriction of/ to V*, is the formal definition of an upper difference 
operator. In order that this be meaningful, both | i ^ ( x ) and/(x) cannot be °o, 
or both — oo . In particular, \H^{x) is certainly finite if / is resolutive on V*. 

A similar definition can be made for a lower difference operator |A/(x; V). 
When both are defined, then jA/(x; V) < ÎA/(x; V). If they are equal, the 
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common value will be written Af(x; V). In particular, this is the case when / is 
resolutive on V*. 

Using (1) the generalized upper derivative of f at x (relative to 9t) is 

(2) ?/>/(*; 9Ï) = Urn sup ^ f e f 1 . 

This upper derivative is properly denned if either (a) f(x) is finite, or (b) 
f(x) = oo ( - oo) and for all V C V0, V and V0 in <$t(x), tff*(x) ^ °° ( - «,), 
where 0 is the restriction of/ to F*. When no ambiguity can result, the letter 9c 
will be omitted from the left-hand side of (2). 

By replacing lim sup and |A by lim inf and jA, respectively, we define the 
generalized lower derivative [Df(x). If both derivatives are defined, then 
[Dfix) < J\Df(x)1 and if they are equal, the common value will be written 
Df(x). 

The above definitions can be introduced in the /-harmonic structure. In that 
case the notation will be tA/(x; V; t), ^Df(x; 9Ï; t), etc. It can easily be shown 
by using the results of the first section that 

Î A / ( * ; F ; / ) = ^ y î A ( ; / ) ( * ; F ) 

if either side is defined, with similar results for the derivatives. 
Finally, if/ is not defined on the whole of X but only on some U, all the V 

that occur in the above definitions must be taken to be regular in U. 

THEOREM 4. If f Ç &*(X), then for any 91 for which ]Df(x\ 91) is defined, 
ÎDf(x; 91) < 0. 

The proof follows immediately from the definitions and Theorem 1. 

To obtain a converse of Theorem 4 we need 

AXIOM 1. There is a real function v, hyperharmonic on X, for which 
ÎDv(x; 9Î) < 0, for all x e X and all 91. 

THEOREM 5. If Axiom 1 is assumed and f is a numerical l.s.c. function on X 
such that for some 9Î and all x Ç X, [Df(x\ 91) < 0, then f G &*(X). 

Proof. For simplicity it will be assumed that for all x 91 (x) consists of all 
regular sets containing x. 

The proof will require the positive constants to be hyperharmonic. There 
will be no loss in generality in assuming this, or even that constants are 
harmonic. Let us suppose that Theorem 5 has been proved under this last 
assumption. The hypotheses of Theorem 5 imply that if f — f/t, then for 
some 91, [Df (x\ 9Î;/) < 0, for all x £ X. Hence, since constants are /-har­
monic, / ' G t — §*(X); but this is equivalent t o / 6 §*(X). 

I t is also sufficient to prove the theorem with the inequality assumed to be 
strict. Let us suppose that this weaker form of Theorem 5 has been proved 
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and let v be the real hyperharmonic function whose existence is assured by 
Axiom 1. If then gn = v/n, n = 1, 2, . . . , gu g2j . . . is a sequence of hyper­
harmonic functions that converges everywhere to zero; further "\Dgn = 
\Dv/n < 0, for all n. Suppose / satisfies the conditions of Theorem 5. Then 
ID (J + gn) < [Df + ]Dgn < 0. Hence, by the above assumption, f + gn 

G §*(X), for a l l» . So 

ÎA/(*, V) < Î A ( / + gH)(x; V) - lAgn(x; V) < -(l/n)lAv(x; V), 

for all n, all F, and all x £ V. Hence |A/(x; V) < 0 for all F and all x G F, 
which implies that / G §*(X), using Theorem 1. 

Now let us commence the main part of the proof, subject to these extra 
conditions. Since iDf(x) exists and is not oo it follows t h a t / > — <». Hence it 
is sufficient, from the definition of hyperharmonic functions, to show that for 
all V and all v G S (F*), v(z) <f(z) for all z G F* implies Hv <f. _ 

Suppose it does not. Then there exists an x\, a V\ G Sftfxi), a n d a ^i G S(Fi) 
such that (i) the restriction of h\ to V\ is harmonic in Fi, (ii) /*i(z) < f(z) for 
all s G Fi*, and (iii) /zi(xi) > /(#i) . In fact we can take /̂ i to be equal to v on 
Fi* and Hv in Fi for some suitably chosen v G 6(Fi*). 

Write ^(x) = f(x) — hi(x) for x G Fi. Then (a) g is l.s.c, (b) g > — °°, 
(c) g(z) > 0 for all z G TV, (d) ^(JCI) < 0, (e) lDg(x) = [Df(x) < 0 for all 
xG Vi. 

By its first four properties g assumes a finite negative minimum at a point 
x2 G Fi. Choose then F G SS(Fi) H 9fî(x2) and we have 

jA£(x2; F) = lHff(x2) - g(x2) > ^(x2)A(l; F) = 0 

by Theorem 3(a) and the assumption that 1 G &(X). Hence at x2, i^)g(x2) > 0, 
which contradicts property (e). 

This completes the proof of the theorem. 

COROLLARY 6. (i) If Axiom 1 is assumed and f G S P O is such that for some 
% lDf(x; 31) < 0 < |J9/(x; SR) /or a// x G X, /ten / G $ ( * ) . 

(ii) / / Axiom 1 is not assumed, the conclusion of Theorem 5 is still valid if the 
inequality there is taken to be strict. 

Proof. The proof of (i) is an immediate consequence of Theorem 5 and part 
(ii) follows from the proof of that theorem. 

In applying these results to the definition of an integral it is of importance 
to allow an exceptional enumerable set on which the conditions are weaker 
than those of the above theorem. In order to get a result of this type, the space 
X must be further restricted. Assume now that X is a finite-dimensional 
vector space over the reals with a scalar product denoted by (x, y). Then 

r(x, y) = \x — y\ = (x — y, x — y)*. 

If / is a numerical function on X define 
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f(x,y) = \hnf(x + ay)-f(x) 

a->0 d 

whenever the limit exists. I f / ' (x, y) exists for all (x, y), is continuous in x for 
each 3/, and is a linear functional in y for each x, then / will be said to be 
continuously differentiable. Then for each x G X there exists a unique point of 
X, denoted by Vf(x), such t ha t /Or , y) = (Vf(x), y), for all y G X. 

Assume further that the sets of all the 31 (x) are convex. Then we shall say 
that 31 is convex. If x, y are distinct points of X and F G 9?(x), let yv be that 
point of F* of the form ax + (1 — a)y, for some a > 0. Then define 

ldf(x) = mi l î m m f i û ï f z ^ i 

If / is continuously differentiate, then simple calculations show that 

W ( x ) = i n f { ± / ( x ) ^ T ) } = - | V / ( x ) | . 

Now let the following axioms be assumed. 

AXIOM 2. If h G / — § ( X ) , ^Ae» A is continuously differ entiable. 

AXIOM 3. There exists an h G t — &(X) such that for all x G X, \Vh(x)\ 9^ 0. 

AXIOM 4. (i) For each x £ X there exists a V G 51 (x) an^ non-negative Radon 
measures /ii(x), M2(x) SW£A /Aa£ if / is a non-negative numerical function on X 
and V C F', I7 G 91 (x), then 

J # / (S )JM (F;x)(S ) = £ /(ax + (1 - a ) ^ H " ( F ; x)(s) 
y* y * 

> L /(ax + (1 - a)zF/)d/xi(x)(zF/) 
y * 

+ *(x; F) J^ /(ax + (1 - a)zF ,H"2(x)0v) 

y * 

where 
s(x) V) = min r(x, z). 

zeV* 

(ii) i f .4 C F* and in(A) = 0, then A is non-dense in V*. 

This axiom expresses the dependence of JJL(V;X) on V. It is satisfied in 
particular if /z(F;x) does not depend on F; that is, abridging the above 
notation, if /z(F;x) = ni(x) instead of JJL(V;X) > /xi(x) + s(x; F)M2(X), as 
above. This particular case occurs classically when, for all x and F, n(V;x) is 
the uniform distribution of unit mass on the sphere F of centre x. 
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THEOREM 7. If Axioms 1, 2, 3, and 4 are assumed and f is a numerical l.sx. 
function on the finite-dimensional vector space X such that for some convex SSI 

(i) [Df(x\ SSÏ) < 0 for all x G X — E, E an enumerable set, 

(ii) lim inf I LAKX'>J1 \ <0for all x 6 E, 

then f Ç §*(X). / / Axiom 1 is not assumed, the same conclusion holds if the 
inequality in (i) is strict. 

Proof. The first part of the proof will follow closely that of Theorem 5. In 
particular %l(x) will be assumed to consist of all the regular sets containing x; 
constants will be assumed to be harmonic and so Axioms 2 and 3 will apply 
directly to the harmonic structure; and only the last part of the statement of 
the theorem will be proved. 

If h is the function whose existence is assured by Axiom 3, redefine the 
function g of the proof of Theorem 5 a s / — hi + ah where a > 0 and is small 
enough not to change the properties (a)-(e) of g. Since the set E is enumerable, 
this number a can also be chosen so that 

[df(x) ?* - |V(Ai - ah)(x)\ for all x £ E. 

The argument of Theorem 5 shows that g has a local minimum at x2 and that 
X2 G E and further that 

v • r |Ag(x2; V) . A lim inf ±-J~—77^- > 0. 
K(X2) S(X2\ V) 

But lAg(x2\ V) = lAf(x2; V), so by Hypothesis (ii) 

0 = lim inf +Agfr» ;Jp = l i m i n f — J — f {g(z) _ g(x2)}dix(V] x2)(z). 
Mow) s(x2;V) vite) s(*2',V) J * i & w 

Now apply the first part of Axiom 4 (the notation will be abbreviated some­
what, the full form being given in the statement of the axiom) : 

0 > lim inf f g{z) ~g(*2) d^(x2)(z) + lim inf f \g(z) - g(x2))dix2(x2) (z) 
s»(z2) J* r(z,x2) W(x2) J* 

> f lim infg ( z ) ~ g(?2) d^(x2)(z) + 0>0, 

by Fatou's Lemma, the fact that g is l.s.c. and x2 a local minimum of g. Hence 

(3) lim inf g^\~~ g<f~~ = 0 for m - almost all z 6 7*, 
Now) ^ (2 ,^2) 

and in any case the left-hand side of (3) is non-negative for all z £ I7*. That is, 

(4) lim inf / (g ) ~f(\2) = <fv(Ai - a*)(*2), — -
<st(x2) r(z,x2) \ ' \x2 — z 
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for /zi-almost all z Ç V*, and for all z £ F* the left-hand side of (4) is not less 
than the right-hand side. By Axioms 2 and 4(ii) this implies that [df{xi) = 
— |V(Ai — a/0(#2)|, which is a contradiction. This completes the proof of the 
theorem. 

3. Major and minor functions. In this section X is assumed to be a 
finite-dimensional vector space with a harmonic structure as defined in Section 
1 and satisfying the Axioms 1, 2, 3, and 4. A function 9Î is given and will be 
assumed to be convex. In particular, therefore, Theorem 7 can be applied. 
The discussion will occur in some fixed relatively compact open set U. 

Let / be a numerical function defined on U. A function m defined on Û is 
called a minor function of f on U, written m £ |50î(/), if and only if there exists 
an enumerable subset E of U such that 

(i).f!i€ <S(ÎE7), 
(ii) ]Dm{x) < oo if x £ U - E, 

(iii) ]Dm(x) < / ( x ) , if x e U - E, 

T Atw (x ' V) 
(iv) lim sup J — , ' < 0, if x G JE, 

(v) m{z) > 0 for nearly all zÇ £/*. 

If — M Ç |2W(—/), then Mis said to be a major function of f on U, M £ TSD? (/). 

LEMMA 8. If M £ |2K(/) a ^ m € |9#(f), «ww 

(i) m — M is a real continuous hyperharmonic function on U, 

(ii) m > M. 

Proof, (i) Note first that [D (J - g) < \Df - [Dg, and similarly that the 
same holds with D replaced by A, provided the terms are defined. If x G U —E, 
then \Dm - [DM is defined and hence [Dim - M) < \Dm - [DM < 0. 
If x G E, then 

r . f j A ( m - M)(x; V) 
hm inf iL-^ T — 7 ~ < 0. 

91 (X2) nx; 7) 
Hence since m — M Ç Ë(Î7), Theorem 7 shows that m — M € &*(U). 

(ii) By part (i),m — I f Ç §*( £7) and hence, by definition, m — M > Hm-M. 
But for nearly all s G £/*, w(z) — -M(z) > 0 and hence Hm-M > 0, by Theorem 
3(a)(i). This completes the proof of the lemma. 

A numerical function/on U is said to be ^-integrable on U> wri t ten/ Ç 3 (U), 
if given any a > 0 there exists an m £ |9K(/) and a n l Ç |2)?(/) such that 
0 < m(x) — M{x) < a for all # € V. 

LEMMA 9. If f € 3(C/), ^ere aw/5 a function F defined on U such that 

(i) F = s u p { M ; M e Î2K(/)} = inf {m; m G W / ) } , 
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(ii) Fe <E(l7)f 

(iii) for all M G |90î(/) a»d all m G |2K(/) the functions F - M and m - F 
are hyperharmonic in U. 

Proof, (i) Let F = inf{m; m G J,5DÎ(/")}• Then, by Lemma 8, F is an upper 
bound of î2K(f). Given an a > 0, let m G J,9W(/) and Af G ]W(f) be chosen 
so that 0 < m(x) - M(x) < a for all x G |C7. Then 0 < F(x) - M"(x) < a 
and so F = sup{M; M G Î2R(/)}. 

(ii) and (iii) follow immediately from (i) and Lemma 8. 

If / , g, . . . are §-integrable on U, then F, G, . . . will denote the function 
defined by Lemma 9 for / , # , . . . respectively. 

It is important to allow an additional exceptional set in the definitions of 
|SDî(f) and f9D?(f). This set in the classical case is a set of measure zero (7); it 
ensures that functions equal except on such sets are §-integrable together. 
Let £(U) denote the subsets Z of U for which there is associated a vz G Ë(Î7) 
whose restriction to U is hyperharmonic, such that Dvz(x) = — oo for all 
x G Z. S(U) contains at least the empty set and a simple calculation shows 
that it is closed for finite unions. Further properties for £(U) will be assumed 
later, Axioms 5 and 6. Now modify Part (iii) of the definition of j2)î(/) to read 

(iii)' ]Dm{x) < / ( * ) for all x G U - Z - E, where Z G £(U) and E is an 
enumerable subset of U. 

This gives rise to new classes of major and minor functions, |9K'(/) and 
IW(f) say, and hence to a new class of integrable functions, S'(U). Clearly 
3(U) C S'(U) and we have 

LEMMA 10. 3(17) = S'(U). 

Proof. This is clearly true if £(U) only contains the empty set; so we can 
assume it to contain other sets. From the above remark it is sufficient to prove 
3'(U) C S(U). 

It ft 3'(U) and a > 0, choose mf G [W {f) and M' G W (f) so that 
0 < m! (x) — M' (x) < \a for all x G Û. Let Z be the union of the exceptional 
sets from £(U), and E the union of the two enumerable sets, associated with 
these two functions. Let vz, the function associated with Z, be so chosen that 
\a > vz > 0, as can clearly be done using Axiom T. Define 

m(x) = m'(x) + vz(x), M(x) = M'(x) — vz(x) for all x G Û. 

Then 0 < m(x) — i f (x) < a and if it can be shown that m G !$)?(/) and 
-M" G î2Jî(f), the proof will be complete. The conditions (i), (iv), and (v) are 
immediate. As vz G &*(U)j ]Dvz(x) < 0 for all x G U and so since 
\Dm < \Dw! + t ^ z > Condition (ii) is also satisfied. The same inequality 
also shows that if x d Z — E, then Condition (iii) holds. If, however, 
x G Z — E, then J\Dm{x) = — °° < /(x), and so (iii) holds for all x G U — E. 
A similar argument can easily be given for M. 
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As a result of this lemma Condition (iii) will be replaced by (iii)' and the 
class of integrable functions ^s(U) by the class 3'(£7). The prime in the nota­
tion will, however, be omitted. 

LEMMA 11. / / § ' ( U) and § " ( U) are two classes of harmonic functions on U and 
if &(U) C &'(U) and t G &(U), then 3'(£7) C 3"(U). 

The proof is immediate from the definitions. However, note that if the regular 
sets associated with &'(U) form a proper subset of those associated with 
§"(£/), the derivatives used must be defined using an 9Î for which all the 
31 (x) consist of sets from this proper subset, and wherever such an 31 is used, 
it must always be so chosen. 

4, The ^-integral. In this section, X is assumed to satisfy the same 
conditions as those stated at the beginning of Section 3. The fixed 31 is again 
assumed to be convex and the set U is now assumed to have nearly all of the 
points of U* regular. 

If y G S(U), and F as usual denotes the function defined by Lemma 9, then 
the §^-integral of f over U is defined to be 

F0(x) = — F(x) = fu,xf, for all x G U. 

If <£ is a function on U* that is nearly everywhere equal to a continuous 
function, the $Q$-integral of f over U is defined to be 

F$(x) = FQ(X) + H$(x) = fu,*,xf* f° r all x G U. 

THEOREM 12. / / / and g are Q-integrable on U, then 

(i) / > & implies that F$ > G$; 

(ii) for all real numbers a, b, af + bg G 3(U) and 

Ju,*.x (of + bg) = aFq>(x) + bG$(x)y for all x G \U\ 

(iii) if also l/l G $(£/) , then 

Utf.*.*/| < iu,*.z l/l, /or a// x G Î17; 

(iv) /*$ G Ê(DT) and 
lim F$(x) = ^(z), 

a/ a// the regular points of z of £/*, w particular therefore nearly everywhere. 

Proof. These results are immediate consequences of the definitions, the 
assumed properties of U and U*, and the results quoted in Section 1. 

THEOREM 13. Let Ui C. be a relatively compact open set with nearly all the 
points of Ui* regular. Then if f G 3 ( U), this implies that / i G 3 ( U\), where 
/ i is the restriction of f to U\. Further, if x G £7i, 

J ui,*,xfi = J J7,z/ + H$+<p(x), 

where <f> is the restriction of F to Ui*. 
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Proof. Since Ui is relatively compact and F G Ê(C0, ^ is denned and 
harmonic. Let m, M be any minor and major function of/ on U respectively. 
For all x G U\ define 

mi(x) = m(x) — H^x), M\(x) = M(x) — H^ix). 

Then mi is a minor function of/i on Z7i and Afi is a major function. The proof 
of this is immediate using Lemma 9 and the properties of regular points. Fur­
ther, given any a > 0 if m and M are so chosen that 0 < m — M < a, then 
0 < mi — Mi < a. Hence 

jm,xf = - i n f { m i ; m 6 J2W(/)} = - s u p { M i ; M G T2W(/)} 

= Jc/,2-/ + i ^ W , for all x G Z7i. 

The general case follows from this. 

THEOREM 14. If f e S(U) and f(x) = g(x), x G U - Z, Z G £ ( [ / ) , then 
g £ 3(Î7) and F$ = G$. 

The proof is immediate. 

THEOREM 15. (i) Iff G 3(£7) and f ^ 0, /&<?« F* G £*(*/). 
(ii) 7/ fo/A / awd l/l are &-integrable, then F$ is the difference of two functions 

hyperharmonic in U. 

Proof. Part (ii) is an easy consequence of (i) and (6); and in (i) it is sufficient 
to show that F0 G $*(Z7). By Theorem 13, if F G $(£/) and x G F, and if jfi 
is the restriction of / to F and <£ the restriction of F0 to F*, then 

JV,*/i = ^o(x) — H^x) for all xÇ F. 

Since/i > 0, it follows from Theorem 12 that for all x G F, FoW > H^x). 
This, by Theorems 1 and 3 and the definition of hyperharmonic functions, 
proves that FQ G £*(Ï7). 

THEOREM 16. Suppose that F G Ê(Î7) awd /Aa/ JDF exists on U — Z,Z G 3(L0 
#?zd £/za£ |J9F and IDF are finite except on an enumerable set where 

lim AF(x; V) 
tt(x) S(X, V) 

Then if f = DF where DF is defined and is zero elsewhere, 

fe S(U) and jUtXf = -F(x) + HF{x). 

This results immediately from the fact that F — HF is both a major and a 
minor function for / on U. 

COROLLARY 17. If F\ and F2 both satisfy the conditions of Theorem 16 and if 
DFi = DF2on U - Z,Ze 3(17), then Fx - F2 G $(U). 

In order to prove differentiability properties of the integral two further 
axioms are needed. 
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AXIOM 5. (i) If Zn G £(£/), n = 1, 2, . . . , then 
oo 

uzn e s(u). 
(ii) / / £ is an enumerable subset of U, then E G 3 ( ^ ) -

AXIOM 6. Suppose given a set Z C £/ /Aere exists a sequence un of real continuous 
hyperharmonic functions on U such that (i) lim un = 0, uniformly in U, (ii) for 
some a > 0, [Dun(x) < —a for all x G Z awd all n = 1,2, . . . . Then Z G 3 ( ^ ) -

An easy implication of this last axiom is that if u is a real continuous 
hyperharmonic function on U, then the set of points x at which [Du (x) = — oo 
is in S(U). 

THEOREM 18. If Axioms 5 and 6 are assumed and / G 3(£0> ^ w DF$(x) 
exists and equals —f(x) for all x in U except perhaps in a set of £(U). 

Proof. It is sufficient to consider the case F0. 
For all n > 1, choose a major function, Mn, of / on £/ so that 0 < un = 

T7 — ikfw < 1/w. By Lemma 9, un is a real continuous hyperharmonic function 
on U. Let £/i = U — Z\, Zi G <3(£0 be the set of points at which [Dun is 
finite for all n. 

Since ÎDF0 = ÎD(-F) < - |Z>Mn - |Z>an, it follows that "[DF0 < °° on 
a set U2 = Ui — Z2, Z2 G 3 ( ^ ) - Further, jZ^o < — / — lDun, on a set 
C/s = ^ 2 - Z 3 , Z3G £(£/) . 

The functions un, n = 1, 2, . . . , satisfy the conditions of Axiom 6 and so 
let Zm G B(U), m > 4, be the set of x such that [Dun{x) < — 1/ra for all n. 
Then 

fZ).Fo(#) < —f(x) + 1/m for all x G £/3 — Zm. 
Hence in 

oo 

Z73 - U Zm = [7 - Z, 

Z G S(U), ÎDFo < -f and ]DF, < oo. 
A similar argument shows that [DF$ > — / and [DFQ > — OO in a set 

U — Z', Z' G S(U). This completes the proof of the theorem. 

5. Some examples. In this section a few examples of the preceding theory 
are given. It is intended to develop these further and to discuss the Axioms 1-6 
in a later paper. 

Let X be the real line and § (X) the class of linear functions. The 25 consists 
of all bounded open sets. If V = (a, b) and f(a) = c, f(b) = d, then 

TT / \ (x — a)d + (b — x)c 
H/(«) = p - f l • 

K; x) = T ~ eb + j ea, 
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where ex denotes the unit mass supported by the set {x\. Since all relatively 
compact U are regular, the extension to ]Hf is unnecessary and all real func­
tions on U* are harmonically resolutive. The empty set is the only negligible 
set. The class §*(Z7) is just the collection of continuous concave functions. 
The validity of Axioms H, B, T, and K is either immediate or classical. If 

31 (x) = {(x - a, x + b)\a > 0, b > 0}, 

then 

Z > / ( * ; » ) - Hm fc(* ~ a) + af(x -f-fr)-_(a + J ^ ( £ ) 

and the existence of this limit is equivalent to the existence of the Peano 
second derivative. If, however, 31 (x) = {(x — af x + a) ; a > 0}, then 

£>/(*;*) = Km | / ( * + a ) + f<? ~ a) ~ 2f(%) 

which is the symmetric Riemann (or Schwarz) derivative. Using the latter 
example, the validity of the remaining axioms is readily checked. Axiom 1 is 
seen to hold by taking v(x) = — x2. Since the differentiability used in Axiom 2 
is the ordinary first-order differentiability, its validity is immediate. The non-
constant harmonic functions all satisfy Axiom 3. Finally since for these 
V, fi ( V ; x) = \ {ea + eb}, Axiom 4 holds. The sets 3 ( U) are the sets of Lebesgue 
measure zero (6, p. 299), which implies Axiom 5. Axiom 6 is implied by another 
known result (5, Theorem 3). Finally, the integral defined above with this 
derivative and harmonic structure is just the James P2-integral (5, 6). 

The above example can be generalized to &(X) being the set of functions 
of the form I + mh{x), where h is some fixed twice-differentiable strictly 
monotonie function and /, m are real numbers. If then V = (a, b) and f(a) = c, 
f(b) = d, 

_ d(h(x) - h(a)) + c(h(b) - h(x)) 
Uf{X) - h(b)-h(a) 

fv.v\ h(x) - h (a) h(b) - h(x) 
nV ' % ) - h(b) - h(a) €b ^ h(b) - h(a) €a' 

If / is assumed to be differentiate a suitable number of times, then 

which is a special case of the operators considered by Rudin (11). I t corre­
sponds to the case, using his notation, of q(t) = 0 ; in the definition of his 
operator (11, (2.3)), the functions u and v are 

u{t) = a and v(f) = — h>(x) • 
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All the axioms H, B, T, and K hold, and constants are harmonic and the only 
negligible set is the empty set. Axiom 1 holds with 

v(x) = — xh(x) + jh(x)dx, 

and Axioms 2 and 3 are immediate. Further discussion will be left for a later 
paper. 

There are several other situations to which the theory developed here can 
be applied. If X is Rn, n > 2, and !Q(X) is the set of classical harmonic func­
tions, the properties of the harmonic structure are well known (3). The 
differential operator defined above is, in this case, the Blaschke operator 
(1, 3). All the axioms H, B, T, and K hold as well as Axioms 1, 2, and 3. 
Theorem 7 becomes a result due to Rudin (10). This will extend to &(X) 
being the solutions of general second-order elliptic differential equations 
satisfying certain conditions (2). A further extension to X being considered a 
Green space (2, 6) is also possible. 

Again if X = Rn, n > 1, the possibility of § (X) being the solutions of a 
general parabolic differential equation could be considered (2). Finally, since 
the definition of the derivative does not require X to be more than locally 
compact, the problem of defining the integral over non-compact sets could 
be discussed. This would be important for instance if X is the real line and 
§ ( X ) the solutions of y" — (a2 + \)y = 0 (9); the generalized derivative 
then coincides with another operator considered by Rudin (9). 
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