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SOME DELAYS DO NOT MATTER

K. GOPALSAMY

Sufficient conditions are derived for the solutions of a

system of linear delay-differential equations to behave

asymptotically as those of the same system without the

argument delays. A generalisation of the result to

integrodifferential systems is indicated.

1. Introduction

We consider an autonomous linear system of delay-differential

equations

dx.(t) n
(1.1) x

dt = a±1 x±(t) + I a±j xj(t-iij), i = 1,2,...n, (n>2)

and a related system of differential equations with no argument-delays

dy.(t) n
(1.2) X

dt = a±± y±(t) + I a y^t), i = 1,2,...,n; (n>2)

where a. ., T. . (i,j = 1,2,...,n) are real constants. It is of some

interest to examine under what conditions, the solutions of the systems

(1.1) and (1.2) are asymptotically equivalent in the sense that

(1.3) lim|x.(t) - y.(t)| = 0; i = 1,2,...,n
1 1
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where x(t) = {x.(t),...,x (t)} and y(t) = {y (t),...,y (t) } are
i n i n

arbitrary solutions of (1.1) and (1.2) respectively. A number of authors

(Cooke [J], Kato [3], Hale [2]) have discussed the problem of asymptotic

(as t*00) equivalence of solutions of differential-difference (or

functional differential) equations and ordinary differential equations

assuming that the relevant delays involved are small in some sense or the

other. In the following we make no assumptions regarding the magnitudes

of the argument delays T . . in (1.1) restricting ourselves to nonscalar

systems.

2. Asymptotic equivalence

We will use the following notation; for any x = (x,, x ) e JR ,
1 n

n
we define llxll = £ |x.| and this vector norm induces a matrix norm

defined by the following:

for A = (a . .) (i,j = 1,2,... ,n), A e M n * n

n
(2.1) || A || = max. \ |a . .| .

If A is any real nx-n matrix then a measure of the matrix denoted by

\i(A) is defined as follows:

(2.2) U(A) = lim (IU + 9AH - l)/6
9-K7+

where I denotes the nxn identity matrix. It is known that for the

norm in (2.1), \i(A) is given by

r
u(A) = max. a + £ \aL

We will first derive the following:
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LEMMA 2.1. if

(2.4) \i(A) < -a < 0 for some constant a > 0

then all solutions of (1.1) corresponding to initial conditions of the

form

(2.5) x As) = (j).(s), <}>• e C([-T,O],JR ), T = max. T..
1 l< 1J

are such that

(2.6) (i) Hx(t)D = £ |x.(t)| is bounded for t e IO,">)
i=l

(2.7) (ii) J Hx(t)B dt < •» .
0

Proof. If z is any continuously differentiable scalar function on

[0/°°) / define a functional c as follows:

(2.8) o(z) (t) =

1 if z(t) > 0 or z(t) = 0 and -d-?*t) > 0
dt

0 if z(t) = 0 and
dz(t)
dt = 0

-1 if z(t) < 0 or z(t) = 0 and dz
J
(
J
t) < 0.

atat

It can be found from (2.8) that

(2.9) 0(2) (t) z(t) = |z(t)| and c (z) (t) (t)

where D |z(t)| denotes the upper right Dini-derivative of |z(t)|.

Consider a Lyaponov functional v(t) = V(t,xAt),...,x (t)) defined by

(2.10) •As) Ids

It is immediate from (2.10) that

(2.11) v(t) > Bx(t)[ for t > 0 and v(0) < «.

Calculating the upper right Dini-derivative D v(t) along the solutions

of (1.1), we have
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( 2 . 1 2 ) D+v{t) =
dx .(t) n
, * . V
' dt + h.

a n d s i m p l i f y i n g ( 2 . 1 2 ) u s i n g ( 2 . 9 ) a n d ( 2 . 4 ) ,

n

i=l

(2.13)

(Note that (2.4) implies, a.. < 0, i = l,2,...,n). An integration of

(2.13) along with (2.11) leads to

v(t)

and hence

(2.14) ||

•I'1
) n

ds < v(0)

ds < v(0)

Since a > 0, the result follows from (2.14).

Our principal result is the following:

THEOREM 2.1. Assume that the conditions of the above lemma hold;

then if x(t) and y(t) are arbitrary solutions of (1.1) and (1.2)

respectively then

(2.15) lim|x.(t) - yi(t)I = 0; i = l,2,...,n.

Proof. I t i s found from (1.1) and (1.2) tha t

, n
d r - yjitn

(2.16) la.Ax.

i = 1,2,...,n.
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As in the lenuna, we can derive

D
+ r ? |x ( t) - ( t ) l l < U ) ? | x ( t ) - y

<2-17> + i I \a
i2

Thus we have
n n

D+| |x(t) - y( t )P < - a | | x ( t ) - y ( t ) | | + \ \ |a |
i,j=2

Hx(t- T.

< - a l l x ( t ) - y ( t ) l l + n l A l [Qx( t )H + D x ( t - x )

which implies on integration,

Bx(t) - y(t)ll + a flx(s) - y(s)llds < Hx(O) - y(O)H•I1
fl Il+ 2nllAll nx(s)flds + nA\ Ilx(s)llds

>0

(2.18) < » (by lemma 2.1) .

A consequence of (2.18) is that Hx(t) - y(t)H is bounded for t e [0,00)

which together with the boundedness of |r(t)l, t £ l-t,°°) will imply

that the right side of (2.16) is bounded for t e [0,00) and hence we

note that ||x(t) - y(t)|| is uniformly continuous for t e [0,°°) . (2.18)

also implies that Hx(-) - y(»)U e ̂ . (0,<°) since B x(')B e L. (0,°°) by

lemma 2.1. Such a uniform continuity of Dx(*) - y(*)| on [0,°°)

together with the fact that Hx(>) - y(*)H e L (0,<») implies

Dx(t) - y(t)D -»• 0 as t -»• « and the proof is complete.

3. Equations with unbounded delays

We will briefly indicate here how the conclusions of lemma 2.1 and

theorem 2.1 can be generalised to a class of integrodifferential equations

(or equations with "unbounded delays"). For instance we will consider

the solutions of
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(3.1)
dxAt) n r<*>

= aii X i ( t )

3=1
jti i = 1,2,...,n

under the following hypotheses:

(i) the system (3.1) is supplemented with initial conditions of the

form

(3.2) x . (s) = <(>.(s), s e (-°°,0] ; (ji . is bounded and continuous on

(-=°,0] ; i = 1,2,... ,n.

(ii) the delay kernels k. . : [0,°°) -> (-•»,<»), i,j = 1,2,. .. ,n; i

are piecewise (locally) continuous on [0,<*>) such that

(3.3) k.. As) \ds < »
r
s\k..

Jo 1J

(s) \ds < <*>

i,j = 1,2,...,n; i ? j.

(iii) a. . (i/j = 2,2,...,n) are real constants such that

a. . < 0; i = 1,2,...,n

(3.4) V(A;k) =maXJa.j + I |3iJ|J |*i:. < - a < 0

for some constant a > 0

Analogous to lemma 2.1 we have the following:

LEMMA 3.1. Assume that the above hypotheses (i) - (iii) hold; then

all solutions of (3.1) corresponding to initial conditions in (3.2) are

such that

(3.5) (a)

(3.6) (b)

\x.(t)\ is bounded for t e [0,«>)

J 0 4=2
(t)\\dt <

Proof. We consider a Lyapunov functional v(t) defined by

t

(3.7) v(t) = ^ ( t ) | + I ja^lj |*ij7.(s)| j \x..(u)\du ds
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and note that

(3.8) v(t)

a n d

v(0) = I
j=2

|a | f I -fe - -,"C s > I f f
' 0 *-J -s

\ds

n
J0)\ + I l a , , - l s u p | x ( u ) | ] f s k As)

j=l J l u < 0 J >>0 1J
ds

(3.9) < °» (by hypotheses (i) and (ii)) .

Since the remainder of the proof is similar to that of lemma 2.1, we will

omit the details.

The proof of the following is similar to that of theorem 2.1 if one

uses the conclusion of lemma 3.1 and hence we will suppress its proof.

THEOREM 3.1. Assume that the hypotheses (i) - (Hi) above hold;

then if y(t) = (y7(t),...y (t)) is any solution of the system

(3.10)
dy At)

we have

lim|x.(t) - y . (t)| = 0; i = 1,2,...,n
t-KO 1

where x(t) = (x (t),...x (t)) is any solution of (3.1).

We conclude with the following remarks:

1. If x(t) = (x2(t),x2(t),...,xn(t)), t e t-T,») is any solution of

(1.1) then there exists a unique solution y(t) = (yAt),...,y (t)),

t e [0,°>) of (1.2) satisfying x(0) = y(0) and

Ox(t) - y(t)0 •*• 0 as t ->• °°; and conversely for any solution y(t) of
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(1.2) there exists a unique solution x(t) of (1.1) satisfying

x(s) = y(0), s e [-T,0] and flx(t) - y(t)i -*• 0 as t -»•<».

2. The delays T . . (i f* j, i,j = l,2,...,n) need not be small in any

sense for the validity of our results.
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