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Abstract

We prove a new representation of the generator of a subordinate semigroup as limit of bounded operators.
Our construction yields, in particular, a characterization of the domain of the generator. The generator
of a subordinate semigroup can be viewed as a function of the generator of the original semigroup. For
a large class these functions we show that operations at the level of functions has its counterpart at the
level of operators.
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0. Introduction

Let {7)},>0 be a contraction semigroup of type (Co) (that is, strongly continuous
semigroup) on a Banach space (X, || • ||) with infinitesimal generator (A, D(A)).
Subordination (in the sense of Bochner) is a method of getting new (C0)-semigroups
from the original one {Tr},>0 by integrating {T,},>0 (as function of t) with respect
to a subordinated that is a vaguely continuous semigroup {Mr}/>o of sub-probability
measures on [0, oo). Thus, the subordinate semigroup {T,f}, >0 is given by the Bochner
integral

(0.1) T/u = [ Tsuti,(ds), t>0,ueX.
J[0,oo)

The superscript / in T,f refers to the Bernstein function f : (0, oo) —>• [0, oo) which
is the logarithm of the (one-sided) Laplace transform of fit,
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[2] Subordination in the sense of Bochner and a functional calculus 369

(0.2) jx,(x) = I e~sx n , ( d s ) = e-tfM, t , x > 0 ,
J[0,oc)

and is given by the Levy-Khinchine-type formula

(0.3) f(x) = bx + [ (1 - e-") n(dt), x>0,

where b > 0 and /(0oo) t/{\ + 0 /x(dt) < oo. The generator of {r/},>0 will con-
sequently be denoted by (Af', D(Af)). In [15] Phillips obtained the following repres-
entation formula for A7:

(0.4) Afu = bAu + f (T,u - u) /x(dt), u e D(A).
J(0,oo)

If we write e'A for Tt, this result shows—at least at a formal level—that Af =
—f(—A). In fact, it gave rise to a functional calculus which is sometimes referred
to as Bochner-Phillips calculus, see [2]. It is well-known for contractive semigroups
{7",},>0 and one-sided a-stable subordinators f(x) = xa, a e (0, 1), that Af is
indeed the fractional power —(—A)" (in the sense of Balakrishnan), see [23, 13]. In
[ 11,2,19] the complete Bernstein functions, a sufficiently rich subclass of the Bernstein
functions (containing, for example, the above fractional powers), was considered and
the relation As = —/(—A) established whenever / is defined on the spectrum of
—A, see Proposition 1.3. Here, —/(—A) is characterized via its resolvent in terms of
the Dunford-Taylor integral, see Section 4 and [2, 19].

In [11, 2, 19] the representation formula

(0.5) Afu = bAu + I A(A - X)~l p{dX), u e D{A),

for Af was used, where f(x) = bx + /(0 x(k + x)~l p(dk) is a complete Bernstein
function with a representation which is particular to this class of functions. Note
that (0.5) generalizes Balakrishnan's formula for fractional powers, [23, Chapter
IX.11]. Both formulae (0.4) and (0.5) are only denned for u e D(A) and fail, in
general, to describe A/ as a whole. There is little information on D(Af), only that
D(A") c D(Af), n e N, is an operator core for Af and that D(Af) = D(A) if
and only if lim^oo x~~lf(x) ^ 0, see [19]. In [18, 19] we used for self-adjoint
Hilbert space operators A, B and complete Bernstein functions / a Heinz-Kato type
theorem so as to compare D(Af) and D(Bf): if the graph norms of A and B are
comparable, so are those of Af and Bf and, in particular, D(Af) = D(Bf). This
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technique can be fruitful if one works in concrete situations, see [12] for an application
to pseudo-differential operators.

In this paper we will give an alternative description of (Af, D{Af)) by approx-
imating Af through a sequence of bounded infinitesimal generators. The idea itself
does not seem to be new and was employed by Westphal [22] in order to get a similar
approximation of Balakrishnan's fractional powers —(—A)a of an infinitesimal gen-
erator A. Westphal showed that there is a sequence gn(x) —*• xa as n -*• oo such
that Qn(x) = gn(x)x~a is a Laplace transform of a measure qa,n0t)l(o,oo) dx. Putting
formally x = —A, we can interpret Qn(—A) as bounded operator and approximate
(—A)". Since the densities qa,n(x) can be explicitly calculated, the reasoning in [22]
was straightforward and could easily be made rigorous.

We will go along similar lines, although we cannot use explicit formulae when
approximating the complete Bernstein function / . Here we will construct an approx-
imating sequence {fn]neN for / consisting of bounded complete Bernstein functions.
Now the operators Afn are well-defined, for example, by Phillips' formula (0.4), and
the following definition makes sense:

(0.6)
A1 = weak- lim,,.,^ A1"

D(Af) — {u e X : the above weak limit exists}.

We show that (Af, D(Af)) is a closed dissipative extension of {Af, D(Af)), hence

In particular, the above characterization of D(Af) yields the following asymptotic
result

\\Teu-u\\ = o(—^—) as f->0 for u e D(Af),(0.7)

which allows for a comparison of the domains of Af and Ag, where g is some other
Bernstein function.

In our final section we make some first steps towards a functional calculus for gen-
erators of subordinate semigroups. We show that operations at the level of complete
Bernstein functions—scalar multiplication, addition, composition, multiplication, and
convergence—have their counterparts at the level of operators. In particular, we can
show for complete Bernstein functions / , g,

(0.8) if / • g is a complete Bernstein function, then Afs = —Af o As = -Ag o Af

where equality is understood in the sense of operators. Putting —/(—A) = Af we
can extend (0.8) to the case where / • g is no longer a Bernstein function:

(0.9) (fg)(-A) = /(-A) o g(-A) = g(-A) o /(-A).
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Hirsch derived in [11] a representation of (Af, D(Af)) for the class of complete
Bernstein functions that is basically identical with (0.6) but uses a different approx-
imation of the function / . In fact, Corollary 2.10 and Theorem 4.1 (5) can already
be found there. However, the method used in [11] is quite different from ours. It is
motivated by potential theoretic considerations and uses an approach via the resolvent
rather than the semigroup. Since our results in sections 3 and 4 strongly depend on
our approach we will, nevertheless, include our proofs in full.

1. Notations and auxiliary results

Let us recall some results from semigroup theory, see, for example, [8] and [14].
A (C0)-semigroup of type coQ 6 [-oo, oo) on a Banach space (X, || • ||) is a one-

parameter family of operators {r,},>0 on X satisfying Tl+Su = T,Tsu for all t, s > 0,
and lim,_,.o IIT,u — u\\ = 0 for all u e X, and

(1.1) 117111 <Mffle<"\ f > 0 ,

for all o) > coo with a suitable constant Mw > 0. The infinitesimal generator (A, D(A))
of {r,},>0 is the operator

(1.2) Au = lim '" ~ U on D(A),
io t

where

(1.3) D(A) = [u e X : the limit (1.2) exists strongly}.

The resolvent set p(A) of A contains the complex half-plane {z € C : Rez > COQ),
and the following estimate holds for z € p{A), Rez > co, CD > cup:

(1-4) Kz-A)-lu\\< M<° \\u\l for all« eX.
Rez — a)

If A is the generator of a contraction semigroup, that is, a semigroup where (1.1)
becomes || T, \\ < 1 for all t > 0, it is a dissipative operator:

(1.5) | | A M - Z K | | >Rez| |u | | , z e C, Rez > 0,

holds for all u e D(A). In the general situation, we can always turn a semigroup
{r,},>0 into a contraction semigroup with generator A = A — a> on (X, \\\ • |||)) where
f, = e~""T, is defined on X equipped with the new norm |||u||| = M"1 sup^o ||f,«||.
Hence, (1.4) and (1.5) are, in this sense, the same properties. Let us recall from [21,
pp. 22-24] the following result for dissipative operators.
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THEOREM 1.1. For any [closed] operator B on a Banach space (X, || • ||) the
following assertions are equivalent:

(1) B is dissipative, thatis, \\(B-k)u\\ > Re X \\u\\ for all u e D(B) andsome [all]
U C such that Re X > 0.
(2) ||(B - X)u\\ > A. || u || for all u € D(B) andsome [all] X > 0.
(3) For all u e D(B) there is a (p e X* such that \\u\\2 = \\<p\\l = *•(«, <f>)x. and

Rex(Bu,<p)x. < 0 .

If B is closed, dissipative, and densely defined with (X — B)(D(B)) = X for some
X>0, (3) holds for all <j> e X* with \\u\\2 = \\(/>\\l = x{«, <p)x..

By the above remark, the operator B = A—co, where co > COQ and A is the generator
of a (Co)-semigroup of type COQ, satisfies the conditions of the above theorem.

A subordinator is a vaguely continuous convolution semigroup {M/}/>o of sub-
probability measures \it on [0, oo). By Bochner's theorem the Laplace transform of
ix, has the form

/.OO

{x) = / e-" UL,(ds) = e-fM, t,x>0,
Jo

(1-6)

where / is a Bernstein function (Sft^), that is a C°°-function on (0, oo) with repres-
entation

(1.7) fix) =a + bx+ [ (1 - e~'x) /i(dt)
J(0,oo)

with a, b > 0 and a measure /i on (0, oo) such that /(0 x) t/{\ + t) fi(dt) < oo. We
will also need the related class of completely monotone functions 'iajft which consists
of the Laplace transforms of measures in [0, oo). For an exhaustive account on £83'
and ^Jt we refer to [3, §9].

If the semigroup {r,},>0 is not equi-bounded but of type a)0, not every subordinator
is eligible for subordination. If, however, /[0oo)e

IW ix,(ds) < oo for some co > a^
from (1.1), the Bochner integral

(1.8) T/u = f Tsu n,(ds), ueX,t>0,

makes sense and defines a new (C0)-semigroup {r/},>0.

DEFINITION 1.2. Let {r,},>0 be a (C0)-semigroup of type CL>Q and {M/}r>o be an
admissible subordinator with / e 38&. Then the semigroup {T,f },>0 of (1.8) is called
subordinate (in the sense of Bochner) with respect to {r,},>0.
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The idea of subordination i s probably due to Bochner [4], also [5, Chapter 4.4]. The
following result characterizes those subordinators which can be used for subordination
if the semigroup is not equi-bounded, see [18, Satz 2.13] or [19]. This, in particular,
allows us later on to restrict ourselves to contractive semigroups.

PROPOSITION 1.3. Let {(i, },>0 be a subordinator with f e @)& as in (1.7). For all
$ > 0 the following assertions are equivalent:

(D /[o.oc,«" Mr(<fr) < oofor all t > 0;
(2) / extends analytically onto {z e C : Rez > —ft] and continuously up to the

boundary;

Obviously, thetypea>o of {r/},>o is less or equal to—/(—(Wo) = inf(U>Wo(—/(—o>)).
Later on, we will only consider a subset of 38&.

DEFINITION 1.4. A function / : (0, oo) —> R is a complete Bernstein function

if

(1.9) f(x)=x2 e~sx<P(s)ds, x>0,
J(0,oc)

holds with some <p e S8&'.

Complete Bernstein functions are sometimes also called operator monotone func-
tions, see, for example, [9]. Our notation follows closely [16].

Examples for complete Bernstein functions are x i-> x/(x + c), c > 0, x i->- xa,
(0 < a < 1), or x (-» log(l + JC), whereas x H> 1 — e~cx, (c > 0), is contained in

\ "tfSS^. The following theorem gives a precise characterization of the class

THEOREM 1.5. (see [18]) Each ofthe following five properties off : (0, oo) ->• R
implies the other four:

(1) / € ^SBP;
(2) x i->- f(x)/x is a Stieltjes transform, that is

fix) = a
x x

I* 1

o(dt),
J(0,oo) t + X

with a, b > 0 and a measure o on (0, oo).
(3) / : (0, oo) ->• [0, oo) extends analytically onto C \ (-oo, 0] such that f(z) =

f(z)andlmz lmf(z) > 0. (In other words: f preserves upper and lower half-planes
inQ.
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(4) / e 3B& with representation

f(x)=a+bx+ I (l-e-sx)m(s)ds, x > 0,f (1 - e~"

wherea,b>0, m(s) = / ( O x ) e~'s p(dt), and/(0 M) l/(r(l +1)) p{dt) < oo. (Infact,
p(dt) = ta(dt)qf(2).)
(5) x/f(x) €

Some of the above implications can be found in [2] and [9], a detailed proof for (1 ) -
(4) is given in [18]. Only (5) seems to be new, but it is straightforward that (1) and (3)
imply (5), whereas (1) follows from (5) because of the identity f(x) = x/(x/f(x)).

ASSUMPTION 1.6. Throughout this paper, {r,},>0 will always be a (Co) contraction
semigroup on the Banach space (X, \\ • ||), its generator will be denoted by (A, D(A)),
and {/i,},>o will be a subordinator with Bernstein function / . The subordinate semi-
group is denoted by {7/}(>0 and its generator by (Af, D(Af)).

2. On the domain of A f

In his 1952 paper on the generation of semigroups of linear operators [15] Phillips
showed that D(A) C D(Af) is a core of Af and gave the following representation
formula for the generator of the subordinate semigroup

(2.1) A}u = -au + bAu + / <Jsu - u) fi(ds), u e D(A);
7(0,oo)

the spectrum of Af satisfies a(Af) D — /(—a (A)). Little seems to be known about
the domain D(Af) of Af. It was shown in [19, Theorem 5.1] that D(Af) = D(A) if
and only if either A is bounded or if Hindoo x~l f(x) = b > 0.

LEMMA 2.1. Let fbe a Bernstein function with representation (1.7) where a — b =
0. Then f is bounded if and only if /x((0, oo)) < oo. The operator Af is bounded if
A is bounded or if f is bounded.

PROOF. If /n((0, oo)) < oo, we have for all x > 0

fix) = [ (1 - e-'x) iiidt) < [ fi(dt) < oo.
7(0,oo) 7(0,oo)

Conversely, if / is bounded, we find from Fatou's lemma

/ »idt) < lim inf / (1 - e'1") fi(dt) = sup f(x) < oo.
7(0,oo) -t~>0° 7(0,oo) *>0
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Suppose now that \\A\\ < oo. Then for u e D(A) = X

\\Afu\\< f \\T,u - u\
J(0,oc)

< f ||7>-M|
./(O.I)

<(\\A\\[ tn(dt)+f ii(dt))\\u\\,

hence, ||A^|| < oo (use Proposition 1.3 (3)). If / is bounded, we have by much the
same calculation

f /
/ ( O . I ) J[l,oo)

\\Afu\\ < f n(dt)\\u\l
•'(O.oo)'(O.oo)

hence, || A-̂  || < oo. •

In what follows we will always assume that / is a complete Bernstein function
^SSc?'. As a consequence of the above Lemma we may furthermore assume that /
is not bounded, that is, that £t((0, 1)) = oo and has no linear part. Thus,

/(*)= I {\-e"x)m(t)dt,

(2.2) •/<aoo)

m(t)= I e-"p(ds), with / ; / 7 \ <oo.= f e~st p{ds), with f
./(O.oo) ./(O.

f
/(O.oo) S(l + S)

The following approximations of / will be important

f k ( x ) = I { \ - e - ' x ) m k { t ) d t , k z N

(2.3) •'p
mk(t)= e~sl p(ds) with p as in (2.2).

J(O,k)

Note that fk e "€&)& and is bounded, since

fdx)<[ mk(t)dt=[ I e~sl dt p(ds) = f
./(O.oo) J(O,k) J(0,oo) J(O

f
(O,k)

and that f(x) = lim^^oo fk(x) for all x > 0. We use fk in order to give an alternative
definition of the operator A1.
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DEFINITION 2.2. Let {r,},>0 and A be as in Assumption 1.6, {(i,}t>0 be a subordin-
ator with / e S8& as in (2.2), and the sequence {fk}k£N given by (2.3). Then the
Bochner integral

(2.4) Afu = weak- lim / (T,u - u)mk(t)dt
k-+°° .7(0,00)

defines an operator on X with domain

(2.5) D(Af) = {u e X : the limit (2.4) exists weakly}.

Obviously, D(A) C D(Af) and Af extends Af\D(A). We shall show that, in fact,
Af = Af\D(A) = Af. In order to do so, we need some preparations.

LEMMA 2.3. Let f, fk be as in (2.2), (2.3). Then there exist (possibly signed)
measures yk (depending on a constant b > 0) such that

(2.6)

holds for the one-sided Laplace transform ^kofyk.

PROOF. Since / e S8&, / # 0, implies 1 /(b + f) <= <€J( for any b > 0, see [3,
example 9.9], we find

(2.7) \ = [ e"x v(dt) = v(x)
b + f(x) V

\ = [ e"x v(dt) = v(
f(x) Voo)

with a suitable measure v on [0, oo). By the convolution theorem for Laplace trans-
forms we have

—— = lb+ mk(t)dt] , , r/ ^ -mk(x)
' J\X) \ J(0,oo) ' )

mk(t)dt\v-mk*v\~(x),
'(0,oo)

and so

/ f \
(2.8) Yk(ds) = lb+I mk(t)dt \v(ds) — mk*v(s)ds. r-j

\ 7(0,oo) /
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In fact, under the above assumptions on / and fk, the measures yk are positive
measures as the following Lemma shows.

LEMMA 2.4. Let f, fk, yk, and b > 0 be as in Lemma 2.3. Then the function
x H-> (b + fk(x))/(b + f(x)) is completely monotone and its representing measure
yk is positive.

PROOF. Assume that b > 0. Since fk € ^SB^, we know from Theorem 1.5(3)
that fk is analytic on C \ (-oo, 0] and maps {Imz > 0} onto itself. Thus, z i->
(/(z) - fk(z))/(b + fk(z)) is an analytic function on C\ (—oo, 0], maps (0, oo) into
(0, oo), satisfies

u fix) - fk(x) = /(0) - /t(0) =

*™+ b + fk(x) b + fk(O)

and

f(z) - fk(z) = f(z) - fdz) = /f(z)-fk(z)
b + fkiz) b + Jfz) V b + fk(z) Y

and preserves the upper complex half-plane:

fiz) - Mz)
Im fk(z)

1

\b + Mz)\2

+ (lm(f(z)-Mz))Re(b

- fk(z)) 1Mb + fk(z)))

\b + Mz)\
(lm(/(z) - Mz)) Re(fc + Mz)))

Using the Stieltjes representation (see Theorem 1.5 (2)) for / and fk we get

Mz)= [ -±-p(dt) and f(z)= I -^- p(dt)
J(O,k) t + Z J(0,oo) t + Z

and since for z = x + iy

z ty z tx+x2 + y2

Im = and Re
( )2 2 and R e ;

t+z (t + x)2 + y2 t + z (t+x)2
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is valid, we have

~ M z ) 1
. (s+x)2

7 / [ (t - s)y(x2 + y2)
\b + fk(z)\2 Jl€(k,oo) Js^k) |_«r + *)2 + y2)«s + *)2 + y2)

(t+x)2 + y2j

which is positive whenever v = Imz > 0. Hence, Theorem 1.5 shows that ( / —
fk)/ib + fk) e V&&, thus (b + / ) / ( * + fk) = ( / - /*)/(& + / ,) + l 6 J ^ and,
by [3, example 9.9], its reciprocal value is completely monotone. Now Bernstein's
theorem, see [3, Theorem 9.3] shows that the representing measure yk (from Lemma
2.3) of this completely monotone function is positive.

We still have to treat the case where b = 0. In this situation choose a se-
quence {bn}neN such that bn > 0 and bn -*• 0 and observe that the pointwise limit
fk(x)/f(x) = linin^oo^n + fk(x))/(bn + f(x)) is again a completely monotone
function. In particular, yk is positive. •

The measures yk are even (sub-)probability measures,

yk(dt) = limftOt) = lim * * = 1[[ ^ T T T
oo) *^° *-*0b + f(x)

(if b = 0, a limiting argument as above still gives yk([0, oo)) < 1), whose Laplace
transforms approach the function x H-> 1 as it —> oo. By Levy's continuity theorem
we have

yk -> So as k —»• oo

vaguely, and by the uniform boundedness of the sequence {yk)k€N also weakly. We
can use this fact to construct approximations for every u e X.

LEMMA 2.5. Let {r,},>0, A, [n,}t>o be as in Assumption 1.6, / e ^SB^ with
representation (2.2) and {yk}keN as in Lemma 2.3. Then the Bochner integrals

(2.9) / T,uyk(dt), ueX,keN,
J[0,oo)
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define a sequence of bounded operators on X which strongly converges to the identity
operator on X.

PROOF. Write ak = 1/ /[0 Ykidt) and observe that lim^oo ak = 1. Since

ak I T,uyk(dt)\\ <

(2.9) defines indeed a bounded operator. For some small S > 0 we find

ak / T,u
J[0,oo)

-u
./[O.oo)

ak I (T,u - u) yk(dt)

< ak [ \\T,u - «|
J[O,S)

f2otk f yk(dt) ||u|
J

J[S,oo)

Letting first k —> oo and then <5 ->• 0 we get both

/• f
ak I T,u Ykidt) -> u and I r,«

•/(O.oo) J(0,oo)

M (strongly)

as k -*• oo since 1. D

Lemma 2.5 enables us to mimic the usual proof of the closedness of an infinitesimal
generator of a (C0)-semigroup.

PROPOSITION 2.6. Let {T,},z0, A, {/z,},>0 be as in Assumption 1.6, / €
representation (2.2), and {>4}t€^ a^ in Lemma 2.3. Wfe f/ien nave fne identity

(2.10)

iT,~l)mkit)dt/
(0,oo)

-b)o [ Ts
' J{0,oo)

= ([ (T, - \)m,it)dt - b) o f
\J(0,oc) ' J[0,oo)

for all k,l eN,b>0,andu e X.

Tsuy,ids)

Tsu

PROOF. Using the Stieltjes representation of / ,

x
fix)

./(O.oo) tix
Pidt),
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it is seen that for v € X

(Tt-\)vmk{t)dt < f \\T, -
./(O.oo)

\\\mk(t)dt
(0,oo)

< f f e-stdtp(ds)\\v\\

J(0,k) s

that is, both sides of the identity (2.10) are well-defined. Fixing kj e N, k ^ /, we
observe

( f (T,- \)mk(t)dt - b) o f Tsu y,(ds)
\J(0,oo) / J[0,oo)

= f [ (T,- l)Tsumk(t)y,(ds)dt -b f Tsu y,(ds)
J(,0,oo) J[0,oc) J\0,oc)

= I I Tl+Sumk(t)yl{ds)dt
J(0,oo) J[0,oo)

-f I Tsumk(t)y,(ds) dt - b I Tsuy,(ds)
J(0,oo) J[0,oo) ./[O.oo)

= / Tru(mk*y,)(r)dr-(b+ mk(t)dt] I Truy,(dr)
./[O.oo) \ J(,0,oo) / J[0,oo)

= / Tru((mk*y,)(r)k[0.oo)-(b+ mk{t)dt\ y\ (dr)

where A.[0,oo) denotes the one-dimensional Lebesgue measure on the half-line. The
Laplace transforms of

( ( f \ \ . b + f,(x)
(mk • Ki)A.[0.oo) - [b + / mk{t)dt y, I (x) = {-b - fk(x))

\ \ J(o,cc) ) ) b + f(x)
and of

km, * n)Voo) -(b+ f
V V ^(0,oo) b + J (X)

coincide, therefore the measures coincide and the same calculation as above with k
and / interchanged proves (2.10). •

REMARK 2.7. The key in the proof of Proposition 2.6 was to show that the rep-
resentation measures of both sides of (2.10) are the same. This was done via their
Laplace transforms. This, however, amounts to checking the identity (2.10) just for
the semigroup {e~'x},>0, x > 0 fixed.

https://doi.org/10.1017/S1446788700039239 Published online by Cambridge University Press

https://doi.org/10.1017/S1446788700039239


[14] Subordination in the sense of Bochner and a functional calculus 381

We shall combine (2.10) with the approximation result of Lemma 2.5 to show the
closednessof (Af,D(Af)).

THEOREM 2.8. Let {T,},>0, A, {/x,},>0 be as in Assumption 1.6, / e ^SSg of the
form (2.2) and [yk}keN os in Lemma 2.3. Then we have f0 T,u Yk(dt) e D(Af)for
allkeNandallueX,

(2.11) (Af-b)[ TlUyk(dt) = -bu+ I (T,-\)umk(t)dt, u e X,
J[0,oo) J(0,oo)

and ifu e D(Af),

f T,(Af-b)uyk(dt)
(2.12) J[0^

= -bu+ (T,-l)umk(t)dt, u G D(Af).
J(0,ca)

Moreover, D(Af) is dense in X and (Af, D(Af)) is a closed operator.

PROOF. Throughout the proof we denote by {•, •) the dual pairing of X, X* and 0
always denotes an (arbitrary) vector of X*.

In the proof of Proposition 2.6 we saw that u i-> f,0oo)(J,u — u)mk{t)dt is a
(strongly) bounded operator. Lemma 2.5 therefore allows us, for fixed k e N, to pass
to the weak limit / —>• oo in the identity (2.10). This yields on the left-hand side

lim l( f (T, - \)mk(t)dt - b) o f Tsu y,(ds), <p
' - ^W^O.oo) / J[0,oo)

(T,-l)mk(t)dt -b\u,cj>\

for all u e X and 4> e X*. Since the limit on the right-hand side exists, the very
definition of Af gives

l im/f / (T, -l)m,(t)dt-b)o f Tsuyk(ds),4>)

= l(Af-b)[ Tsuyk(ds),<p).
\ J[0,oo) I

The definition of D{Af) now implies—note that the limit on the left side exists—that
we have /,0oo) Tsu yk{ds) e D(Af). Since there were no restrictions on </> e X*,
(2.11) follows; (2.12) is derived similarly. Just observe that

(T, - \)m,(t)dt -b)o f Tsu yk(ds)
J

-b)o f
/ J[0,oo)

= 1 Ts(f
./[O.oc) \J(0,oo)
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holds for all u e X and that for u e D(Af)

weak- lim / (7, - l)umi(t)dt - bu = (Af - b)u.
'-+°° ./(O.oo)

That D(Af) C X is (strongly) dense follows at once from Lemma 2.5. In order
to check the closedness of Af on D(Af), we choose any sequence {un}neN in D(Af)
satisfying

un —>• u e X strongly and Afun -»• v e X strongly as n -*• oo.

We have to show that u e D(Af) and Afu = v. By (2.12) we have for any 0 e X*

if T,(Af-b)unyk(dt), (/>) = ([ {T,-X)unmk{t)dt-bun,A
*J[0,oo) ' W(0,oo) '

and as n -*• oo

if Tt(v-bu)yk(dt),<t>) = l f (Tt-l)umk(t)dt-bu,<t>).
>J[0,oo) ' * ./(O.oo) '

By Lemma 2.5 the strong limit

strong- lim / T,(v — bu) yk(dt) = v - bu
k^°° ./[O.oo)

exists, and according to the definition of D{Af),

u G D(Af) and Afu = v. •

We can now identify the generator of the subordinate semigroup, A1, and the
operator Af given by (2.4), (2.5).

COROLLARY 2.9. With the assumptions of Theorem 2.8 we have Af = Af.

PROOF. Clearly, the operators (Afk, X), k € N, generate (Co) contraction semig-
roups. An application of Theorem 1.1 yields

(2.13) Re(Afku,(f>)<0

for all u e X and all <t> e X* (note: for all it we have D(Afk) = X as \\Aft || < oo)
satisfying ||w||2 = \\(/>\\l = {u, </>). Passing to the limit k -*• oo in (2.13) we get

(2.14) Re(Afu,(t))<0
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for all u e D(Af) and all <p e X* such that ||w||2 = \\<j>\\l = («, </>). This is but the
dissipativity of As.

Since (A1', D(Af)) generates a (C0)-semigroup it is maximal dissipative (see [17,
p. 237, Lemma 4.17], [8, p. 21, Proposition 4.1]). But Af is a closed, dissipative
extension of (Af, D(Af)) and this is impossible unless Af = Af as operators. •

COROLLARY 2.10. Let {7",},>0, A, {fi,},>0 be as in Assumption 1.6 and f €
as in (2.2). Then for the domain of A^(as generator of the subordinate semigroup
{7/}<>o) we have

(2.15)

D(Af) = \u € X : lim / (T,u - u)mk(t)dt exists strongly \
I *->0° J(0,oo) J

= |M e X : lim I (T,u — u)mk(t)dt exists weakly\.

PROOF. Write (only in this proof) Af-W = Af and Af-S for the strong version of
Definition 2.2. We then have

Af c Af's C Af-W

where ' c ' means the extension in the sense of operators. By Corollary 2.9, however,
we also have

Af'w c Af,

which completes the proof. •

REMARK 2.11. A closer look at our method reveals that every approximation
{fn}n€N of some / € 38& (not necessarily in <£!%&) satisfying

lim /„(*) = f(x) for all x > 0 and /„ €
n-+oo

and, writing % = / „ / / (yn is a signed measure, the proof of Lemma 2.3 remains
valid),

yn -> So weakly in the sense of signed measures

leads to the same operator, namely Hindoo Afn = Af.
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3. An asymptotic result

[17]

We will now study a converse of (2.6). Consider the equality

(3.1) x>0,leN,

where b > 0 and fr is the (one-sided) Laplace transform of the (signed) measure

(3.2) A = / ( / ) ( v - 5 1 / , * v ) ;

recall that v is the representing measure of

1
(3.3)

f(x) J[0.OC)

e"xv(dt).

Assume moreover that v has a decreasing density n with respect to Lebesgue measure
on [0, oo)—this is always the case when / e ^ ^ ^ since then \/(b + f(x)) is a
Stieltjes transform with representing density n e 'rf^. Then Pi has a density

(3.4) ^ ( J C ) = / ( / ) (n(x)) - \V-Koo)(x)n(x - / " ' ) ) , x > 0.

Since n is decreasing, the total variation of p, satisfies

dp,
HA = f

J[0,oo)
dx

(x) d*

n(x)dx+ (n(x-rl) - n(x)) dx 1

= 2f(l) I n(x)dx < 2f(l)e j e'xln{x)dx < 2e
J[0,i-<) -MO./-')

<2e.
b + fil)

Thus, the family of measures {A},eJV has uniformly bounded total mass. This imme-
diately gives the following result.

LEMMA 3.1. Let[T,},>0, A, {/ii,}r>o be as in Assumption 1.6, / e SS& andv(dt) =
w(01 (o,oo)(0 dt as above, and Pi as in (3.1). Then

(3.5) sup
left f '" p,(dt) <2e\\u\

holds for all u e X.

Exactly as in the proof of Theorem 2.8, we obtain the following result.
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PROPOSITION 3.2. Let {r,},>0, A, {tx,},>0 be as in Assumption 1.6, / € S8& as in
Lemma 3.1, and fi\ given by (3.1). Then

fil)iT\n-\) I T,uyk(dt)

= / iT,-l)mkit)dt-b)o / Tsufr
\Ja).-x>) / J[o,oc)

holds for all k,l € N, and u e X.

REMARK 3.3. One should observe that in equality (3.6) both yk and # will depend
on b > 0.

PROOF. AS in the proof of Proposition 2.6, see Remark 2.7, it suffices to check (3.6)
for the semigroup e~'x with x > 0 fixed:

- e-xll)ykix) =-
fix) + b

= -ifk(x) + b)fil) \~e X

fix) + b

x). •

The combination of Lemma 3.1 and Proposition 3.2 yields the analogue of The-
orem 2.8.

THEOREM 3.4. Let {r,},>0, A, {/x,},>0 be as in Assumption 1.6, / e ^SS^ as in
(2.2), and {p,)leN, [yk)keN as before. Then f[0oo) T,u fr(dt) G D(Af) for all u € X
and I & N. Moreover

(3.7) f i l ) i T l / l - \ ) u = i A f - b ) I T s u / 3 , i d s ) , ueX,
•/[O.oo)

and, ifu e DiAf), also

(3.8) / ( / ) ( r , / / -\)u= ( Ts(A
f - b)u p,(ds), u e DiAf).

J[0,oo)

Note that the proof of (3.8) uses the closedness of the operator Af — b.

COROLLARY 3.5. With the assumptions of Theorem 3.4 we have

(3-9) ||(7; - l)u|| = 0(—^—) as e - » 0

for all u e DiAf).
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PROOF. If u € D{Af), (3.8) gives for/"1 = e,

(3.10) ||re« - II|| < — l — I \fr,t\(ds) (b\\u\\ + \\A'u\\),
J\€ ) J[0,oo)

and the assertion follows from ||/J, || < 2e, see Lemma 3.1. D

The following corollary contains the converse of Lemma 2.1.

COROLLARY 3.6. Under the assumptions of Theorem 3.4, the operator Af is
bounded if and only if either A is bounded or f is bounded or both are bounded.

PROOF. The sufficiency has already been established (under less restrictive assump-
tions) in Lemma 2.1. In order to see the necessity, let A1 be a bounded operator, that
is, || A^wll < C||M|| for some c > 0 and all u € X, and A be an unbounded operator.
Suppose lim^^oo f(x) = oo. In this case, (3.10) gives

\\T€u ~u\\< — p — (frlliill + UA'ull) < -7^77 (b + c)\\u\\

for all u e X. Thus,

e e ( 0 , l ) ,

with a constant C not depending on e. Letting e - > 0 w e find

C C
lim ||7; - 1|| < Urn = lim = 0,

that is, {7",},>o is continuous in the uniform operator norm. Therefore, see [14, p. 2,
Theorem 1.2], its generator A is bounded which contradicts our assumption. •

Our next corollary is a generalization of the well-known relation D(A^) C D(Aa)
ifO <a <P < 1.

COROLLARY 3.7. Let {T,},>0, A, {n,},>0 be as in Assumption 1.6, / € <€0B& given
by (2.2) and g be another, not necessarily complete, Bernstein function of the form
(1.7) with representing measure /x* and a = b = 0. If

(3.11) I — < oo for some € > 0,
7 f(t~)

we have D(Ag) D D{Af).
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PROOF. If u € D(Af), we get for any e > 0

I {Jtu-u)n'{dt) <[ \\T,u-u\\ng(dt)+ I fig(dt)\\u\\
J(0,oo) J(0,f) J[(,°o)

H'(dt)

0,0 J \l I

with a constant C depending on g, e, and b. Assumption (3.11) allows us to choose
e € (0, 1) such that the above integral converges. Therefore, u e D(Ag), and the
proof is complete. •

REMARK 3.8. It is easy to see that

(l~e-s/s)^g(ds) < —
(1 - e

holds for any 0 < 8 < e. Since

whenever the integral on the right hand side exists, and, since by integration by parts

f n»(dt) yg([8,€)) , f r 2 / ' ( t - ' )

' r2f'(f-l)g(rl)

for some fixed e > 0 and 8 -*• 0, it is a sufficient condition for (3.11) to hold that

is integrable in some neighborhood of +oo and that

The above remark contains an interesting special case. Since for Bernstein functions
/'(*)//(•*) < 1/^ holds (see, for example, [12]), both conditions in Remark 3.8 are
met if g(x)/f(x) decays like some power x~k. Let us state this criterion in the
following corollary.

COROLLARY 3.9. Let {rr},>0, A, {fi,}t>0, f e <€&&, and g e S8& be as in
Corollary 3.7. If for some k > 0 the ratio g(x)/f(x) = O(x~k) as x ->• oo, then
D(Ag) D D(Af).
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4. Towards a functional calculus

In our last section we will show that subordination in the sense of Bochner gives
rise to a reasonable functional calculus for the generators of subordinate semigroups.
In particular, we will prove some multiplication rule for these generators. First of
all, however, let us discuss the relation to other functional calculi. In [2] and [19] it
was shown that the above construction of Af extends the Dunford-Taylor functional
calculus [7, Chapter VII.3, VII.9] in the following sense: the resolvent of (A — e) / ,
e > 0, is given by

(4.1) ( A - ( A - O / ) " 1 « = (A + / ( e - A ) ) - 1 « , X>-f(-co),

where the right hand side is to be understood in the sense of the Dunford-Taylor
functional calculus. Both sides of (4.1) converge as e —> 0, see [19, Theorem 4.3] or
[2, Proposition 5.17; Theorem 4.2]. It is therefore justified to write —f(—A) = Af

for / € 'gSSP.
From now on we will, however, follow a somewhat different route which is closer

to Dunford and Schwartz's definition of functions of an infinitesimal generator, see
[7, Chapter VIII.2] and [10, Chapter XV. 1,2]. In particular, our definition of Af for
bounded / , for example, for the approximations fk of (2.3), matches the definition
given in Hille and Phillips [10, equation (15.4.1)].

Here are some rules for generators of subordinate semigroups.

THEOREM 4 . 1 . Let {T,},i0, A , {fi,},>0 be as in Assumption 1.6 and f g e
with representations of type (2 .2 ) . Then we have

(1) af € ^SS^ (a > 0 ) and Aaf = a A f

(2) f + ge tf&& and Af+g = Af + A*
(3) / o g e tf@& and Afog = (A«)7

(4) if a > 0 then Aa+x+f = -a + A + Af

(5) if fg e <€m& then Afg = -Af o Ag = -As o Af

(5-bis) g(x) = x/f(x), g G ^SSP and A = -Af o Ag = -A* o Af

where the right-hand sides of (I )-(5-bis) are equalities in the sense of closed operators
with the usual domains for sums, compositions, and so on, of operators. Note, that
we can always identify A1', Ag, and Afg with —/(—A), —g(—A), and —(fg)(—A),
respectively.

PROOF. Clearly, fge ^dB^ implies that af, f + g, f o g e ^SS^, see, for
example, [2, 18]. Since D(A) c D(Af) D D{Ag), all of the above operators are
densely defined. By the linearity of the definition of Af, that is, of Af (Definition
2.2), (1), (2), and (3) are immediate, (3) being a consequence of the transitivity of
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subordination, (7 / ) = T,f°K, see [5, Theorem 4.4.3]. In order to prove (4), observe
that Af is an A-bounded operator in the sense that HA^wll < e|| AM || + cf ||M||, see, for
example, the proof of Lemma 2.1 or [19, Theorem 5.1]. Thus, (b + A + Af, D(A))
is a closed operator and the assertion follows from formula (2.1).

For (5) we proceed as in the proof of Theorem 2.8 (with b = 0) and note the
following identity (k,l,m e N)

(4.2) fk(x)g,(x)y^(x) = (fg)m(x)Y?(x)%f(x)

where we used the notation of Lemma 2.3, that is,

h(x)

with h = / , g, fg and hk means the truncation as done in (2.3). Now (4.2) shows for
all u € X

(4.3) AAA* I T,uYlg(dt) = -AVg)" [ [ Tl+suYl
g{dt)yk

f(ds).
J[0,oo) J[0,oo) J[0,oo)

If u e D(A^ o A*) = {u e X : M e D(A«) and A*M 6 D(Af)}, we find by letting
/ -> oo, /: ->• oo, and r/ien m -> oo in (4.3) that M e D(A/ g) , defined as in Definition
2.2, hence Af o As c -Afg and, by symmetry, Ag o Af c - A / g .

If, conversely, u e D(Afg) (given by Definition 2.2 and Corollary 2.10), we first let
m -> oo in (4.3) and afterwards / —>• ooandA: —>• oo. This shows that M € ^(A^oA*)
and therefore -Afg c Af o Ag and - A / g c A8 o Af, respectively.

Assertion (5-bis) follows directly from (5) and Theorem 1.5. Note, that with our
assumptions on / one has Hindoo g(x)/x = 0 (that is, g has no linear part) but it
might occur that l i m ^ o g M = l / / ' (0 ) > O(if/'(O) < oo). Thus, g is up to a trivial
part of the form (2.2) and (5) is indeed applicable (see also (4)). •

REMARK 4.2. (a) Theorem 4.1 shows, in particular, that for / , g e <€<%& such
that fg € ^SSP always D(Af o A8) = D(Ag o Af) = D(Afg) holds true. This is
but to say

u e D(Af) and Afu e D(AS) if and only if u e D(Ag) and Agu e D(Af).

Therefore, it is possible to speak of Af and A* as commuting operators whenever
fg € &&<?.
(b) Another consequence of 4.1 (5) is that for / e

-Af =
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(c) The representing measure of fg can be explicitly calculated. If / has the
representation

fix) f o'jdt) Mx)=r oHfit)
+ x x Jm) t+x= / 7

J(0,oo) '

with afk = 1(O,*)()CT/—see Theorem 1.5 (2), (2.2), (2.3)—and similarly jr'g(jt) and
x~lgk(x), we can use a convolution-type theorem for the Stieltjes transform, see [20,
(2),(3)], that implies

aJS = I —aJ + I — a".
/(o.oo) y ~ t J(o,oo) y — t

Here, the integrals are to be understood as Cauchy principal values,
(d) It might be instructive to note that Theorem 4.1 covers the case of the Yosida

approximation of an infinitesimal generator A. The Yosida approximation is the family

Ak = kA{k-AY\ k > 0

of bounded linear operators that strongly approach A on D(A) as k ->• oo.
If we put y{k\ x) = kx(k + x)~l, we find on X

; ) = -y(X; -A) =

and similarly

for any / e

The requirement that fg e "tf^P for / , g e <€&& in (5) of Theorem 4.1 is
quite restrictive. We can overcome this difficulty if we use Berg's result [1] that the
cone of Stieltjes functions is logarithmically convex, that is to say that for all Stieltjes
transforms 4>, Y and any 0 < k < 1, <J>xr'"x is again a Stieltjes transform. Combining
this with Theorem 1.5 (1), (2) we get

(4.4) / y - * € <&&& for all fge ^SSP, 0 < k < 1.

This observation together with Theorem 4.1 enables us to write down a consistent
formula for the operator (fg)(—A) and all / , g e c€88&—even if Afg has no longer
any meaning since it cannot be the generator of a subordinate semigroup if fg g 38 &.

DEFINITION 4.3. For / , , / 2 / « £ ^ ^ ^ " , N e N, we set

(4.5) (/, • f2 • • • fN)(-A) = [(-Af''") o (-Afl'") o • • • o ( -A'"") ]"

on its natural domain.
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Let .6/ = {/,/2 • • • / „ : N e W, f} e tf&&, 0 < j < N] denote the set of
all finite products of ^ ^ ^ - f u n c t i o n s . We want to show that the above definition
extends Theorem 4.1 (5) to the set si'. First, however, we have to check that (4.5)
gives a well-defined operator. Let F € s/ with representations F = f\ f2 • • • /N and
F = gig2 •••gu,M>N, fj, gj € ^SSP. Extending (4.4) to N-fold products we
see, by Theorem 4.1 (5)

o ( -

(note that ( - 1 ) " = (—I)"2) and an analogous formula for the other representation
of F. In particular, we find Fl/N, Fl/M e "tiSSP and it remains to show that
[—A ]N = [—A' ]M. However,

where the first equality is well-known for (arbitrary) powers of closed operators, while
the second identity follows from Theorem 4.1 (3). (All equalities are to be understood
in the sense of closed operators.) Thus, (4.5) is well-defined for s/ and the following
corollary shows that it indeed extends Theorem 4.1 (5).

COROLLARY 4 . 4 . Let {T,},>0, A , {/z,},>0 be as in Assumption 1.6, f,ge

with representations of type ( 2 .2 ) and put H = fg e s/. Then

(4.6) H(-A) = AfoAg = AsoAf

(4.7) (xf)(-A) = AoAf = Af oA.

More generally, ifH = FG with F, G € <€&&, then

(4.8) H(-A) = F(-A) o G(-A) = G(-A) o F(-A).

The above equalities are to be understood in the sense of closed operators.

PROOF. Put B = A^~g. By definition, H(-A) = B2, and B = A-^ = A^7 o

o AV7 5 y Theorem 4.1 (5). Since

D(B2) = \u 6 X : u e and

= {u eX :u e D(A^), A^u e

and A^A^A^u e
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we get from Remark 4.2 (1) that D(B2) = D(Af o Ag) = D(Ag o Af) and, again by
Remark 4.2(1), (2), that

B2 = (A^A^\ O (A^A^\ = [A^A^\ O (A^A^) = AfoAs = Aso Af.

This proves (4.6). Now (4.7) follows from (4.6) since we have xf{x) =
and y/x € c&38& which has also a representation of type (2.2).

Finally, (4.6), (4.7), and Theorem 4.1 (5) prove (4.8) if F, G are in <€&&, but do not
necessarily have the form (2.2). Assume now that F e "^38^ and G = g\g2 • • • g»
with gj € <€$&&. Then H = F • gtg2 • • • gM e si and

H{-A) = F(-A) o gd-A) o • • • o gM{-A) = F(-A) o G(-A)

which proves (4.8) first for F e 'tfggg a n d G e ^ and, by iteration, for F,G e si.

•
Let us point out the connection of Corollary 4.4 with results obtained by deLauben-

fels [6] where automatic extensions of (bounded) functional calculi to wider classes of
functions are considered. Our extension resembles Method II introduced there, see in
particular [6, Examples 4.1, 4.2]. However, in our situation these constructions seem
not directly applicable since neither ̂ SS^ nor si are algebras. It is obvious that we
cannot transfer our results to the algebra generated by ̂ ^^ or si without losing all
the nice properties, for example, information on closedness and so on.

We finally prove some convergence results for sequences of subordinate generators.

THEOREM 4.5. Let {T,},>0, A, {/x,},>0 be as in Assumption 1.6 and {f(n)}n€s be a
sequence of complete Bernstein functions of the form (2.2) with pointwise limit f. If
f has no linear part, that is, if linrt_.Oo •*"' / (•*) = 0, then

(4.9) strong- lim AfMu = Afu
n—>oo

f*"). (Note that always D (A) c D (Af )DfX^=l D (A f'"').)

PROOF. AS pointwise limit of complete Bernstein functions / is itself in
Define as in (2.3) for k e N the truncation (/(n))t of /<n) with n e N being fixed. Since
f(n) is of the form (2.2), some elementary calculations show f(n)(x) = f0 x/(t(x +
t))p(n)(dt) and (fM)k(x) = f(Ok)x/(t(x + t))p(n)(dt), see also Theorem 1.5 (2)
and (4).

We claim that

(4.10)
lim (/(n))*(x) = lim lim (/<">)*(*) = lim lim(/(")),(;c) = / (*) , x > 0,

n,k—>oo Jt-»oo n—»-oo n—took—*oo
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holds true. In order to prove (4.10) we note

\f(x) - (fM)k(x)\ < \f(x) - f\x)\ + |/<">(*) - (fM)k(x)\

393

/
[k,oo) ' \ x T I)

Moreover, for every / > 1

x

J[k,a
Pin)(dt) <

J[k,oo)

xlx+k/l
x + k J{k,x)t(xl + t)

Pw(dt)

which implies

lim lim

x+k

= lim lim
n->oo*->oo

f
JC + A;

Since / has no linear part, lim/^oo f(xl)l~l = 0, and (4.10) follows.
Using the results of Section 2 we get

f(n)\
and

f (n)

•« € iV

for suitable sub-probability measures y/"' and y(n). Hence,

iZ « _ IZ « Z / (») («)\

with another sub-probability measure y/n> • y(n). Therefore, Remark 2.11 applies and
shows that the double sequence

lim A(f"")ku = Afu
*,«-»oo

converges strongly for all u e D(Af).
For fixed u e D(Af) and any e > 0 there is a number N = N(e, u) such that

<e for all n,k>N.

By the triangle inequality we get for u € D{Af) and n, k > N(e, u)
ii it ii II

"'u < \\Afu-

If also M € D(AfM) for all n > A^(a, e), we find that li
it —> oo and the assertion follows as € —> 0.

\\Afu - Af>n'u\\ < € for
•
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The assumption li x ' f(x) — 0 in the statement of Theorem 4.5 is essential.
For example, put fin)(x) = nx(n + JC)"1 which is a complete Bernstein function
with limiting function f(x) = x as n —> oo (note that — f{n){—A) is just the Yosida
approximation of A). Clearly, p(n> = nSn and therefore

lim lim(/(n))i(x) = x ^ lim = 0 , A: > 0,

though still limn^oo Af"" = A strongly on D(A). The reason that the proof of
Theorem 4.5 fails is that pin) as n ->• oo pushes too much mass too fast to oo—this is
the only way to produce linear growth in the limiting function if for the approximations
lim^oojc"1 fin)(x) = 0, n e N, holds. Therefore we have to adapt our truncation
procedure, that is, we have to choose in (/<n))* the truncation k e N in dependence of
neN.

COROLLARY 4.6. In the situation of Theorem 4.5 assume that the sequence /<n)

has a limit f such that linr^oo*"1 f(x) = b > 0. Then D(Af) = D(A) and for
u e D(A) we have lim,,^,^ Af" u = A1u in the strong topology.

PROOF. That D(Af) = D(A) if (and only if) b > 0 was, for example, shown
in [19]. Since f[0oo)(t(l + t))~] p(n)(dt) < oo for every n e N, we can choose a
k = k(n) € iV suchthat f[k(n) ^ r2 pM(dt) < n~l. Thus,

|/0O - (/(n))*<n)to| < | / to - fM(*)\ + |/("'U) - (fXnM)

<\f(x)-fin)(x)\ + -,1 ' n

that is, limn^oo(/
("))Jt(n)(A:) = f(x) and with the same reasoning as in the proof of

Theorem 4.5 we find for every e > 0 and u e D(A) a number N(u,e) such that

Afu - AlfM)t">u < e for all n > N(u,e).

Since limm^oo A ' ^ ' ^ M = AfMu foralln eiVandu e D( A), we may choose a natural
number M(u, e, n) > N(u, e) such that

A ^ ' M - A ^ ' ^ M + U ( / ( " 1 ) ' M - A ( / ( " ) ) " M < 2e for all m,l > M(u,€,n).

Enlarging k(n) such that k(n) > M(u, e, n), if necessary, we find

< /'"»-H - Af'"'u

if n > N(u, e) and k(n), m > M(u, e, n), and the claim follows as n -> oo. •
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Note added in proof

All results of Section 2 and those of Section 4 that do not rely upon the log-convexity
of the cone <io@S&—it is used only in Corollary 4.4—hold also for 3§& and not only
for the subclass C£S8&. In order to see this, we remark that for any g e 3S& with
g(x) =a + bx + /(aoo)(l - e~sx) /x(ds) we have

— = - + b + f l ~e S n(ds) = -+b+ f e~rx fi([r, oo)) dr e VOt,
x x J(0,oo) x x •'(Coo)

and thus, see [3, Exercise 9.10], g o f/f e <€Jt for all / e S8&. We use now the
Yosida approximation v(n; x) = nx/(n + x), n e N, which is itself in 38&—see
Remark 4.2(d) for details—and find

lim y(n; /(*)) = f(x) and y(W;/f)) = yn(x) e

with positive sub-probability measures yn. By Levy's continuity theorem, yn -» So

(the argument of Lemma 2.4, 2.5 applies), hence the conditions of Remark 2.11 are
met (with obvious changes in the notation, for example, /„ of Section 2 has to be
redefined as /„ := y(n; /(•)) etc.).
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