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Abstract
Ecological inference is a statistical technique used to infer individual behavior from aggregate data. A par-
ticularly relevant instance of ecological inference involves the estimation of the inner cells of a set of R × C
related contingency tables when only their aggregate margins are known. This problem spans multiple
disciplines, including quantitative history, epidemiology, political science, marketing, and sociology.
This paper proposes new models for solving the problem using the latent structure theory, and presents
the ecolRxC package, an R implementation of this methodology. This article exemplifies, explains, and
statistically documents the new extensions and, using real inner cell election data, shows how the new
models in ecolRxC lead to significantly more accurate solutions than ecol and VTR, two Stata rou-
tines suggested within this framework. ecolRxC also holds its own against ei.MD.bayes and
nslphom, the two algorithms currently identified in the literature as the most accurate to solve this prob-
lem. ecolRxC records accuracies as good as those reported for ei.MD.bayes and nslphom. Besides,
from a theoretical perspective, ecolRxC stands up for modeling a causal theory of political behavior to
build its algorithm. This distinguishes it from other procedures proposed from different frameworks (such
as ei.MD.bayes and nslphom) which model expected behaviors, instead of modeling how voters
make choices based on their underlying preferences as ecolRxC does.

Keywords: discrete choice models; ecological inference; elections; latent factors; R-package; vote transfers

1. Introduction
Ecological inference is a statistical technique used to infer individual behavior from aggregate data.
This methodology has been used to gain insights into how people think, behave, and make deci-
sions in a variety of contexts, such as voter behavior and consumer preferences (King, 1997). A par-
ticularly relevant instance of ecological inference comprises the estimation of the interior-cells of a
set of R × C related contingency tables when only their aggregate margins are known in a number of
subunits. This problem has attracted the interest of researchers for decades (Pavía and Romero,
2024b), chiefly within the disciplines of political science and sociology in connection with voters’
electoral behavior. For example, the two-way table could be about the transfer of numbers of indi-
vidual voters between parties from one election to the next when only the actual marginal results
from the two elections in a number of local units (polling stations) are known.

This paper proposes new models for solving this problem using the latent structure approach
and describes the ecolRxC package, an R implementation of this methodology. Compared to
previous solutions within this framework (ecol and VTR), our implementation can generate
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both global and unit table estimates and uncertainties, and can lead to significantly more accurate
inferences. Our approach also stands up against the two algorithms (ei.MD.bayes and
nslphom) currently considered in the literature as the most accurate (Klima et al., 2016;
Plescia and De Sio, 2018; Pavía and Romero, 2023), differentiating itself from them by how it
builds its algorithms: our approach models causes of electoral behavior instead of consequences.

In elections, officially reported aggregate statistics are abundant, and usually valid, while
individual-level opinion polls are not always available or reliable. Hence, ecological inference
algorithms are routinely employed to approximate voter transition matrices between elections,
estimate split-ticket voting behaviors, or disentangle racial voting patterns (e.g., Füle, 1994;
Park et al., 2014; Barreto et al., 2022). Ecological inference is also used in US Courts on voting
rights litigations (Greiner, 2007). The difficulty with ecological inference stems from its intrinsic
indeterminacy (Manski, 2007), as there are countless internal cell count distributions compatible
with the observed marginal totals. This triggers the potential emergence of the so-called eco-
logical fallacy (Robinson, 1950), sparking much debate over the methodology (Collingwood
et al., 2016).

Although there are many more approaches in the literature that deal with the 2 × 2 problem
than with the more general R × C specification, a significant number of models have also been
proposed to solve the latter (e.g., Brown and Payne, 1986; Tziafetas, 1986; Thomsen, 1987;
Rosen et al., 2001; Andreadis and Chadjipadelis, 2009; Greiner and Quinn, 2009; Puig and
Ginebra, 2014; Pavía, 2024a; Pavía and Romero, 2024a). Some of these models have been imple-
mented in R (R Core Team, 2023) packages available on CRAN. Among these, the eiPack (Lau
et al., 2023) and lphom (Pavía and Romero, 2024c) packages stand out for having the functions
(ei.MD.bayes and nslphom, respectively),1 with the highest reported accuracies to date
(Klima et al., 2016; Plescia and De Sio, 2018; Pavía and Romero, 2023).2

However, in the same vein as the rest of the models available in R packages, these models base
their inferences on modeling the expected consequences of voters’ political behavior. Their pro-
ven practical accuracy is grounded on the particular way they operationalize the assumption of
underlying similar/related3 conditional row probability/fraction4 distributions across tables.
This is an assumption on which almost all the methods rely, founded on the empirical observa-
tion that people belonging to the same group tend to vote probabilistically alike (Pavía and
Romero, 2024a), mediated by the particular context (Schmitt et al., 2021).

The model proposed by Thomsen (1987), on the contrary, is grounded on a comprehensive
theory for behavioral choice which can be used as an instrument for explaining voting behavior
as well at the aggregate as at the individual level. Thomsen’s methodology is based on a latent

1They run respectively a variant of the Bayesian hierarchical Multinomial-Dirichlet model proposed by Rosen et al. (2001)
and the nslphom linear programming-based algorithm suggested in Pavía and Romero (2024a).

2Other methods implemented in R to solve the general R×C problem include the iterative version of the 2×2 model pro-
posed by King (Choirat et al., 2017), the multivariate generalization of the Goodman (1953, 1959) regression method
(Collingwood et al., 2016; Lau et al., 2023), and the vottrans (Gampmayer, 2016), RxCEcolInf (Greiner et al.,
2021), and eiCircles (Forcina and Pavía, 2024) packages. It should be noted that RxCEcolInf has not been supported
or maintained since November 2022 and has been removed from the CRAN repository. Other related packages include the
eco (Imai et al., 2008, 2011), MCMCpack (Martin et al., 2011), ei (King and Roberts, 2016), and ei.Datasets (Pavía,
2022) packages.

3While some models assume similar conditional row distributions across tables, others prefer to see them as related, con-
sidering them as realizations of an underlying probability distribution.

4There is a subtle difference between inferring probabilities and fractions. Probabilities can be observed as the underlying
propensities that voters have to behave in a certain way, either based on their latent preferences or in a subsequent election
conditioned on their behavior in a previous one. Fractions measure the actual behavior of voters in the elections. Under a
superpopulation scheme, probabilities serve to model how voters would have behaved if the elections were repeated several
times in similar conditions and fractions account for the particular way voters behave in the only realized elections (Pavía,
2024b). In political science the interest is usually in knowing fractions, whereas in epidemiology the goal is estimating
probabilities.

2 Jose M. Pavía and Søren Risbjerg Thomsen
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structure theory which asserts that voters, having a preferred policy position (usually called an
ideal point) in a multidimensional issue space, make choices based on this position but also
on some valence issues (Groseclose, 2001) common to all voters, taking into account the different
special interests that each party and candidate represent and their “general popularity” caused by
valence issues (Thomsen, 2011).

From a domain perspective, the substantial interpretation of the latent model is that the
change between elections (or voting among different social groups), apart from stochastic vari-
ation, is generated in the same way for all voters, whereas, from an operationalizing perspective,
the latent structure approach impels the use of econometric discrete choice models (Train, 2009).
When using binary choice models, this leads to a particular functional relationship between the
individual and the ecological (aggregate) correlation that Thomsen (1987) exploits for performing
cross-level inference after assuming functional homogeneity; an assumption which is supposed to
be valid within politically homogenous geographical regions.

Although strictly speaking the model developed in Thomsen (1987) only applies to genuine
binary (2 × 2) choice, as Thomsen (1987) suggests, it can be extended to multivariate (R × C)
choice after adjusting initial estimates of binary choice probabilities to reach logical consistency.
Two procedures have been proposed to achieve this. First, Thomsen (1987) conceived an innova-
tive method to adjust crude binary probabilities based on an iterative refinement of the initial
estimates that exploit the latent structure methodology in each step. Later, Park (2008) suggested
doing this by using iterative proportional fitting (Deming and Stephan, 1940). These solutions to
estimate R × C ecological tables from crude binary probabilities using latent structure approaches
are, however, incomplete and were (until now) only programmed in some difficult-to-reach (and
use) C++ and Stata codes: ecol (Thomsen et al., 1995; Siegumfeldt, 2004) and VTR (Park,
2002).

Regarding the limitations of ecol we find that it (i) does not yield measures of uncertainty
(error estimates), (ii) only considers the logit transformation of the marginal observed propor-
tions, (iii) rests on the Yule’s Q approximation (Johnson and Kotz, 1972) to derive cross-
probability estimates from the marginal proportions and estimated correlations, and (iv) requires
the choosing as reference of both a row and a column option, on which the attained solution is
dependent. This last feature of the approach differentiates it from multinomial logistic models,
where solutions are independent of what option is chosen as reference. Regarding VTR, its
main restrictions are that it (i) achieves congruence using an ad hoc alien method, (ii) returns
(1− α = 0.95) confidence intervals solely in the 2 × 2 case, and (iii) only estimates global tables
when, as it is well-known (e.g., King, 1997; Pavía and Romero, 2024a), solutions attained by com-
bining local solutions tend to be superior.

The aim of this paper is twofold. On the one hand, it introduces the R-package ecolRxC, an
easy-to-reach, well-documented package, accessible on CRAN, that implements, extends, and
improves the solutions proposed by Thomsen (1987) and Park (2008). On the other hand, it stat-
istically documents and explains all its new extensions and shows, using actual inner cell election
data, how the new models lead to more accurate solutions. We use real data from several general
elections held in New Zealand and Scotland to assess accuracy. Despite the secrecy of the vote, the
actual cross-distributions between voting for a party and voting for a candidate are available in
these elections.

The ecolRxC package, in addition to being able to generate ecol and VTR outputs, extends
Thomsen (1987) and Park (2008) in four directions. It (i) can generate solutions for all local
units, also when using Park’s approximation; (ii) can estimate uncertainties for both global
and local solutions, with both approaches and for the R × C general case; (iii) can produce esti-
mates that do not depend on choosing a reference row and column; and (iv) can handle as many
as eight different scenarios (Pavía, 2023) regarding entries and exists in the electoral lists between
elections, in addition to the option of simply adjusting the census changes (Brown and Payne,
1986).
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2. Methodological background
Without loss of generality, we consider the problem of inferring voter transition rates/probabil-
ities between two sets of parties across two consecutive elections and assume the same voters (i =
1, 2, …, T) participating in both elections. These are restrictive conditions that can obviously be
relaxed, for instance, by also considering entries and exits on the census. Later, to test the differ-
ent methodologies, we also consider the case where voters have two choices in the same election:
one for a party and the other for a candidate (who need not come from the chosen party). In that
scenario, we can observe the choice of party as the “first election” and the choice of candidate as a
choice of a “party” in the “second election.”

Let R and C be the number of parties, including the “party” of abstainers, competing in both
elections. The goal is to estimate, using ecological inference, the R × C matrix of joint probabil-
ities/fractions pjk of voting for parties j and k ( j = 1, 2, …, R and k = 1, 2, …, C) in, respectively,
elections 1 and 2 in the whole region. The matrix for the whole region (district) can either be
estimated directly or indirectly by first estimating the matrix for each local unit within the district
and then adding all the local estimates.

To respond to this challenge, ecological inference exploits the known electoral support (the
marginal probabilities/fractions/counts) gained by the competing parties in the two elections
in a set of polling units (u = 1, 2, …, U) that make up the constituency/district. This defines
an under-identified problem that requires some assumptions to be made. Unlike most methods,
which assume similar/related pjk across units (i.e., that the pjk are (conditional) independent of u),
Thomsen (1987)—the latent structure approach—supposes, grounded on spatial and valence the-
ories of party choice (see, e.g., Sanders et al., 2011), that the individual probability of a certain
choice is function of a latent variable (or set of variables) associated with the individual, as
well as of the parties’ popularities and positions (see, also, Thomsen, 2011). Under these assump-
tions, each voter’s latent position drives her/his choices in the two elections and shapes the
observed aggregate outcomes across all individuals in the local unit.

With binary choice and assuming functional homogeneity across all individuals (i.e., constant
party positions and popularities across units), Thomsen (1987), Park (2008) and Park et al.
(2014) demonstrate that the latent structure approach enables (i) the aggregation of individual
choices within local units and (ii) the establishment of a latent relationship with observed frac-
tions from which ecological inference can be carried out without the need to estimate the latent
variables. They prove that to perform ecological inference it is enough to ascertain a functional
relationship between the individual and ecological correlations.

2.1 Binary choice model: the 2 × 2 case

Mathematically, considering an election in which each voter must choose between two parties
(1 and 0) and denoting by li the d-dimensional vector of latent long-term policy positions
(and/or partisanship) of voter i, the binary latent structure model choice states that li impacts
probabilistically on the voter’s choice in both elections, vi,1 and vi,2, through the equations:

P(vi,1 = 1) = f (a1 + b1li)
P(vi,2 = 1) = f (a2 + b2li)

(1)

where the coefficient αt and the d-vector of coefficients βt (t = 1, 2) capture, respectively,
the popularities and party positions of the reference party in both elections5 and f is

5In equation (1), voters’ preferences and party policy positions are represented as vectors. While a more parsimonious
specification can be achieved by representing preferences and positions as scalar ideal points, as is common in the literature
on political ideology (Battista et al., 2022), we prefer the current specification because it adds flexibility to the model. Both the
number of relevant dimensions at play in each election and the weights assigned by electors to each dimension can vary

4 Jose M. Pavía and Søren Risbjerg Thomsen
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a proper function that can either be the cumulative normal function or the logistic
function.6

Equation (1) models the causal process in which, in our model, the stable opinions of voters
are confronted with the often-changing policies of parties and candidates to produce the voting
behavior. As argued and tested on cross-national data in Thomsen (2011), the interplay
between individual voters and parties is better modelled by the product between the position
of the voter and the position of the party (known as “the directional model” in the literature
on issue voting; Rabinowitz and Macdonald, 1989) than by the distance between the two
(known as “the proximity model”; Downs, 1957). With the directional model, the valence para-
meters (αt) are much better predicted by the mean sympathy score for the party than in the
proximity model.

When only aggregate information is available, all components in equation (1) are unobserved,
so to relate it with the known outcomes, individual probabilities must be aggregated to (averaged
at) the polling unit (or constituency) level. In doing so, we consider that the number of voters Tu
in each unit is large enough as to make “sampling” errors negligible. This allows to state that the
relative marginal outcomes pu,1 =

∑
i[u

viu,1/Tu and pu,2 =
∑
i[u

viu,2/Tu are (almost) equal to the

expected vote fractions in the unit and get:

E(viu,t) = pu,t =
∫

<d

F(at + bt liu)f(liu|Lu, V)∂liu

after assuming, as in Thomsen (1987), that the underlying dimension liu is normally distributed
with mean Lu and variance–covariance matrix Ω.

Carrying out the integral (Thomsen, 1987: 56), we obtain:

E(viu,t) = pu,t = F
at + btLu�������������
1+ btVbT

t

√
⎛
⎜⎝

⎞
⎟⎠ (2)

which is formally the same as (1), except for a rescaling value. Indeed, as αt, βt, and Ω are
assumed to be constant across units, equations (1) and (2) state that the model for aggregate
behavior, apart from rescaling, is equal to the model for individual behavior. What is more,
(1) implies that the utilities to vote for a given party in the two elections (their inverse-probit
transformed probabilities) are linearly related to each other and, by application of the axiom
of local independence at the individual level, that the joint distributions of Φ−1( pu,1) and
Φ−1( pu,2) (and of Φ−1( pu,1) and Φ−1(1− pu,2), Φ

−1(1− pu,1) and Φ−1( pu,2), and Φ−1(1− pu,1)
and Φ−1(1− pu,2)) are binormal. In general:

p jk = F2(F
−1(p j,1), F−1(pk,2), r jk) (3)

between elections. Our specification allows us to capture both issues through the βt’s. Although the multidimensional
representation does not play any role in our current implementation, as it does not require the explicit estimation of latent
factors, this is recommended in an implementation where latent factors were estimated. Furthermore, to capture the relation-
ships that exist between candidate/party policy positions and valence differentials among candidates/parties, as discussed in
the literature (see, e.g., Ansolabehere et al., 2001; Groseclose, 2001), the above specification could be extended under a multi-
choice model approach by considering a simultaneous multi-equational system for each election.

6For mathematical convenience, in the rest of this subsection, we assume f =Φ, the cumulative distribution function of the
standard normal distribution.
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which allows estimation of the joint probabilities when ρjk, the so-called tetrachoric correlation
coefficient, is known.

As Thomsen (1987) shows, when it is assumed that the latent variable variation between indi-
viduals has the same structure as the latent variable variation between local units (a reasonable
isomorphism assumption when units are not too large within relatively politically homogenous
geographical regions) and that the former variation is significantly greater than the latter, ρjk
can be properly approximated by the corresponding ecological probit (or logit) correlation, ρe,
and be estimated from the observed marginal counts. An alternative identification condition is
presented in Park (2008: 34–38).

At this point, joint probabilities can be directly estimated using equation (3) or, as Thomsen
(1987) suggests, be approximated using equation (4). Equation (4) is derived using Yule’s Q
approximation to estimate the tetrachoric correlation (see Thomsen, 1987: 64) and has slightly
lesser computational costs.

p jk ≈
1+ 2r̂ep j,1 + 2r̂epk,2 − r̂e −

�����������������������������������������������������
(1+ 2r̂ep j,1 + 2r̂epk,2 − r̂e)

2 − 8r̂e(1+ r̂e)p j,1pk,2
√

4r̂e
(4)

2.2. The general R × C case

The greatest limitation to the use of the latent structure theory for bivariate choice on actual elec-
tions resides in the non-duality of voters’ choices in actual elections. Even in two-party systems
(or second round-off presidential elections) the third alternative of “non-voting” is a possible
choice. Hence, the above 2 × 2 approach needs to be extended to the R × C case to be useful.
Both Thomsen (1987) and Park (2008) each make a proposal, with both proposals departing
from crude binary choice estimates.

As a first step, they estimate raw joint probabilities pjk by applying either equation (3) or (4) to
the artificial set of binary choices defined by choosing, in election 1, between party j and the other
parties and, in election 2, between party k and all other parties. Unfortunately, these crude binary
choice-estimated probabilities are not congruent with the observed results. The sum across j (k)
of the estimated joint probabilities p̂jk does match the observed marginal fractions pj+ (p+k).
Hence, as a second step, Park (2008) and Thomsen (1987) propose a way to fix this. Park
(2008) suggests using the iterative proportional fitting algorithm (Deming and Stephan, 1940),
whereas Thomsen (1987) proposes the use of a more complex algorithm that requires a reference
or pivotal party to be chosen in each election.

Denoting by r1 and r2 the reference parties in, respectively, election 1 and election 2, the ori-
ginal iterative algorithm of Thomsen works as follows.

(i) First, crude binary choice probabilities p̂(0)jk are computed.
(ii) Second, the temporary estimates of (i) are used to estimate the margins of a set of theor-

etical 2 × 2 tables composed by the set of parties {{ j, r1}, {k, r2}}, with j≠ r1 and k≠ r2:
p̂(0)jk + p̂(0)jr2 , p̂

(0)
r1k

+ p̂(0)r1r2 , p̂
(0)
jk + p̂(0)r1k

, and p̂(0)jr2 + p̂(0)r1r2 . And, from them, the joint probabilities

p̂(0)jk are updated employing equation (5), which derives from Yule’s Q approximation for

the tetrachoric correlation.

p̂(1)jk = p̂(0)jr2 p̂(0)r1k

p̂(0)r1r2

1+ r̂(0)jk|r1,r2
1+ r̂(0)jk|r1,r2

(5)

where r̂(0)jk|r1,r2 is the across units ecological correlation between ln((p̂(0)jk + p̂(0)jr2 )/(p̂
(0)
r1k

+ p̂(0)r1r2 ))

and ln((p̂(0)jk + p̂(0)r1k
)/(p̂(0)jr2 + p̂(0)r1r2 )).

6 Jose M. Pavía and Søren Risbjerg Thomsen
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(iii) After applying (ii), we have new (updated) estimates for each pair of pjk with j≠ r1 or k≠
r2, but not when j = r1 or k = r2. These probabilities are re-estimated (updated) by
re-scaling them using as rates the relative discrepancies between the aggregations of
the observed and temporary estimates:

p̂(1)r1k
= p̂(0)r1k

p+k

p̃(1)+k

p̂(1)jr2 = p̂(0)jr2
p j+
p̃(1)j+

where pk+ and p+j are the observed marginal fractions and p̃(1)j+ = ∑
k=r2

p̂(1)jk + p̂(0)jr2 and
p̃(1)+k =

∑
j=r1

p̂(1)jk + p̂(0)r1k
temporary marginal fraction estimates.

(iv) Finally, we come back to (i), replace p̂(0)jk by the new estimates and iterate until the process
converges.

3. ecolRxC methodological extensions
As stated in the introduction, ecolRxC extends previous latent factor ecological inference soft-
ware in several directions. In this section, we refer to these in more detail.

3.1 Probit transformations and exact estimates of probabilities

The latent factor ecological inference approach as originally suggested in the seminal work of
Thomsen (1987) relies on Yule’s Q approximation to update joint probabilities and only consid-
ers the Pearson correlation across units of the logit transformation of the binary choices. In other
words, it uses the ecological logit correlation as an estimator7 of the individual tetrachoric corre-
lations for all tetrachoric (fourfold) subsets of the voter’s choice (Thomsen et al., 1991).
ecolRxC extends this by also including the options of using the exact equation (3) instead of
the approximation equation (4) and working with probit transformations. As we show in section
5 this leads to more accurate estimates, on average.

3.2 Measuring uncertainties

An estimate is not complete without a measurement of its estimation error; that is, its level of
associated uncertainty. For the 2 × 2 case, as referenced in Park (2008), Achen (2000) proposes
estimating the standard errors of the binary Thomsen estimator using Fisher’s z-transformations.
Specifically, after computing 1− α confidence intervals for the ecological correlation

[r̂−e , r̂+e ] = tanh
1
2
ln
1+ r̂e
1− r̂e

( )
+

za/2���������
U − 2.5

√
[ ]

(6)

lower and upper limits of 1− α confidence intervals for p̂jk can be constructed, applying the
plug-in principle, replacing in either (3) or (4) the correlation by r̂−e and r̂+e , respectively.

8

The extension up to the R × C case is made in ecolRxC via bootstrap (Efron and Tibshirani,
1994) by sampling in the estimated confidence intervals of the crude binary probabilities attained

7In this regard, it should be noted that ecolRxC, like ecol does, computes weighted correlations. Each unit logit/probit
transformed marginal fraction is weighed up using as weight the corresponding (observed/estimated) number of voters
involved in the computation.

8In equation (6) tanh stands for the hyperbolic tangent function and zα/2 for the 1− α/2 percentile of a standard normal
distribution.
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using the 2 × 2 approach. Specifically, ecolRxC computes 1− α confidence intervals for the esti-
mated probabilities by (i) randomly extracting B resamples from each estimated 1− α crude bin-
ary probability confidence interval (p̃(0),bjk b = 1, 2, …, B), (ii) making each set of resamples {p̃(0),bjk }
congruent/compatible with the known outcomes, using either the iterative proportional fitting
algorithm or the Thomson algorithm detailed in subsection 2.2, and (iii) calculating for each
set of final congruent estimates their α/2 and 1− α/2 percentiles. An alternative for estimating
uncertainties would be to directly bootstrap polling units. We consider our proposal more in
line with the approach.

3.3 Estimation of unit transfer tables

ecolRxC estimates both local (polling unit) and global (constituency) vote transfer matrices. In
section 2, and in order not to overwhelm the exposition and notation, we choose to remain
ambiguous as to whether the pjk probabilities refer to a polling unit or to the whole district.
As a rule, ecolRxC applies the methods presented in section 2 working at the polling unit
level, obtaining the global matrices as aggregation (composition) of local matrices. As in the
case of Park’s solution, nevertheless, ecolRxC also offers the possibility of directly estimating
global matrices by just applying either equation (3) or (4) to the constituency known margins.

3.4 Eliminating indeterminacy implied by pivotal cells

As detailed in subsection 2.2, the original algorithm proposed by Thomsen (1987) reaches con-
sistency/congruency in the final R × C estimates by choosing a row and a column as reference.
This means that when the Thomsen procedure is employed, the solution attained depends on
which row–column pair is chosen as pivotal. ecolRxC, in addition to retaining this option,
avoids this indeterminacy by building its final solution as a combination of all potential solutions
that can be reached considering as reference all the possible pairs of a row and a column.

This raises the question of how to combine the RC attained solutions, where R is the number
of rows and C the number of columns. As default, ecolRxC builds its composite (local and glo-
bal) solutions as a weighted average of the RC reference solutions with weights equal to the abso-
lute values of the crude ecological correlations, r̂(0)r1r2 . We call this combined solution AVCR.

More specifically, ecolRxC computes eight different global solutions which differ in the way
they weight unit solutions. These eight composite solutions can be grouped into two families,
according to whether the weights depend only on the reference row–column pair or if they are
also a function of the unit. The general formulae for both cases are given by equations (7) and
(8), respectively:

∑U
u=1

1∑R
r1=1

∑C
r2=1 vr1r2

∑R
r1=1

∑C
r2=1

vr1r2 [v̂
u
jk]

r2
r1 (7)

∑U
u=1

1∑R
r1=1

∑C
r2=1 v

u
r1r2

∑R
r1=1

∑C
r2=1

vu
r1r2 [v̂

u
jk]

r2
r1 (8)

where [v̂ujk]
r2
r1 denotes the (final) estimated matrix of transfer votes (counts) achieved for unit u

when the r1 row and the r2 column are used as reference, and vr1r2 and vu
r1r2 stand for a generic

global and local weight, respectively.
Different solutions are reached depending on how weights are defined. Specifically, in addition

to considering constant weights (which is equivalent to taking a simple average and thus is called
the “Mean” solution), ecolRxC considers four possibilities for global weights, vr1r2 :
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• v̂(0)r1r2 : Reference cell number of voters, RCNV

•
�����
v̂(0)r1r2

√
: Square root reference cell number of voters, SQRCNV

•
�����������
vr1+ · v+r2

√
: Square root reference margins, SQRM

• |r̂(0)r1r2 |: Absolute values of reference correlations, AVCR

and three options for local weights, vu
r1r2 :

• v̂u,(0)r1r2 : Local reference cell number of voters: LRCNV

•
�����
v̂u,(0)r1r2

√
: Local square root reference cell number of voters: LSQRCNV

•
�����������
vur1+ · vu+r2

√
: Local square root reference margins: LSQRM

where, on the one hand, v̂(0)r1r2 is the crude estimate of the global total votes for the (r1, r2)-cell, r̂(0)r1r2
is the crude (logit/probit)-estimated ecological correlation linked to the (r1, r2)-cell, and vr1+ and
v+r2 are the observed global margins (number of votes) corresponding to row r1 and column r2,
respectively. And, on the other hand, v̂u,(0)r1r2 is the crude estimate of total votes for the (r1, r2)-cell of
table u, and vur1+ and vu+r2 are the observed margins (number of votes) corresponding to row r1 and
column r2 of table u, respectively.

3.5 Census changes

Finally, other extensions included in ecolRxC are the options of either adjusting censuses or
estimating census changes between elections, with as many as eight different scenarios being con-
sidered for the latter. More details are in Pavía (2023) or in the package documentation.

4. An application example
Using ecolRxC is quite simple. The user only needs two objects (matrices or data frames) with the
observed row and column margin counts in a set of U related contingency tables and to customize,
if desired, its other arguments, as described in Appendix I; where details on the function arguments
and outputs can be found. To exemplify how the function works we consider the problem of esti-
mating the vote transition fractions between a set of parties and a set of candidates in a mixed-
member proportional election in which voters vote simultaneously for a party and a candidate.

As an example, we apply ecolRxC with default options to the voting data recorded in the elect-
orate of Northland during the 2017 New Zealand general elections. In that election, the electors of
Northland were called to choose among 19 parties and 9 candidates, and a total of 40102 vote-tickets
were recorded as distributed across 136 polling units. We use the data available on that election in
the R-package ei.Datasets (Pavía, 2022), but before applying ecological inference, as is usual
practice (e.g., Klima et al., 2016; Plescia and De Sio, 2018; Pavía and Romero, 2024b), we merge
small parties and candidates together in “Others.” We aggregate together those parties or candidates
that individually do not gain at least 3 percent of the total constituency vote. This simplifies the prob-
lem by going from estimating a 19 × 9 matrix to estimating a 5 × 5 matrix. The interested reader can
find the code for this example in Appendix II. The code ends calling the function plot, which
shows a graphic summary of the value of ecolRxC (see Figure 1). Interested readers can find esti-
mated confidence intervals of the row-fraction estimates displayed in Figure 1 in Appendix III.

5. An assessment of ecolRxC
As previously stated, ecolRxC extends the former implementations of the latent structure model
for ecological inference: ecol and VTR. This section gauges its practical performance with real
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data. Data and accuracy measures are presented in subsections 5.1 and 5.2, respectively.
Subsection 5.3 is devoted to evaluating ecolRxC with different specifications. First, we assess
whether the new approaches improve previous solutions. Second, we study the impact of weights
in ecolRxC composite solutions, as defined in subsection 3.4. Third, we explore whether the
observed election features could be employed to automatically determine which ecolRxC spe-
cification produces the most accurate solution. Finally, we end the section by pondering the rela-
tive performance of ecolRxC by comparing its accuracy with that reported for ei.MD.bayes
and nslphom in other studies.

5.1 Data

For assessing the accuracy of ecological inference estimates, the closeness between estimates and
true cross-distributions needs to be measured. The problem with behavioral data is that it is not
always easy to define what “true” means. Fortunately, this seems to be a less of a problem with
voting behavior: to discern the actual electoral behavior of a voter, all that is necessary is to know
how the voter votes. Unfortunately, because of the principle of voting secrecy, this is not possible:
the actual behavior of individual voters is by definition unknown.

In some elections, however, such as when voters cast multiple votes in the same ballot, actual
vote flows can be known. This is the case of the 2007 Scottish Parliament election and of the
Parliament elections of New Zealand since 2002. In those elections, the actual constituency
party-to-candidate cross-distributions of votes were disclosed by the electoral authorities and
later gathered, together with the marginal distributions of votes across polling stations, in the
R-package ei.Datasets (Pavía, 2022). In both countries, a mixed-member system that com-
bines first-past-the-post voting and party-list proportional representation is used to elect
Parliament representatives, with voters, grouped into districts, casting two votes in the same bal-
lot: one for a district candidate and another for a (regional/national) party list. Constituency/dis-
trict cross-vote distributions are built from this.

As district candidates vary from district to district (and parties sometimes also vary by region),
a different cross-table is available for each district and year. To be specific, ei.Datasets

Figure 1. Graphical summary example of an output of ecolRxC. The global total counts are presented in the margins of
the plot table and the estimated transition row-standardized fractions in the inner-cells of the table. The sizes of the num-
bers in each interior cell are (in log-scale) proportional to its corresponding estimated counts and the intensity of the color
of each cell within each row is proportional to the fraction of voters of the corresponding row option that switch to the
corresponding column option.
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contains a total of 565 datasets/elections grouped into eight sets—as all elections that took place
in the same country and year share a similar political environment. This comprises a large num-
ber of examples that embrace “a broad diversity of electoral contexts” (Pavía, 2022: 253). We rely
on these datasets to assess ecolRxC.

Indeed, the datasets in ei.Datasets are becoming a standard to evaluate ecological infer-
ence algorithms. For example, a large number of these datasets were employed in the ecological
inference comparative studies performed in Plescia and De Sio (2018) and Pavía and Romero
(2023, 2024b). Before using the data, however, we merge less popular (in number of votes) parties
and candidates. As is usual practice (e.g., Klima et al., 2016; Pavía and Romero 2023; Pavía,
2024a), those parties and candidates that individually did not reach a minimum of the district
share of votes were grouped in “Others.” As in the example, we set this minimum at 3 percent.

5.2 Measures of accuracy

We assess accuracy by measuring distances between global (constituency) estimated and true vote
transfer tables, using the error and discrepancy indices, EI and EPW (equations (9) and (10))9 as
well as an index, EQ, based on quadratic differences (equation (11)). EI can be interpreted as the
proportion of votes which must be relocated in one table to construct the other table, EPW as the
mean average of the errors estimating the row-standardized vote transfer rates, and EQ is an index
that penalizes larger errors. The smaller these indices, the closer the estimated and actual tables.

EI = 100× 0.5
∑R

j=1

∑C
k=1 | v jk − v̂ jk|∑R

j=1

∑C
k=1 v jk

(9)

EPW = 100×
∑R

j=1

∑C
k=1 v jk| pk|j − p̂k|j|∑J
j=1

∑K
k=1 v jk

(10)

EQ = 100×
��������������������������∑R

j=1

∑C
k=1 (v jk − v̂ jk)

2
√

∑R
j=1

∑C
k=1 v jk

(11)

where vjk (v̂jk) denotes the actual (estimated) number of voters who simultaneously voted for
party j and candidate k in the entire population and pk|j the row-standardized proportion of
voters in the entire electoral space who voted for candidate k among those who voted for
party j.

5.3 Results

The function ecolRxC allows an important level of customization simply by varying three of its
main arguments: scale, method, and Yule.aprox. Different versions of ecological inference
latent structure models/procedures emerge depending on the values chosen for these arguments.
With scale determining just what transformation is applied to the known fraction margins,
method and Yule.aprox have a greater impact on the particular algorithm performed by
ecolRxC. In order to make the analysis easier as well as the presentation that follows,
Table 1 lists and names the different procedures that emerge by combining all the possible values
for the method and Yule.aprox arguments.

9EI and EPW are two popular distance matrix indices in ecological inference (Thomsen et al., 1991; Klima et al., 2016;
Pavía and Romero, 2024a).
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In the case of ecol, the final attained estimate depends on which party and candidate is used as
reference. Thomsen (1987: 74) recommends choosing a neutral option, such as abstention, as ref-
erence at both elections. This is not possible with our data as that information is missing. Hence,
as an alternative, we decided to choose all possible combinations of reference options and attach
to ecol in the assessments the average error across all these combinations. This entails considering
extreme combinations as references. As we shall see later, more accurate solutions could be
attained for ecol with a clever selection of references in the spirit of Thomsen’s recommendation.

5.3.1 Comparing the basic latent factor procedures in ecolRxC
A summary of the accuracy of the different specifications/procedures listed in Table 1 is presented
in Figure 2 and Table 2. Figure 2 graphically shows the overall average accuracy of the different
procedures measured with EI, EPW, and EQ when both transformations (logit and probit) are
employed for scaling the observed proportion margins. In Table 2, only EI errors are presented,
with the elections grouped by country and by year of celebration. We consider this the most
logical way to group these elections, since all datasets from the same year and country reflect a
shared political environment.

Several findings emerge when analyzing the different panels in Figure 2. First, overall the scale/
transformation used has a really small impact on the accuracy of the estimates, with probit trans-
formations tending to yield, on average, slight better estimates (see also Table 2). Second, all error
measures (EI, EPW, and EQ) draw almost the same order of preferences among the different pro-
cedures, with the default extended model proposed in this paper (the ecolRxC procedure) clearly
outperforming the rest of the configurations. Third, overall, reaching congruence utilizing the
Thomsen algorithm leads to more accurate solutions than employing the iterative proportional
fitting algorithm. Fourth, as a rule, using the Yule approximation deteriorates the accuracy of
the estimates, with ecol-biN (which uses Yule approximation) and VTR (which does not) gener-
ating solutions of relatively similar quality. Fifth, the estimation of unit (local) solutions when
employing VTR has only a slight impact in terms of global accuracy. Consideration should be
given, nevertheless, as to the value of having estimates for each unit in some applications. In
any case, whatever the specification considered, we can affirm that the ecological inference
approach adds significant value to solving this problem, since simply assuming independence
between the rows and columns yields an average error of 36.98, as measured by the EI coefficient.

The analysis of results of Table 2 reinforces the previous findings. Similar conclusions to the
ones attained pooling all the elections are reached when the elections are grouped by country and
year.10 On average, the ecolRxC procedure is the one generating by far the most accurate

Table 1. Basic ecological inference latent structure procedures available in ecolRxC

Procedure
acronym

Arguments’ values

CommentsMethod Yule.aprox

VTR 'IPF' FALSE This corresponds to Park (2002) VTR procedure.
VTR-local 'IPF' FALSE This procedure also requires local = TRUE.
VTR-Yule 'IPF' TRUE As VTR, but using (4) instead of (3).
VTR-local-Yule 'IPF' TRUE This procedure also requires local = TRUE.
ecol 'Thomsen' TRUE This corresponds to Thomsen et al. (1995) and Siegumfeldt (2004)

ecol procedure when the reference argument is set equal to a
vector.

ecolRxC-Yule 'Thomsen' TRUE As ecolRxC, but using (4) instead of (3).
ecol-biN 'Thomsen' FALSE As ecol, but using (3) instead of (4).
ecolRxC 'Thomsen' FALSE This corresponds to the default method when scale = 'probit'.

Source: compiled by the authors from ecolRxC (version 0.1.1-10).

10Interested readers can find the details about the EPW and EQ errors in Appendix IV.
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solutions. The results by group of elections, however, are heterogeneous. In general, the current
implementations of the methodology encounter significantly more problems in the group of the
Scottish datasets.11

An analysis of the features affecting the accuracy of estimates reveals that ecolRxC, like other
ecological inference models, faces challenges when the number of polling stations is small and the
dimension of the contingency tables (the number of coefficients to be estimated) increases.
Equally, the examination also confirms that the accuracy of its solutions deteriorates when
unit tables are more heterogeneous and the relationships between row and column options
weaken. Furthermore, the scrutiny also shows that our implementations of the latent structure
approach using binary choice models suffer more, in comparative terms, when there are smaller

Figure 2. Graphical representation of average values of EI (upper panels), EPW (intermediate panels), and EQ (lower
panels) errors by procedure (specification) using either the logit (left panels) or the probit (right panels) fraction-
transformations. The correspondence between the acronyms of the procedures and its ecolRxC specification is detailed
in Table 1. In the ecol specification, errors are computed as simple averages of the RC errors corresponding to the RC pos-
sible reference solutions. The smaller the number, the better the accuracy.

11The relative bad performance of ecolRxC in the Scottish data is an issue that it shares with ei.MD.bayes. This func-
tion even encounters more problems than ecolRxC in this subset of elections. Pavía and Romero (2023) report an average
EI error of 23.09 for ei.MD.bayes in this subset, even after manually improving all its tuning parameters.
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variabilities among row and column options. All this helps to explain, at least in part, the rela-
tively poor estimates obtained for Scotland.12

5.3.2 On the impact of weights in ecolRxC composite solutions
The previous analysis clearly points to the ecolRxC specification as the one yielding more accurate
results. Our proposal of choosing the weights of the absolute values of the ecological correlations as
default to combine the RC reference solutions follows in the footsteps of Thomsen (1987), who
recommended using the “party of abstainers” as reference in both elections. The “party of abstainers”
is not only quite stable (i.e., it shows a strong ecological correlation across elections), but it also tends
to be sizeable. In this respect, it merits an analysis of whether more accurate results could be obtained
using other weights that put more emphasis on the size (in number of votes) of the reference options.

Table 3 presents the averages of EI errors13 by group of elections for the eight composite solu-
tions defined in subsection 3.4 when the ecolRxC procedure is employed to attain the polling unit
estimates. Overall, the most accurate solutions are clearly obtained when weights are defined as
the absolute values of the ecological correlations, although sporadically other composite solutions
show a smaller average error in some groups of elections. According to these results, the decision
to take the AVCR solution as default solution of ecolRxC appears to be an accurate choice,
although the simple mean solution also provides quite accurate estimates.

5.3.3 Can observed features be employed to determine the most accurate ecolRxC specification?
The comparisons between ecol and ecolRxC specifications clearly show that the errors of the
solutions built as (weighted) averages of the RC reference solutions are significantly smaller

Table 2. Averages of EI errors by group of elections

Country year NZ 2002 NZ 2005 SCO 2007 NZ 2008 NZ 2011 NZ 2014 NZ 2017 NZ 2020 NZ + SCO
# of Elections N = 69 N = 69 N = 73 N = 70 N = 70 N = 71 N = 71 N = 72 N = 565
Avg. # of units �U = 83.2 �U = 81.8 �U = 70.2 �U = 84.1 �U = 85.7 �U = 81.2 �U = 101.9 �U = 134.9 �U = 90.5
Avg. # of cells RC = 39.5 RC = 23.8 RC = 35.2 RC = 23.4 RC = 26.2 RC = 27.9 RC = 24.8 RC = 24.5 RC = 28.2

Logit transformations
VTR-Yule 14.61 11.59 25.71 10.76 11.98 13.37 11.61 12.57 14.08
VTR-local-Yule 14.48 11.44 25.56 10.62 11.84 13.24 11.48 12.43 13.94
ecol 15.39 11.51 24.02 10.59 11.99 13.26 11.16 12.23 13.81
ecol-biN 15.02 10.84 22.21 9.53 10.91 11.63 9.43 10.00 12.48
VTR 13.19 9.98 23.90 8.46 9.68 10.29 8.28 9.05 11.65
VTR-local 13.08 9.86 23.73 8.36 9.58 10.25 8.26 9.02 11.57
ecolRxC-Yule 12.09 9.82 19.87 8.93 9.70 10.91 9.19 10.36 11.40
ecolRxC 10.92 8.85 17.50 7.58 8.21 8.62 6.80 7.63 9.54

Probit transformations
VTR-Yule 14.50 11.45 25.55 10.63 11.83 13.23 11.45 12.35 13.93
VTR-local-Yule 14.39 11.32 25.42 10.50 11.70 13.10 11.34 12.22 13.80
ecol 15.25 11.38 23.86 10.47 11.84 13.10 11.04 12.03 13.66
ecol-biN 14.92 10.76 22.07 9.47 10.83 11.51 9.37 9.87 12.38
VTR 13.15 9.92 23.78 8.40 9.62 10.21 8.22 8.91 11.57
VTR-local 13.04 9.80 23.62 8.31 9.52 10.17 8.20 8.89 11.49
ecolRxC-Yule 12.02 9.73 19.72 8.85 9.61 10.81 9.11 10.19 11.29
ecolRxC 10.90 8.81 17.38 7.56 8.20 8.59 6.79 7.55 9.50

Source: compiled by the authors after applying with different specifications the function ecolRxC to the 565 datasets of the R package
ei.Datasets (Pavía, 2022). The correspondence between the acronyms of the procedures and its ecolRxC specification is listed in
Table 1. For the ecol specification, errors are computed as simple averages of the errors attained using as reference all the RC possible
combinations with a row and a column. The smaller the number, the better the accuracy.

12On one hand, Scotland’s districts have, on average, fewer polling units and larger table sizes. On the other hand,
Scotland’s elections exhibit lower levels of marginal variability. The mean district within-unit diversities for Scotland, mea-
sured by averages of the standard deviations of across-unit marginal distributions, are 0.13 and 0.17 for parties and candi-
dates, respectively. These figures are significantly smaller than the corresponding values for NZ, which are 0.20 and 0.25,
respectively.

13EPW and EQ errors lead to similar conclusions. They can be found in Appendix V.
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than the average errors of the RC reference solutions. In other words, the error of the mean is
smaller than the mean of the errors—overall, 9.50 versus 13.66 in terms of EI errors and using
probit transformations. The issue is whether, conditioned to the election, this happens for all
the reference solutions. That is, are all the reference solutions (almost) always worse than the
ecolRxC solution? And, if not, is there any observable feature that permits identifying the refer-
ence options that beat the combined solution? The data presented in Figure 3 help answer these
questions.

Figure 3 displays the estimated ecolRxC EI and EPW errors along with their corresponding RC
reference errors for each election. The elections are ordered from smallest to largest ecolRxC EI
errors, with the left panel showing the EI errors and the right panel the EPW errors.14 Two clear
patterns emerge from the figure. On the one hand, the ecolRxC solution systematically improves
the majority of the reference solutions—on average, 89 percent of the time per election. On the
other hand, for the majority of the elections (almost 76 percent), there is a (r1, r2)-reference solu-
tion with smaller error than the corresponding ecolRxC solution. In fact, if the (r1, r2)-reference
solution with the smallest error were chosen in each election, the average EI error would decrease
to 8.18.

The question, therefore, is whether the best reference solution of each election could be iden-
tified from the observed election features. Our answer is that this is not possible. Despite we are
able to improve the average ecol solution by properly selecting (r1, r2) by, for instance, exploiting

Table 3. Averages of EI errors by group of elections for the eight composite solutions

Country year NZ 2002 NZ 2005 SCO 2007 NZ 2008 NZ 2011 NZ 2014 NZ 2017 NZ 2020 NZ + SCO

Mean 11.21 8.82 18.33 7.46 8.38 8.87 6.97 7.76 9.76
RCNV 11.94 9.50 17.47 8.16 9.01 9.22 7.26 7.73 10.06
SQRCNV 11.60 9.13 18.44 7.78 8.64 8.96 7.03 7.69 9.94
SQRM 11.38 9.11 17.81 7.70 8.55 8.90 6.99 7.70 9.79
AVCR 10.90 8.81 17.38 7.56 8.20 8.59 6.79 7.55 9.50
LRCNV 11.82 9.44 17.33 8.09 8.93 9.15 7.21 7.67 9.98
LSQRCNV 11.57 9.11 18.38 7.78 8.62 8.94 7.02 7.69 9.92
LSQRM 11.35 9.10 17.80 7.68 8.53 8.88 6.98 7.70 9.78

Source: compiled by the authors after applying the function ecolRxC with default options (method = 'Thomsen', scale = 'probit',
Yule.aprox = FALSE) to the 565 datasets of the R package ei.Datasets (Pavía, 2022). The definition and acronyms of the different
composite solutions are detailed in subsection 3.4. The smaller the number, the better the accuracy.

Figure 3. Estimated EI (left panel) and EPW (right panel) errors by election corresponding to the ecolRxC default solution
(red points) and its linked RC solutions (black points) attained choosing as reference all the RC possible pairs with a row
and a column. Elections have been ordered from smallest to largest EI.

14EQ errors have been omitted as they lead to similar conclusions.
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the fact that the average correlations (across elections) between the EI (r1, r2)-reference errors and
|r̂(0)r1r2 | and vr1r2 are −0.23 and −0.11, respectively, we did not find any pattern presented in the
observed data which is able to improve ecolRxC solutions. For example, when either the cell
with the highest (estimated) number of votes or the pair with the highest crude ecological cor-
relation is utilized to decide the (r1, r2)-pair to be employed as reference, the EI average errors
attained are 11.38 and 11.64, respectively—noticeably smaller than 13.81, but still clearly above
9.50. Similarly, if inspired by Thomson’s recommendation of choosing abstainers as the reference
party at each election (given its neutral and commonly large size) we assess ecol accuracy using
the largest party and candidate as references, we again find that although better solutions can be
attained by avoiding the extreme combinations, they still do not improve ecolRxC. For example,
the smallest average error attained with this specification is 11.78, which is reached choosing a
probit-transformation and the Yule approximation.

5.3.4 Comparing ecolRxC with ei.MD.bayes and nslphom
All the analyses performed point to the ecolRxC specification (ecolRxC default) as the best
approach among the ones available in ecolRxC. The remaining question is how this approach
compare to the other two algorithms, ei.MD.bayes and nslphom, previously identified in
the literature as the most accurate (Klima et al., 2016; Plescia and De Sio, 2018; Pavía and
Romero, 2023). In other words, what is the relative performance of ecolRxC compared to
the performances of ei.MD.bayes and nslphom? To answer this question, we compare
the EI errors reported in Pavía and Romero (2023)—who analyze the same elections considered
in this application except for the group of elections corresponding to New Zealand in 2020—with
the EI errors we obtain here. For the 493 elections analyzed in Pavía and Romero (2023),
ecolRxC, with default options, records an average EI error of 9.78, a figure quite similar to
the numbers 10.52 and 9.77 reported in Pavía and Romero (2023) for ei.MD.bayes and
nslphom, respectively. Our conclusion is therefore clear: ecolRxC shows an accuracy in line
with those found for ei.MD.bayes and nslphom and, consequently, it deserves to be recog-
nized as having a place among the best approaches for estimating R × C ecological inference
tables.

6. Conclusions
The objective of ecological inference is to build “data” on the individual level from data on the
aggregate ecological level. Within ecological inference, a particularly relevant challenge involves
consistently filling the interior cells of a set of R × C contingency tables when only their margins
are known. This is a particular instance of cross-level (ecological) inference that appears in many
disciplines, including quantitative history, marketing and epidemiology, with political science and
sociology being the areas where this challenge emerges more frequently.

Over time, many algorithms have been proposed to solve this problem from frameworks as
diverse as mathematical linear programming, Bayesian and frequentist statistics, linear regression,
or entropy theory. In our opinion, however, it is not enough to just construct models that provide
accurate statistical solutions, the models also need to be well suited to substantial interpretations.
The ecological inference models based on the latent structural theory fit this requirement, since
the underlying latent factors can be estimated from the aggregate results. This paper extends and
improves Thomsen’s solution and describes a new R-package ecolRxC that permits accurate
solutions to be obtained within this framework.

ecolRxC has not only programmed the previous versions of this methodology described in
Thomsen (1987) and Park (2008), but it improves and extends them by offering new capabilities
(for instance, the estimation of uncertainties or the automatic treatment of inconsistencies
between margin aggregates), also yielding more accurate solutions. In the 565 real datasets
analyzed in this paper, the overall average EI errors with Thomsen’s and Park’s algorithms
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have been 13.81 (11.64 if the pair with largest ecological correlation had been used as reference
with scale = 'logit') and 11.38, respectively. These are at least 20 percent worse than the
9.50 EI average error recorded by ecolRxC with default options. Furthermore, ecolRxC
also stands up against comparison with ei.MD.bayes and nslphom—the two algorithms
currently identified in the literature as the most accurate. ecolRxC records accuracies in line
with those found for ei.MD.bayes and nslphom.

In this paper, we have focused on assessing the accuracy of the new proposals, leaving other
relevant issues for further investigation. On the one hand, despite the enormous computational
burden involved, we consider that comparing the precision (estimated uncertainties) of the latent
structure approach with their main competitors (ei.MD.bayes and nslphom) could provide
valuable insights into their relative strengths and weaknesses. On the other hand, given the lim-
ited literature on the latent structure approach for ecological inference, we consider that exploring
how the model’s assumptions can be tested and the sensitivity of inferences to them presents an
interesting avenue for future research.

Finally, it is worth to pointing out that, although our exposition has focused on the problem of
estimating vote transfer matrices, ecolRxC could also be utilized to estimate other types of
vote-related cross-distributions (such as social class and vote, race and vote, or age-gender
group and vote) as well as other general cross-tables (such as caste and educational level, wealth
and home ownership, or age-gender group and cultural consumption). Despite it not being pos-
sible to establish a supporting behavioral theory that impacts both categorizations for these exam-
ples, we are convinced that our implementation of the latent factor approach can effectively be
employed on them. This confidence stems from its foundation in exploiting correlations
among row and column categories. Certainly, although in almost all of the examples listed,
one of the variables corresponds to an intrinsic characteristic of the individual, which should
therefore be considered exogenous due to its factual nature, it is not hard to imagine the existence
in all the examples of some latent dimensions, naturally associated with the factual variable, that
impact the response variable in the same way as in the specified model.
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