Applied Psycholinguistics (2024), 45, 516-541

! CAMBRIDGE
doi:10.1017/5014271642400016X

UNIVERSITY PRESS

ORIGINAL ARTICLE

What contributes to fluent L2 speech?
Examining cognitive and utterance fluency link
with underlying L2 collocational processing
speed and accuracy

Kotaro Takizawa

School of Education, Waseda University, Tokyo, Japan
Email: kzmw0628@fuji.waseda.jp

(Received 2 July 2023; revised 2 April 2024; accepted 2 April 2024; first published online 13 May 2024)

Abstract

Second language (L2) fluency research has suggested that a range of linguistic knowledge
and processing speed serve as cognitive fluency (CF) underlying L2 utterance fluency (UF).
Building on prior CF-UF link studies, this study explored L2 collocational processing speed
and accuracy as underlying CF measures. This study also explored the phrasal frequency
effect on the relationship between collocational processing speed and UF to test whether
the processing speed of higher-frequency collocations is more strongly related to UF.
A total of 108 Japanese university students completed a phrasal acceptability judgment task
with adjective-noun collocations pooled from the Academic Collocation List. Speech was
elicited in an argumentative speech task, and UF measures were computed based on speed,
breakdown, and repair fluency. The results revealed that the collocational processing
speed was weakly tied to articulation rate and mid-clause and end-clause silent pause ratio
(rho = |.271-.322|), while the collocational processing accuracy was weakly to moderately
tied to most UF measures except filled pause ratio (rho = |.281-.368|). The collocation
frequency moderated the relationship between the processing speed and UF, suggesting that
high-frequency collocations served as a proxy for automaticity in speech production.
Implications for CF-UF link research are discussed.

Keywords: Cognitive fluency; collocational processing; frequency effect; multiword sequence; usage-based;
utterance fluency

Introduction

Achieving oral fluency is a major goal of second language (L2) learning. Research
shows that oral fluency is a crucial determinant of speaking proficiency (Iwashita
et al., 2008). Moreover, fluency is often perceived as an indicator of overall oral
proficiency in an L2 (Tavakoli & Hunter, 2018) or equated with nativelikeness
(Boers et al., 2006). According to Segalowitz (2010), oral fluency comprises three
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subdimensions: utterance, cognitive, and perceived fluency, with the first two being
relevant in the current study. Utterance fluency (UF) refers to the actual properties of
speech samples including the “temporal, hesitation, pausing, and repair characteristics”
(Segalowitz, 2010, p.48). Cognitive fluency (CF) refers to “underlying cognitive
processes responsible for fluency-relevant features of utterances” (Segalowitz, 2010,
p- 50). Recently, L2 fluency research has highlighted that L2-specific CF—L2 linguistic
knowledge and processing speed—underlies L2 UF (e.g., De Jong et al, 2013). The
studies defined L2-specific CF according to Levelt’s (1989) speech production model
and measured and estimated grammatical, lexical, and phonological knowledge and
processing speed through various linguistic tasks (e.g., picture naming task). The CF-UF
link revealed that the role of lexical knowledge and lexical retrieval speed is relatively
large in predicting L2 UF.

Among various factors contributing to L2 UF, it is widely known that multiword
sequences (MWS), defined as recurrent strings of words, enhance fluent L2 speech
(Pawley & Syder, 1983; Tavakoli & Uchihara, 2019). The rationale behind the
relationship between MWS and L2 UF is that MWS tend to be stored and retrieved
as a whole from long-term memory, reducing processing costs in linguistic encoding
and freeing up attentional resources in speech production (Wray, 2002; Kormos,
2006). One limitation in previous studies examining the relationship between MWS
and L2 UF is that MWS were only examined at the performance level—MWS
employed spontaneously in actual language use. However, closely aligned with
Segalowitz’s (2010, 2016) definition of CF and the way CF was operationalized in
the existing literature on the CF-UF link, it seems that MWS are better represented
as part of lexical resources, or more specifically, phraseological competence,
which can be assessed and estimated through linguistic tasks. The current study
operationalized MWS as adjective-noun collocations, defined as the combinations
of two adjacent words which co-occur more frequently than would be expected by
chance alone and demonstrate statistical strength of co-occurrence by mutual
information (MI) or t-score in a given corpus (e.g., Gablasova et al., 2017).

This study examined (1) how processing speed and accuracy of adjective-noun
collocations (as L2-specific CF) were related to L2 UF and (2) how collocation
frequency modulated the relationship between collocational processing speed and
L2 UF. Usage-based accounts of language acquisition assume that human cognition
is sensitive to frequency information (Ellis, 2002). A growing number of studies
have explored the effects of phrasal frequency on collocational processing, revealing
that high-frequency collocations are processed faster than low-frequency ones (e.g.,
Siyanova-Chanturia et al, 2011). Given that higher-frequency collocations are
learned better and accordingly processed faster, it is expected that higher-frequency
collocations would be activated and retrieved faster and more efficiently in speech
production, which would lead to fluent speech.

Literature review
Utterance fluency

There exist various ways to operationalize UF measures, depending on the research
aims or questions at hand (e.g., Segalowitz et al., 2017). The most commonly utilized
UF measures originate from the triadic framework of UF, which encompasses speed,
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breakdown, and repair fluency (Skehan, 2003; Tavakoli & Skehan, 2005). Speed
fluency refers to the overall speed of articulation, which is commonly measured by
articulation rate (AR) or mean syllable duration, serving as an indicator of overall
cognitive efficiency in speech production. Breakdown fluency refers to pausing
behavior, including silent and filled pauses (e.g., um or eh). Recent research
examining the multifaceted nature of pausing behavior suggests that pauses are
measured according to their frequency, duration, and location (Bosker et al., 2013;
Saito et al,, 2018; S. Suzuki & Kormos, 2019). Notably, pauses occurring within a
clause and those occurring between clauses reflect distinct cognitive processes (e.g.,
Saito et al., 2018). Finally, repair fluency refers to disfluency phenomena that
include self-correction, self-repetition, and false starts.

L2 fluency research over the past decade has shown that overall, speed,
breakdown, and repair fluency are characteristics that help us better understand
how L2 fluency develops and is perceived by others. Saito et al. (2018) found that AR
and mid-clause pauses clearly distinguished separate levels of perceived fluency
(low, mid, high, and native). More recently, Tavakoli et al. (2020) showed that speed
fluency measures consistently distinguished between lowest to upper-intermediate
levels, whereas pausing measures, particularly the frequency of mid-clause pauses,
distinguished low-to-mid levels from mid-to-high levels. In addition, Kahng (2014),
Tavakoli (2011), and De Jong (2016) revealed that L2 speakers paused more in the
middle of a clause than first language (L1) speakers did. These findings lend
themselves to the understanding that speed and pause measures (especially mid-
clause pauses) are relatively stable characteristics distinguishing the level of
proficiency or fluency. Recent meta-analysis further supports the importance of
mid-clause pauses for listener-based judgment of fluency (S. Suzuki et al., 2021).
Despite the good explanatory power of speed and pause measures for L2 fluency
levels, repair measures are known to be subject to individual variation, and some
researchers even assume that repairs reflect language-general characteristics
including personal speaking style (De Jong et al., 2015).

Cognitive processes underlying utterance fluency

UF reflects the underlying cognitive processes in speech production. Levelt’s (1989)
blueprint of the L1 speaker’s speech production model assumes the three major
stages in speech production: conceptualization, formulation, and articulation. In
conceptualization, macroplanning and microplanning offer conceptual preparation
(e.g., communicative intentions) referring to the speaker’s knowledge of the external
world, which forms a preverbal message. Next, during formulation, the preverbal
message is shaped linguistically by lexical, grammatical, and phonological
encodings. Lemmas and lexemes are activated in the mental lexicon and shaped
with morphological and phonological information. Finally, in the articulation stage,
articulatory gestures are encoded, and language is produced as overt speech. The
produced speech is then self-perceived and monitored, the phase known as self-
monitoring. L2 fluency research has shown that speed fluency is indicative of overall
processing efficiency in speech production, while breakdown fluency—typically
measured as mid- and end-clause pauses—reflects formulation and conceptualiza-
tion stages, respectively (De Jong, 2016; Skehan et al., 2016; Lambert et al., 2017,
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2021; Kahng, 2018; Saito et al., 2018). Repair fluency reflects the availability of
attentional resources and may be related to self-monitoring (Kormos, 1999; Lambert
et al., 2021). Levelt’s speech production model assumes that L1 speech processing in
each stage is almost parallel, but L2 learners, particularly lower-level learners, tend
to slow down in the linguistic encoding stage due to non-automatized linguistic
knowledge, which leads to nonparallel, serial processing (Kormos, 2006).

In recent years, researchers have investigated underlying L2 linguistic resources
and processing speed as cognitive fluency (CF) in relation to L2 UF (De Jong
et al., 2013; Kahng, 2014, 2020; S. Suzuki & Kormos, 2022). Segalowitz (2016)
conceptualizes L2 CF as “the fluid operation (speed, efficiency) of the cognitive
processes responsible for performing L2 speech acts” (p. 82). This sense of L2 CF
can be of two types: (1) general-purpose cognitive control processes regulating
mental activities and behaviors including L1 and (2) L2-specific modes of
cognition that underlie L2 UF (Segalowitz, 2016). The current study defined L2
CF in the latter sense, particularly targeting L2 collocational processing speed
and accuracy as part of the underlying L2 cognitive efficiencies responsible for
UF. Recently, several scholars have attempted to systematically examine the link
between L2-specific CF and L2 UF (De Jong et al., 2013; Kahng, 2020; S. Suzuki
& Kormos, 2022). Those studies operationalized L2-specific CF broadly as L2
linguistic resources and processing speed, including vocabulary knowledge,
lexical access speed, syntactic building speed, syntactic processing speed, and
articulatory duration and latency.

De Jong et al. (2013) used various linguistic tests to measure L2-specific CF
reflecting linguistic encodings, including vocabulary (including collocation) and
grammatical knowledge, lexical retrieval speed, pronunciation quality and duration,
sentence building speed, and articulation latency. The correlation analyses indicated
that vocabulary knowledge and sentence building speed were significantly correlated
with mean syllable duration with large effect sizes (r = —.58 and —.66), and the
regression model showed that all CF measures explained 50% variations in mean
syllable duration. Overall, vocabulary knowledge and sentence building speed
were relatively stronger indicators of L2-specific CF. More recently, Kahng (2020)
demonstrated similar but more nuanced results for the CF-UF link, additionally
considering the confounding effect of L1 UF on the CF-UF link. Kahng similarly used
various linguistic tests to measure L2-specific CF as in De Jong et al. (2013), but Kahng
included a phrasal vocabulary size test as a measure of MWS knowledge. L2 UF
measures were computed based on speed, breakdown, and repair fluency, but what
differed from those in De Jong et al. (2013) was the consideration of pause location
(within or between clauses). The multiple regression analyses highlighted the relative
importance of lexical retrieval speed, syntactic encoding speed, and phrasal vocabulary
knowledge. Particularly, L2 lexical retrieval speed and L2 phrasal vocabulary explained a
40% variance in L2 mean syllable duration, indicating the importance of word-related
CF in line with De Jong et al. (2013). Suzuki and Kormos (2022) employed structural
equation modeling (SEM) to model CF-UF links across four task types. The CF
measures included vocabulary knowledge, lexical retrieval speed, syntactic encoding
speed, grammatical knowledge, and articulation speed. To measure grammatical
knowledge and syntactic encoding speed, they administered a grammaticality judgment
task and a maze task and computed both reaction time (RT) and accuracy scores. There
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emerged two latent structures of CF: linguistic resource (vocabulary knowledge and
grammatical accuracy) and processing speed (RT measures and articulation speed). The
structural regression model showed that speed fluency was associated with processing
speed (B = .431-.609) while breakdown fluency was associated with both linguistic
resource (B = .240-.345) and processing speed (B = .376-.501). Repair fluency was
only associated with a linguistic resource in the limited task types (f = .330-.375). The
regression coefficient of CF observed variables indicated that vocabulary knowledge
and syntactic encoding speed had very strong effect sizes across all the task types
(B = .85-.88 and .79-.82).

An interim summary of studies investigating the link between CF and UF
suggests that vocabulary knowledge and retrieval speed, including both single word
and collocations, and syntactic processing speed play a more prominent role in
predicting speed and breakdown fluency, while their impact on repair fluency is
comparatively less pronounced. These findings confirm the notion that speech
production is largely lexically driven (Levelt, 1989; Kormos, 2006). However, despite
the acknowledged importance of lexical resources to UF, the role of collocations as
an underlying CF remains relatively underexplored. While Kahng (2020) has shed
some light on the contribution of phrasal vocabulary size to UF, De Jong et al.
(2013) included productive collocation knowledge as part of vocabulary knowledge,
thereby obscuring the unique contribution of collocation knowledge to UF. In this
context, two studies (Koizumi & In’nami, 2013; Uchihara et al., 2021) merit closer
review since they estimated learners’ collocation knowledge in association with their
L2 UF performance, albeit without explicitly framing their studies within the CF-UF
link framework. Koizumi and In’nami (2013) tested the predictive strength of
vocabulary size, depth, and retrieval speed to L2 UF using SEM. Collocation
knowledge was measured in form-recall (study 1) and form-recognition (study 2)
formats. UF measures included speed fluency (the number of pruned tokens per
minute) and repair fluency (e.g., the number of disfluency markers). The SEM
model demonstrated that the R? value was very small for speed fluency (.17) and
repair fluency (.07) in study 1 and small to moderate for speed fluency (.46) and
repair fluency (.11) in study 2. Uchihara et al. (2021) measured collocation
knowledge within a word-association paradigm for 40 Japanese university students.
Frequency and association strength (MI and t-score) between the target word and
the first and all responses were computed. L2 UF measures included AR and silent/
filled pause ratio (FPR). The results showed moderate correlations for AR (rho =
—.312) and silent pause ratio (rho = .329) for the first response analysis and FPR
(rho = —.325) for all response analyses.

A synthesis of the previous literature reviewed above uncovers the crucial role of
collocation knowledge in predicting L2 UF. However, a notable gap in these
studies is the lack of examination of the processing speed of collocations, which
aligns with Segalowitz’s (2016) initial narrow conceptualization of L2-specific
CF. To address this gap, the current study sought to examine collocational
processing speed as a measure of CF through a phrasal acceptability judgment
task (PJT). In addition, this study examined the accuracy of collocational
processing as another measure of CF (see S. Suzuki & Kormos, 2022, for accuracy
measures elicited from timed linguistic tasks).
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Cognitive fluency

Conceptualization
(a) collocation knowledge and processing

| (De Jong et al., 2013; Kahng, 2020;
Koizumi & In’nami, 2013; Uchihara et
al., 2021)

Formulation

Articulation

(b) collocations used in speech
@ (e.g., Y. Suzuki et al., 2021;
Tavakoli & Uchihara, 2020)

Utterance fluency

Figure 1. Schematic representation for the role of MWS relevant to UF.

Phraseological competence and oral fluency

Some scholars argue that collocations could be represented holistically in the mental
lexicon (Wray, 2002; Kormos, 2006). This means that people do not necessarily
construct phrases word by word but retrieve an entire phrase from long-term
memory (for a discussion on the holistic processing of collocations, see Siyanova-
Chanturia, 2015b). In this regard, collocation pertains to efficient speech
production, automaticity, and fluency by attenuating cognitive processing load.
Speech production is a complex process that requires significant attentional
resources for conceptualization, linguistic encoding, articulation, and monitoring
(Levelt, 1989; Kormos, 2006). In particular, L2 learners tend to face difficulties in
linguistic encodings due to limited linguistic knowledge and processing speed,
which takes much attentional resources otherwise spent on other tasks. Collocations
potentially free up attentional resources by circumventing intricate linguistic
encodings, which allows learners to achieve automaticity and fluency (Wray, 2002;
Kormos, 2006).

Theoretical understandings of how collocations enhance UF are represented in
Figure 1. One approach to examine the role of collocations in UF is represented as
(a) in Figure 1, where collocation knowledge and processing speed as CF contribute
to UF. The other approach is represented as (b), where the actual production of
collocations in speech enhances UF. To date, the vast majority of empirical studies
have analyzed the relationship between collocations and UF elicited during various
speaking tasks (McGuire & Larson-Hall, 2017, 2021; Nergis, 2021; Y. Wood, 2006,
2009; Thomson, 2017; Tavakoli & Uchihara, 2019; Suzuki et al., 2022). These studies
provide valuable insights into the ways in which instruction or training can develop
phraseological competence, leading to improvements in UF over time. Furthermore,
they demonstrate how the use of sophisticated collocations is linked to assessed
levels of speaking proficiency (see Supplementary information Appendix S4 for the
top 20 most frequent bigrams in learner texts in the current study). However, a
possible limitation of this approach (i.e., (b) in Figure 1) would be that produced
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collocations can be affected by and restricted to a specific task or topic. This makes it
hard to estimate the underlying phraseological competence contributing to UF.
Employing linguistic tests external to speech tasks allows estimation of collocation
knowledge and processing which contributes to UF, as empirically attested in De
Jong et al. (2013) and Kahng (2020) (but see Yan, 2020 using predefined collocation
as a prompt in an elicited imitation test).

Collocational processing as a window into usage-based language learning

A plethora of research has demonstrated that collocations are processed more
quickly than their matched novel phrases. Moreover, higher-frequency collocations
are processed at a faster rate than lower-frequency ones (for an overview, see
Conklin & Schmitt, 2012; Siyanova-Chanturia & Martinez, 2015). These findings
shed light on our remarkable sensitivity to recurrent lexical patterns, phrase
frequency, and probabilistic nature of word co-occurrence, all of which align with
the usage-based theory of language learning and processing (N. C. Ellis, 2002, 2012).

Factors that affect collocation processing include phrase frequency (e.g.,
Siyanova-Chanturia et al., 2011), constituent word frequency (e.g., Oksiiz et al,,
2020), congruency (e.g., Wolter & Yamashita, 2018), statistical associations (e.g.,
MI) (e.g., N. C. Ellis et al., 2008), learner’s proficiency and learning experiences
(Siyanova-Chanturia et al., 2011), and cognitive aptitude (Yi, 2018). Although the
types of MWS (e.g., collocations, lexical bundles), as well as methodologies (e.g.,
self-paced reading task, eye-tracking technique), considerably differ across studies,
common findings are that L1 speakers and L2 learners likewise demonstrate
sensitivity to phrasal frequency of MWS (but see N. C. Ellis et al., 2008). For
example, Siyanova-Chanturia et al. (2011) examined the processing of high-
frequency binomials (e.g., bride and groom) against the low-frequency reversed
form (e.g., groom and bride) and control phrases in a sample of native and
nonnative speakers of English. Results showed that phrase type and phrasal
frequency matter for both groups of participants.

A body of evidence suggests that collocations are entrenched in our memory, and
the more frequently we encounter collocations, the more quickly we access and
process them. As suggested by Wray (2002), this implies that collocation is likely
stored and retrieved holistically from long-term memory. To measure the efficiency
with which stored lexical knowledge is accessed, a common approach is to use a
lexical decision task, which can be further extended to PJT, as demonstrated by Yi
(2018), for evaluating the speed and accuracy of collocation processing. However,
the extent to which this measure of CF is related to UF remains unexplored. Thus,
the present study aimed to address this gap through the lens of the CF-UF link.

The current study

The main aim of this study is to investigate the association between L2 collocational
processing speed and accuracy, as elicited in a PJT, and L2 UF. Building on the
frequency effect observed in collocational processing research, the present study also
tests whether the processing speed of higher-frequency collocations exhibits a
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stronger association with UF compared with lower-frequency collocations. This
study is guided by the following research questions and hypotheses:

« RQ1. How does collocational processing speed relate to L2 UF?

« Hypothesis 1: Collocational processing speed is expected to exhibit a stronger
relationship with speed and breakdown fluency than repair fluency.
Specifically, the mid-clause pause measure is expected to show the largest
effect size, given that mid-clause pauses reflect one’s linguistic knowledge and
processing speed.

« RQ2. To what extent does the relationship between collocational processing
speed and L2 UF differ across collocation frequency level?

« Hypothesis 2: In line with usage-based approaches, it is hypothesized that the
processing speed of high-frequency collocation would be more strongly
associated with speed and breakdown fluency, especially mid-clause pauses.

« RQ3. How does collocational processing accuracy relate to L2 UF?

« Hypothesis 3: Considering Kahng’s (2020) findings that L2 phrasal vocabulary
predicted various UF measures, it is expected that collocational processing
accuracy would be related not only to speed and breakdown fluency but also to
repair fluency. This expectation is also supported by Koizumi and In’nami
(2013), which found a weak but significant relationship between collocation
knowledge and repair fluency.

Method
Participants

Japanese undergraduate students (N = 110), ranging from 18 to 23 years old
(M = 20.49, SD = 1.29), voluntarily joined the experiment online. About one-
third of the participants have more than one month stay overseas in various
countries (M, onm = 22.98, SD = 35.65, range = 1-210). Their self-reported
proficiency score on standardized tests indicated that they were mostly B1 to B2
levels of the Common European Framework of Reference for Languages (Council of
Europe, 2001): A2 (n = 2), Bl (n = 21), B2 (n = 46), and C1 (n = 12). Table 1 is
a breakdown of participants with their self-reported test scores. The mean age of
acquisition was 9.20 (SD = 3.88).

Materials

Forty-two adjective-noun collocations were extracted from Ackermann and Chen’s
(2013) Academic Collocation List (ACL). ACL is a comprehensive compilation of
academic collocations, combining computational and expert-review approaches. It
is based on the written curricular component of the Pearson International Corpus of
Academic English (PICAE) comprising over 25 million words. Following Wolter
and Gyllstad (2013), adjective-noun collocations were selected as a type of
collocation to control item variabilities otherwise present in verb-noun collocations.
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Table 1. Breakdown of self-reported standardized test score

M SD Range
TOEFL iBT (n = 23) 82.91 13.87 54-106
IELTS (n = 4) 6.75 0.87 6-8
TOEIC R&L (n = 40) 82391 114.49 510-985
TOEFL ITP (n = 6) 543 65.24 450-640
EIKEN (n = 9) Grade 2 (n = 2), Grade Pre-1 (n = 7)

Note: Parentheses represent the number of participants reporting the score; n = 28 did not report any score.

The following outlines the construction procedure for the task items. As an initial
list of the target collocations, 1,700 adjective-noun collocations were selected
from ACL. To enhance theoretical and pedagogical soundness, 86 out of 1,700
collocations were selected as task items. These collocations were chosen based on
Ackermann and Chen’s expert agreement rate concerning the pedagogical
usefulness (Table 2 on p. 242 in Ackermann & Chen, 2013). Second, the 86
collocations were checked against the Japan Association of College English Teachers
(JACET) basic word list, which covers 8,000 vocabulary items with 8 frequency
bands (Aizawa et al., 2005). Of these lists, 1,000-4,000-word levels are designated as
essential for Japanese university students. There were 11 items beyond the 4,000-
word levels found on the list which were subsequently removed, resulting in
75 items. Third, the 75 items were rank-ordered based on the normed frequency
available in PICAE. These frequencies were then log-transformed using the natural
log and divided into three frequency bins guided by Siyanova-Chanturia (2015a)
and Yi (2018): high-frequency (n = 25), mid-frequency (n = 25), and low-
frequency (n = 25). Fourth, to minimize the effect of any processing benefit from
seeing the same word twice, overlapping items, either for adjectives or nouns, were
excluded. Fifth, MI values (i.e., association strength of collocations), adjective
frequency, noun frequency, and word length were closely matched across the three
frequency bins, leading to 14 items each and 42 items in total.

The final factor to control for across the frequency bins was congruency, which is
a similarity between the two languages and known as having an effect on
collocation processing (Yamashita & Jiang, 2010; Wolter & Gyllstad, 2013;
Wolter & Yamashita, 2015, 2018). Seven graduate students in Applied
Linguistics, native speakers of Japanese, were involved in translating adjectives
and nouns for all stimuli (n = 42) into Japanese. Following the selection of the
most plausible translations for each collocation component, the translated
Japanese adjectives and nouns were combined to create the Japanese counterpart
collocations. A separate group of three graduate students in Applied Linguistics,
also native speakers of Japanese, assessed the naturalness of the Japanese
collocations on a 4-point scale (1 = very natural, 4 = very unnatural).
A Japanese collocation judged to be very natural indicates high congruency with
its English counterpart. Spearman correlation analysis revealed that the first
judge had a high-level agreement with the second and third judges (rho = .755,
.629) but a moderate-level agreement between the second and third judges
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(rho = .447). Mean scores, based on the assessments of the three judges, were
calculated for each item and used as congruency scores (see Supplementary
information for the translation of adjectives and nouns and congruency
judgment).

Filler items (n = 42) were constructed by combining the adjectives and nouns
systematically to achieve a collocation frequency close to zero. If the collocation
frequency was not zero, the MI value was checked because a negative MI value does
not signify any meaningful relationship between a pair of words (Gablasova et al.,
2017). To accomplish this, the Corpus of Contemporary American English (COCA)
was used as the reference corpus due to the limited accessibility to PICAE (see
Supplementary information Appendix S1 for the full information about the
characteristics of all the items). Table 2 shows the descriptive statistics for length,
log-transformed adjective frequency, log-transformed noun frequency, MI, log-
transformed collocation frequency, and congruency for all items (N = 82) by the
frequency level. Two items were excluded from the analysis (see Results section for
details). A series of One-way analysis of variance (ANOVA) were performed to
examine statistically significant differences in all item characteristics across the
frequency levels (see the Data analysis file in OSF). The results indicated that length,
adjective frequency, and noun frequency were comparable across the three
frequency levels and fillers. MI and congruency were also comparable across the
three frequency levels. The only statistically significant difference observed was in
collocation frequency across the three frequency levels (H = 35.567, p < .001).

Phrasal acceptability judgment task (PJT)

PJT assesses the online processing of MWS in L2 learners by asking them to judge
whether the phrase presented on a screen is acceptable or not. In contrast to
grammaticality or acceptability judgment tasks, which are often used to examine
syntactic processing for grammatical correctness, PJT instructs learners to judge
whether phrases are natural or not, rather than their grammaticality. This is because
most phrases used in this kind of task are grammatically correct (e.g., Oksiiz et al.,
2020). Gorilla Experiment Builder (http://www.gorilla.sc/) was used to construct
PJT (Anwyl-Irvine et al., 2020). Collocation items were presented one at a time in a
random order. Participants were instructed to press a button on the keyboard (Y for
yes response and N for no response) as quickly and accurately as possible. The task
commenced with a fixation cross presented for 500 milliseconds. Next, a blank
screen was presented for 65 milliseconds followed by a screen displaying a
collocation for 4,000 milliseconds. Responses taking more than 4,000 milliseconds
were considered incorrect, and the screen automatically moved on to the next. To
familiarize participants with the task, a practice trial was conducted with six items
(i.e., one item for each frequency level and three fillers). Due to online data
collection, participants were carefully instructed to ensure the absence of distractors,
allowing them to focus on the task.

Speech samples

Speech samples were obtained through an argumentative speech task, where
participants expressed their opinions on the advantages and disadvantages of
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Table 2. Test item characteristics

Collocation frequency

High Mid Low Filler

Item characteristics M (SD) 95% CI M (SD) 95% CI M (SD) 95% CI M (SD) 95% CI = p

Item length 14.57 (1.70) [13.68, 15.46] 13.21 (4.37) [10.92, 15.50] 15.46 (2.88) [13.90, 17.03] 14.29 (2.96) [13.39, 15.20] 0.923 0.442
Adjective frequency 11.60 (0.97) [11.09, 12.11] 11.36 (0.92) [10.88, 11.84] 10.82 (1.02) [10.27, 11.38] — — 2239  0.120
Noun frequency 11.72 (0.80) [11.31, 12.14] 11.75(0.52) [11.47,12.02] 11.14 (1.21) [10.48, 11.79] — — 2.052 0.143
Congruency 2.07 (0.78)  [1.67, 2.48] 1.95 (1.10)  [1.38, 2.53] 1.90 (0.84)  [1.44, 2.36] — — 1.043  0.594
Collocational frequency  2.61 (0.54) [2.33, 2.89] 1.85 (0.16) [1.77, 1.93] 1.16 (0.29) [1.01, 1.32] — — 35.567 < .001
MI scores 7.56 (1.38)  [6.84, 8.28] 7.54 (1.50)  [6.75, 8.32] 7.50 (1.19)  [6.86, 8.15] — — 0.178  0.915

2MI, congruency, and collocational frequency were analyzed by the Kruskal-Wallis test due to non-normal distribution.

9Ts

eMEZD{R], OTBI0Y]


https://doi.org/10.1017/S014271642400016X

Applied Psycholinguistics 527

smartphone use in our everyday lives. Participants were given two minutes for
preparation, and no time limit was set for delivering the speech. While preparing,
participants were permitted to take notes, but consulting a dictionary or other
resources (e.g., internet browsing) was not allowed. The author monitored
participants throughout the task. Before the main speech, participants practiced
with a self-introduction topic to ensure they were familiarized with the procedure.
Speeches were recorded using Praat (Boersma & Weenink, 2020). In Praat,
participants initiated and concluded the recording, saved the data on their
computers, and sent it via the chat function on Zoom. The mean duration of
speeches was 103.77 seconds (SD = 55.13, range = 24.88-346.30), and the mean
number of total words was 109.78 (SD = 55.36, range = 26-306). One participant
was unable to download Praat and used Audacity (Audacity Team, 2020). Another
participant was also unable to download Praat and recorded his speech with iPhone
7 (i0S§ 14.3). Two participants were excluded from the analysis because they failed to
save the speech data.

Analysis

L2 UF measures were computed based on Tavakoli and Skehan’s (2005) framework
of speed, breakdown, and repair fluency. For speed fluency, articulation rate (AR)
was calculated by dividing the mean number of syllables per second by total spoken
time (i.e., excluding pauses). For breakdown fluency, given the multidimensionality
of pausing behaviors, the number and duration of pauses in the mid- and end-
clauses were computed. Following the previous studies (e.g., De Jong et al., 2013),
pauses 250 milliseconds or longer were defined as silent pauses. The definition of a
clause followed Foster et al. (2000). Mid-clause silent pause ratio (MSPR) was
calculated by the total number of silent pauses within a clause divided by the total
number of syllables. End-clause silent pause ratio (ESPR) was calculated by the total
number of silent pauses between clauses divided by the total number of syllables.
Mid-clause silent pause duration (MSPD) was calculated by the mean duration of
silent pauses within clauses expressed in seconds. End-clause silent pause duration
(ESPD) was calculated by the mean duration of silent pauses between clauses
expressed in seconds. Filled pauses were defined as non-lexicalized (e.g., eh, um) and
lexicalized utterances (e.g., well, like). Filled pause ratio (FPR) was calculated by the
total number of filled pauses divided by the total number of syllables. The repair
fluency included self-repetitions, self-corrections, and false starts. Repair ratio (RR)
was calculated by the total number of disfluency words divided by the total
number of syllables. Syllables were counted on the publicly available website
(SyllableCounter.net: https://syllablecounter.net/), which simply detects the total
number of syllables in a text file. After detecting silent pauses (> 250 ms) by a built-
in automatic annotation in Praat, silent pauses in mid-clauses or end-clauses, filled
pauses, and repair behaviors were manually annotated by the author on TextGrid in
Praat. A postdoctoral researcher in L2 fluency was asked to code silent pauses (mid
or end), filled pauses, and repairs manually in Praat for 10% of the data, resulting in
very high inter-coder reliability (Cronbach’s & = .995 for mid-clause silent pauses,
.976 for end-clause silent pauses, .988 for filled pauses, .987 for disfluency words,
.978 for self-repetitions, .924 for self-corrections, and .663 for false starts). All UF
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Table 3. UF measures and calculations

Measures Calculation

Speed fluency

Articulation rate The mean number of syllables per second/total phonation
time

Breakdown fluency

Mid-clause silent pause ratio The total number of silent pauses within clauses/the total
number of syllables

End-clause silent pause ratio The total number of silent pauses between clauses/the
total number of syllables

Mid-clause silent pause duration = The mean duration of silent pauses within clauses
expressed in seconds

End-clause silent pause duration  The mean duration of silent pauses between clauses
expressed in seconds

Filled pause ratio The total number of filled pauses/the total number of
syllables

Repair fluency

Repair ratio The total number of disfluency words/the total number of
syllables

measures were automatically calculated in R (R Core Team, 2023) with the help of a
publicly available R script (S. Suzuki & Révész, 2023). Table 3 summarizes the UF
measures and the calculations.

Before proceeding with the main statistical analyses to investigate the
relationship between collocational processing speed and L2 UF, it is important
to examine whether log-transformed RT's for collocational processing speed differ
across frequency levels and fillers. This aims to demonstrate (1) faster processing
speed for higher-frequency collocations (high < mid < low) and (2) slower
processing speed for fillers. After confirming that the statistical assumptions of
normal distribution and homogeneity of variance were met, a one-way repeated
measures ANOVA was performed for collocational processing speed at each
frequency level. The result indicated significant differences between all frequency
levels and fillers, except for high-frequency and mid-frequency collocations (see
Supplementary information Appendix S2). To address RQ1, log RTs of the three
frequency levels were averaged as a single measure. Given the non-normal
distributions of all UF measures except AR, Spearman’s rank-order correlation
analysis was performed to examine the relationship between log RTs of the
collocational processing speed and UF measures. For RQ2, Spearman’s rank-order
correlation analyses were performed between log RTs of the three frequency levels
(high, mid, and low) and UF measures. Subsequently, three frequency variables were
incorporated as predictors in multiple regression analyses. To address RQ3,
accuracy was calculated as the total number of correct marks obtained across all
items (all frequency and fillers). Spearman’s rank-order correlation analysis was
performed to explore the relationship between accuracy and UF measures. The
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Table 4. Descriptive statistics for collocational processing speed and UF

95% CI

Measures Min Max M SD Lower, upper
Collocational processing speed

Overall (log) 6.78 7.80 7.24 0.19 7.20, 7.28

High-frequency (log) 6.62 7.90 7.21 0.22 7.17,7.25

Mid-frequency (log) 6.74 7.74 7.19 0.19 7.15, 7.22

Low-frequency (log) 6.88 7.78 7.34 0.20 7.30, 7.37
Collocational processing accuracy

Accuracy 40.00 72.00 56.29 7.59 54.83, 57.74
Speed fluency

Articulation rate 1.20 4.22 2.80 0.70 1.43, 4.17
Breakdown fluency

Mid-clause silent pause ratio 0.03 0.67 0.22 0.13 -0.04, 0.48

End-clause silent pause ratio 0.02 0.24 0.08 0.03 0.02, 0.13

Mid-clause silent pause duration (sec) 0.45 1.73 0.85 0.30 0.26, 1.44

End-clause silent pause duration (sec) 0.39 2.25 0.89 0.35 0.21, 1.57

Filled pause ratio 0.00 0.47 0.10 0.10 -0.09, 0.29
Repair fluency

Repair ratio 0.00 0.50 0.11 0.09 -0.07, 0.29

significant alpha level was all set at p < .007 (calculated by 0.05/7). Effect size
interpretation in the correlation coefficient was guided by Plonsky and Oswald’s
(2014) recommendations: r = .25 for small, r = .40 for medium, and r = 60 for
large effect sizes. All the statistical analyses were performed using Jeffreys’s Amazing
Statistics Program (JASP) (JASP Team, 2023).

Results

Prior to the main analysis, the PJT performance data underwent trimming and
cleaning. This involved excluding one participant due to a technical issue and
another participant responding too quickly to over half of the items (59.5%)
(M,,,s = 429, SD,,,; = 254). An additional participant was excluded for having an
accuracy level of more than -3 SD in all frequency levels. Additionally, one
collocation item in the low-frequency list (item 34) was mistakenly copied from the
original list and subsequently excluded from the analysis. A filler item that included
a word from Item 34 was also excluded (Item 62). Responses exceeding 4,000
milliseconds (0.7% of all data) and responses faster than 450 milliseconds (0.09% of
all data) were excluded. Incorrect responses, constituting 17.9% of all data
(excluding fillers), were excluded from the analyses for RQl and RQ2 (see
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Table 5. Spearman correlations between collocational processing speed and UF

Collocation RT (overall)

95% CI

Fluency measure rho p Lower, upper
Speed fluency

Articulation rate -0.271°2 0.005 -0.440, -0.084
Breakdown fluency

Mid-clause silent pause ratio 0.322° <.001 0.139, 0.484

End-clause silent pause ratio 0.277° 0.004 0.091, 0.445

Mid-clause silent pause duration (sec) 0.205 0.036 0.014, 0.382

End-clause silent pause duration (sec) 0.169 0.085 -0.024, 0.349

Filled pause ratio -0.029 0.768 -0.220, 0.163
Repair fluency

Repair ratio 0.135 0.171 -0.058, 0.318

3p < .007.

Supplementary information Appendix S3). Descriptive statistics for collocational
processing speed, accuracy, and UF measures are presented in Table 4.

RQ1 aimed to examine the relationship between collocational processing speed
(CF) and L2 UF measures. Log RTs were averaged across the three frequency levels
to examine the overall collocational processing speed. Table 5 shows the results of
correlation analyses, revealing that collocational processing speed was significantly
correlated with AR (rho = —.271), MSPR (rho = .322), and ESPR (rho = .277)
with small to medium effect sizes. Conversely, MSPD, ESPD, FPR, and RR did not
show any significant correlations with L2 UF with marginal effect sizes.

While RQI1 addressed the relationship between overall collocational processing
speed and L2 UF, RQ2 examined whether collocation frequency modulated the
relationship between processing speed and L2 UF. This aimed to test the assumption
that the processing speed of higher-frequency collocations is more strongly
associated with L2 UF in line with the usage-based theory of language acquisition.
Correlation analyses results shown in Table 6 suggested that the processing speed of
high-frequency collocations seemed to exhibit a stronger relationship with L2 UF
measures than that of mid- and low-frequency collocations, particularly in AR
(rho = —.294) and two pause frequency measures MSPR (rho = .383) and ESPR
(rho = .325) (see scatterplots in Figure 2). Subsequently, three frequency variables
were entered into the regression model using a stepwise approach, with assumptions
of residual distributions being met (see Data analysis.pdf in OSF). The results in
Table 7 showed that, overall, the processing speed of high-frequency collocation
explained larger variances in L2 UF measures (3.2%-12.6%). It was noteworthy that
the processing speed of low-frequency collocation explained small but additional
variances in breakdown fluency measures (3%-5.1%).
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Table 6. Spearman correlations between collocational processing speed for each frequency level and UF

High-frequency collocation

Mid-frequency collocation

Low-frequency collocation

95% Cl 95% Cl 95% Cl
rho P Lower, upper rho p Lower, upper rho p Lower, upper

Speed fluency

Articulation rate -0.2942 0.002 -0.46, -0.108 -0.231 0.018 -0.405, -0.042 -0.237 0.015 -0.41, -0.047
Breakdown fluency

Mid-clause silent pause ratio 0.3832 <.001 0.207, 0.535 0.277° 0.004 0.09, 0.445 0.257 0.008 0.069, 0.428

End-clause silent pause ratio 0.325° <.001 0.143, 0.487 0.226 0.02 0.036, 0.401 0.242 0.013 0.053, 0.414

Mid-clause silent pause duration (sec) 0.245 0.012 0.056, 0.417 0.179 0.067 -0.013, 0.359 0.2 0.041 0.008, 0.377

End-clause silent pause duration (sec) 0.209 0.033 0.018, 0.385 0.154 0.117 -0.039, 0.336 0.141 0.152 -0.052, 0.324

Filled pause ratio 0.007 0.945 -0.185, 0.198 -0.099 0.313 -0.286, 0.094 -0.018 0.855 -0.209, 0.174
Repair fluency

Repair ratio 0.166 0.09 -0.026, 0.347 0.078 0.427 -0.115, 0.266 0.126 0.2 -0.067, 0.31

ap <.007.
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Figure 2. Scatterplots between collocational processing speed (log RT) and UF.
Table 7. Summary of multiple regression analyses
Outcome variable Predictors Adj. R? B F p
Speed fluency
Articulation rate High 0.126 -0.366 15.93 <.001
Breakdown fluency
Mid-clause silent pause ratio High 0.115 0.773 14.509 <.001
High + low 0.165 -0.485 11.241 0.009
End-clause silent pause ratio High 0.108 0.769 13.634 <.001
High + low 0.159 -0.491 10.851 0.008
Mid-clause silent pause duration (sec) High 0.063 0.269 8.010 0.006
End-clause silent pause duration (sec) High 0.032 0.552 4.460 0.037
High + low 0.062 -0.400 4.306 0.040

Note: Predictors were high-frequency, mid-frequency, and low-frequency collocational processing speed (log RT); filled pause
ratio and repair ratio were not significantly predicted; variance inflation factor of high and low-frequency RT was 4.117.
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Table 8. Spearman correlations between collocational processing accuracy and UF

Collocation accuracy

95% CI

Fluency measure rho p Lower, upper
Speed fluency

Articulation rate 0.3567 <.001 0.176, 0.513
Breakdown fluency

Mid-clause silent pause ratio -0.3687 <.001 -0.523, -0.19

End-clause silent pause ratio -0.3422 <.001 -0.501, -0.161

Mid-clause silent pause duration (sec) -0.321°2 <.001 -0.483, -0.138

End-clause silent pause duration (sec) -0.292 0.003 -0.457, -0.105

Filled pause ratio -0.129 0.19 -0.313, 0.064
Repair fluency

Repair ratio -0.281° 0.004 -0.448, -0.094

2p <.007.

Finally, RQ3 addressed the relationship between collocational processing
accuracy and L2 UF measures. The results of correlation analyses in Table 8
revealed that collocational processing accuracy was significantly correlated with all
L2 UF measures except FPR with small to medium effect sizes (rho = |.281-.368|).

Discussion

Motivated by the recent L2 fluency research shedding light on underlying linguistic
resources and processing speed that enable efficient speech production, the current
study aimed to investigate the connection of collocational processing speed and
accuracy to L2 UF. Moreover, the study sought to determine whether the
relationship between collocational processing speed and L2 UF was modulated by
collocation frequency.

Collocational processing speed and L2 UF

The first RQ addressed whether RT of collocational processing speed was associated
with L2 UF. The results of the correlation analyses indicated that RT was
significantly correlated with AR (rho = —.271), MSPR (rho = .322), and ESPR
(rho = .277), with small to medium effect sizes. This suggests that faster access to
collocation knowledge leads to more efficient overall speech production and fewer
pauses at both mid- and end-clauses, aligning with recent CF-UF link research (De
Jong et al., 2013; Kahng, 2020; S. Suzuki & Kormos, 2022). Speed fluency, measured
as mean syllable duration or AR, serves as an indicator of L2-specific CF, as
evidenced in studies by De Jong et al. (2013), Kahng (2020), and Suzuki and Kormos
(2022), where approximately 40%-50% of the variance was explained by CF
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measures. Breakdown fluency, especially a measure of mid-clause pause frequency,
also emerges as a robust indicator of L2-specific CF (Kahng, 2020; S. Suzuki &
Kormos, 2022). Regarding lexical processing speed, previous studies employed a
picture naming task and found that the RT of lexical retrieval was related to speed
fluency (e.g., mean syllable duration) and the frequency of silent pauses. The current
study extends prior findings by demonstrating that collocational processing speed
also underlies fluent speech, highlighting the need for a more diverse measure of
lexical knowledge, including collocation knowledge and processing speed, as part of
CF measures. While the importance of phraseological proficiency underlying fluent
speech production has been emphasized in previous studies (De Jong et al., 2013;
Koizumi & In’nami, 2013; Kahng, 2020; Uchihara et al, 2021), most studies
have focused on knowledge measures (i.e., linguistic resource) rather than speed
measures (i.e., processing speed).

The current study revealed a relatively weak association between collocational
processing speed and silent pause duration, filled pauses, and repairs. This finding is
consistent with earlier research conducted by De Jong et al. (2013) and Kahng
(2020), who reported a limited relationship between mean length of silent pauses
and most measures of CF, suggesting that pause duration may reflect language-
general characteristics such as personality. However, care needs to be taken as S.
Suzuki and Kormos (2022) found significant correlations between MSPD and ESPD
and various measures of CF. With respect to filled pauses and repairs, Kahng (2020)
suggests that these two reflect language-general fluency, rather than L2-specific
fluency, a view echoed by De Jong et al. (2015). In addition, S. Suzuki and Kormos
(2022) did not find a meaningful relationship between the processing speed factor
and repair fluency factor. Given that repair behaviors reflect monitoring—self-
monitoring speech processing in terms of accuracy and appropriateness (Kormos,
1999)—it could be accurate collocation knowledge rather than speed of access to it
that matters in reducing repairs. It is also possible that participants’ proficiency
levels confounded the results because oral fluency is influenced by language
proficiency (Tavakoli et al., 2020). Specifically, Tavakoli et al. showed that AR and
pause frequency had a relatively linear relationship with proficiency, but pause
duration, filled pauses, and repairs exhibited less linearity with proficiency.

Frequency effects on the relationship between collocational processing speed and
L2 UF

Usage-based theories of language acquisition suggest that the frequency and
probability of linguistic units are crucial for learning and processing language. Ellis
(2009) suggested that fluent speakers’ “unconscious language representations are
adaptively probability-tuned to predict the linguistic constructions that are most
likely to be relevant in the ongoing discourse context, optimally preparing them for
comprehension and production” (p. 152). Previous evidence indicates that L2
learners’ collocation knowledge tends to favor high-frequency collocations (Ellis
et al., 2008; Gonzélez Fernandez & Schmitt, 2015; Siyanova-Chanturia et al., 2011).
This suggests that high-frequency collocations are more likely to be entrenched in
an L2 learner’s memory such that high-frequency collocations would be more
robust in language comprehension and production.
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RQ2 tested whether the processing speed of higher-frequency collocations was
more closely associated with L2 UF than lower-frequency ones. Correlation analyses
revealed that the processing speed of high-frequency collocations seemed to be more
associated with AR (rho = —.294), MSPR (rho = .383), and ESPR (rho = .325).
Examining the predictive strength of processing speed at each frequency level
through multiple regressions showed that the processing speed of high-frequency
collocations explained a larger or unique variance in speed and breakdown fluency
measures (adjusted R? = 0.32-0.126), while the processing speed of low-frequency
collocations explained additional variance in several pause measures. These results
largely confirmed previous findings that the role of higher-frequency collocations is
more significant than lower-frequency ones (Ellis et al., 2008; Durrant & Schmitt,
2009; Gonzalez Fernandez & Schmitt, 2015; Siyanova-Chanturia et al., 2011; Yi,
2018). Ellis et al. (2008) suggested that L2 learners’ processing of MWS (ngrams)
was affected by phrase frequency rather than mutual exclusivity in lexical decision,
priming, and production tasks. Similar evidence was found by Durrant and Schmitt
(2009), who observed that L2 learners tended to overuse high-frequency
collocations and underuse exclusive collocations (measured as MI). L2 learners’
sensitivity to collocation frequency was also evident in collocation processing
research (Siyanova-Chanturia et al., 2011; Yi, 2018). Despite the predominant role
of high-frequency collocations in L2 learners’ phrasal lexicon, it has been less clear
how high-frequency collocation knowledge is employed in fluent speech compared
to lower-frequency ones. This study contributes additional evidence to CF-UF link
research, highlighting that the relationship between collocational processing speed
and L2 UF was largely modulated by high-frequency collocations.

Contrary to the expectation that the strength of prediction would follow the
order of high- > mid- > low-frequency, regression analysis revealed that the
processing speed of mid-frequency collocations was not a significant predictor for
any L2 UF measures. The preliminary analysis indicated that high-frequency and
mid-frequency collocations did not significantly differ in processing speed (see
Supplementary information Appendix S2), suggesting that the explained variance of
L2 UF by mid-frequency collocation processing could be overshadowed by high-
frequency collocation processing. One speculation is that, as suggested in Siyanova-
Chanturia and Schmitt (2008), the participants might not have been able to
differentiate between high-frequency and mid-frequency collocations, thereby
reducing the predictive power of mid-frequency collocation processing for L2 UF.
Another potential factor could stem from the selection of target collocations in ACL
(Ackermann & Chen, 2013). The initial list of 86 adjective-noun collocations was
chosen based on the highest expert agreement regarding pedagogical usefulness.
Therefore, although collocation frequency in the target corpus (high, mid, and low)
was statistically significantly different (see Table 2), high- and mid-frequency
collocations might have been equally important and frequent for the participants in
their course of learning history.

Collocational processing accuracy and L2 UF

As an extension of recent CF-UF link research, this study examined collocational
processing accuracy as an underlying CF measure, operationalized as the number of

https://doi.org/10.1017/S014271642400016X Published online by Cambridge University Press


https://osf.io/kyuaw/
https://doi.org/10.1017/S014271642400016X

536 Kotaro Takizawa

correct marks across the entire item set. S. Suzuki and Kormos (2022) took a similar
approach to measure accuracy in timed grammatical processing tasks, a part of the
CF measure (linguistic resource factor). Correlation analyses showed that
collocational processing accuracy was associated with all L2 UF measures except
FPR, with small to medium effect sizes (rho = |.281-.368|). The findings largely
confirmed previous studies that demonstrated collocation knowledge underpins L2
UF (De Jong et al., 2013; Koizumi & In’nami, 2013; Kahng, 2020; Uchihara et al.,
2021), claiming that speech production could be phraseologically driven. The results
demonstrated that having larger accurate collocation knowledge enhanced the
overall speed of articulation and reduced disruptions and repairs during speech. It
should be noted, however, that the results were possibly affected by the proficiency
level of the participants.

It seems that collocational processing accuracy had more robust associations with
L2 UF measures than collocational processing speed. It is notable that silent pause
durations and repairs were significantly associated with accuracy. This discrepancy
between collocational processing speed and accuracy can be interpreted in two ways.
One possibility is that collocational processing speed and accuracy might tap into
different constructs, thus having differential associations with L2 UF, as S. Suzuki
and Kormos (2022) illustrated in their analysis. The other possibility could be due to
the fact that collocational processing speed and accuracy were computed differently.
That is, the processing speed analysis was based only on correct responses to the
target collocations, while the accuracy analysis was based on all responses, including
fillers (see Supplementary information Appendix S3).

Limitations and future directions

Several limitations are worth pointing out. First and foremost, this study did not
incorporate an external measure of participants’ proficiency levels into the
relationship between collocational processing speed and accuracy and L2 UF
measures. The participants in this study were at a relatively advanced level
according to self-reported proficiency scores. Thus, it is possible that the significant
relationship between collocational processing speed and accuracy with L2 UF would
be weaker in lower-level L2 learners. Second, this study focused on collocation
as a type of MWS, which have various types according to the definition and
operationalization (Wood, 2020). Thus, in future studies, it is imperative to see the
extent to which the current findings are generalizable to different types of MWS
(e.g., idioms). Third, this study operationalized collocation as an adjective-noun
combination, a pair often utilized in collocation processing research to control for
the variabilities of nouns otherwise present in a verb-noun collocation (i.e., a/the or
plural-s) (e.g., Wolter & Gyllstad, 2013). Future studies are expected to remedy this
convention to explore different forms of collocations and test collocational
processing as an underlying CF. Fourth, it should be noted that the corpus from
which the target collocations in ACL (Ackermann & Chen, 2013) were derived
consisted of written academic English. Given the population in this study were
university students, it was deemed appropriate to test the processing of academic
collocations. However, in future studies, it would be meaningful to investigate
whether the processing of collocations from other genres (e.g., TV shows) attests to
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underlying CF measures to predict L2 UF. Finally, the speech samples in this study
were elicited based solely on an argumentative task. The task effect on CF-UF links
was aptly illustrated by Suzuki and Kormos (2022), concluding that the availability
of content or linguistic input in tasks influenced the complex interplay between CF
and L2 UF measures. An argumentative task is relatively less controlled due to the
absence of predefined content or linguistic items. Future investigations are worth
exploring the relationship between the processing of MWS and L2 UF through tasks
with different speech processing demands.

Conclusion

Motivated by the recent investigations that underlying cognitive efficiencies of oral
fluency predict L2 UF, this study operationalized L2-specific CF as speed and
accuracy of collocational processing elicited in a PJT. The results demonstrated that
L2 learners’ collocational processing speed underpinned AR, MSPR, and ESPR,
while collocational processing accuracy underpinned most L2 UF measures. The
analysis of frequency effects on the relationship between collocational processing
speed and L2 UF measures indicated that the processing speed of high-frequency
collocations was predominant in predicting speed and breakdown fluency measures,
aligning with the usage-based model of language acquisition (Ellis, 2002). This
study contributes to L2 fluency research by showing that L2 learners’ (receptive)
phraseological proficiency also underlies fluent speech production, a topic relatively
under-researched in recent CF-UF link investigations (e.g., S. Suzuki & Kormos,
2022). Despite the fact that the role of MWS in fluent speech production has been a
central topic for decades in Second Language Acquisition (Pawley & Syder, 1983;
Wray, 2002; Kormos, 2006), very few attempts have been made explicitly so far to
explore what and how phraseological competence underlies L2 UF and automaticity
in speech production (Koizumi & In’nami, 2013; Kahng, 2020; Uchihara et al,
2021). To better understand the multidimensionality of oral fluency and how it
develops in the course of L2 learning, more research is necessary to explore the link
between CF and UF considering the wide variety of linguistic knowledge and
processing, including different types of MWS.

Replication package. (1) The study materials, (2) analysis code, and (2) data used for the present study can
be found at https://osf.io/kyuaw/.
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