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QUADRATIC FORMS OVER QUADRATIC EXTENSIONS 
OF FIELDS WITH TWO QUATERNION ALGEBRAS 

CRAIG M. CORDES AND JOHN R. RAMSEY, JR. 

1. I n t r o d u c t i o n . In this paper, we analyze what happens with respect to 
quadrat ic forms when a square root is adjoined to a field F which has exactly 
two quaternion algebras. There are many such fields—the real numbers and 
finite extensions of the £-adic numbers being two familiar examples. For general 
quadrat ic extensions, there are many unanswered questions concerning the 
quadrat ic form structure, but for these special fields we can clear up most 
of them. 

I t is assumed char F ^ 2 and K = F {y/a) where a £ F — F2. F denotes 
the non-zero elements of F. Generally the letters a, b, c, . . . and a, fi, . . . refer 
to elements from .Fand x,y,z, . . . come from K. Diagonalized quadrat ic forms 
are denoted by p = (xi, . . . , xn) and DK(cp) = {y £ K\ <p represents y over K\. 
The number of quaternion algebras over K ism (K), q (K) = \K/K2\, and u(K) 
is the ^-invariant . If A C K, then (^4) is the subgroup in K generated by A. 
This symbol will also refer to F, but the context will always make clear which 
is meant . 

A subgroup of central importance throughout will be the radical, R(K) = 
{x\ DK(1, -x) = K). Another formulation for R(K) is {x\ [x, y] ^ [ 1 , - 1 ] for 
all y G K} where [x, y] is the quaternion algebra over K with s t ructure con­
s tants x, y. For more on R (K), see [1], [2], and [6]. In [2], it was shown the role 
R(F) plays when q(F) < oo, m(F) = 2, and F is non-formally real. The W i t t 
ring (and hence the quadrat ic form structure) is determined by the level 
(S tu fe ) ,g (F) , | D ( 1 ' V ^ 2 | , a n d | ^ F ) / ^ 2 | . When F is formally real and m(F) = 2, 
then it follows from the proof of Proposition 2.3 in [10] tha t R(F) has index 2 in 
F. The quadrat ic form structure is now given by Theorem 1 of [6] and is 
ra ther uncomplicated. In fact from the above, it is easy to see tha t for real F, 
m(F) = 2 if and only if R(F) has index 2. Moreover, DF{\, 1) = R(F). 

The main results of this paper are the following two theorems. 

T H E O R E M (3.8, 4.8). Let F be a field with m(F) = 2 and let K = F (Va) 
where a Ç F — F2. Then m(K) = 4 when a Ç R(F) and m(K) ^ 2 when 
a d R(F). Moreover, for a (? R(F), m(K) = 1 if and only if F is formally real. 

T H E O R E M (3.10, 4.14). If m(F) = 2, q(F) < oo, and K = F (Va) where 
a G F — F2, then NK/F(x) G R(F) if and only if there is an f G F such that 
fx e R(K). Moreover, \R^/K2\ = \R^/F2\^ when a $ R(F) and \R^/K2\ = 
\\R^IF2\2 when a G R(F). 
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2. Some preliminaries. If m(F) = 2, then it is well known that DF(\, — b) 
has index 1 or 2 for all b G F. From Theorem 1, 2 in [6], it follows that if 
DF(1, —b) has index 1 or 2 for all & G F (and is 2 for at least one b)} then 
m(F) = 2. This is how we will show m(K) ^ 2 when a (? R(F) and m(K) ^ 4 
when a G R(F). Another result that will be used frequently is Lemma 1 of [2]. 
Namely, form (F) = 2 and b, c G ^ Z>F(1,&) = £>F(1, c) if and only if 6c G i?(F). 
Actually one direction of this is true more generally for any field; i.e., 
DF(a,i, . . . , an) = DF(ridi, . . . , rnan) for all n ^ 2 and r* G R{F)> See [1]. 

A helpful lemma which we apply is given below. We will use this often with 
no further mention. An easy but interesting corollary of the lemma and 
R(F) = r W 0 F ( l , & ) (see [2]) is also given. 

LEMMA. Let b,c G F. Then DF(1, -b) H DF(1, -c) Q DF(1, -be). 

COROLLARY. R(F) = n^BDF(l, -b) where B C F and (R(F), B) = F. 

We are now ready to obtain results which are needed to analyze K when 
m(F) = 2. 

PROPOSITION 2.1. If m(F) = 2 and if d Ç F — R(F), then every quaternary 
form over F of determinant d is isotropic. 

Proof. Let <p be any (non-singular) quaternary form over F. Since <p is iso­
tropic if and only if bep is, we may assume 1 G DF(<p). So <p = (1, —a, —b, abd). 
Since d (? R(F), [ — abc, d] takes on both possible values as c runs through F. 
In particular, there is a c G F such that [ — aftc, ^] = [a, 6]. It follows from 
[7, Theorem 3.21, p. 124] that (-1, c ,- cd) ^ (-a, -b, abd). Thus <p ̂  
(1, —1, c, —cd) is isotropic. 

The norm NK/F will play an important role in everything that follows. We 
abbreviate NK/F to N; and i£, T7 are always related for the remainder of the 
paper as stated in the introduction; i.e., K = F (\/a) where a G F — F2. An 
immediate consequence of Elman's and Lam's Norm Principle [4, Theorem 
2.11] with <p = (1) is the next proposition. 

PROPOSITION 2.2. If x G K and N(x) G F2, then there is a (3 G F and ay G K 
such thatx = (3y2. 

Theorem 2.13 in [4] is also called the Norm Principle. It states for K, F as 
above that given a quadratic form <p over F and x G K, then N(x) G 
DF(<p) • DF(<p) if and only if x G F • DK((p). We will have frequent occasion to 
apply this result and will refer to it as the Norm Principle. 

PROPOSITION 2.3. If m(F) = 2, then F H R(K) = R(F) U aR(F). 

Proof. R(F) U aR(F) Ç FC\ R(K) follows from the Corollary to Proposition 
3 in [1]. On the other hand, if c G F(^ R(K), then x G DK(l, -c) for all x G K. 
Hence the Norm Principle implies N(x) G DF(l, —c) and so DF(l, —a) Ç 
DF(1, —c). Thus c G R(F) U aR(F) by the first paragraph of this section. 
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COROLLARY 2.4. Ifm(F) = 2 and R(F) = P, then R(K) = K\ 

Proof. If x G R(K), then the Norm Principle gives N(x) G i ? ( f ) = A So 

by Proposition 2.2, x = /3 (mod i t 2 ) for some /3 G A But 0 G F n R(K) = 

R(F)UaR(F) Ç i t 2 . 

Much of the later work depends heavily on Scharlau's method of transfer [9]. 
For y = b + c y/a G K, let 5 y be the linear functional on K defined by 
Sy(a + p y/a) = ac — /3b for all a, /3 G F. Then ker Sy = Fy. If 5 / denotes 
the transfer with respect to Sy and <p is any i£-form, then Sy*(<p) is isotropic 
if and only if DK(<p) contains/}/ for s o m e / G A 

PROPOSITION 2.5. If x, y £ K, then Sy*(x) = a ( l , — 7V(Vy)) w/^r£ a w any 
member of DF[Sy*(x)]. 

Proof. Let x = a + /3V#, y = b + c \Az- Then with respect to the basis 
{1, \/a) for K over F, the bilinear form associated with Sy*(x) has the matr ix 

ac — 06 fljSc — ab \ 
afic — afr a(ac — j8&)/ 

The determinant of this matrix is — N(x)N(y) and the result follows. 

PROPOSITION 2.6. Let m(F) = 2 and suppose x, y G K. If N(x) d R(F), then 

there exists an f G F such that fy G DK{\, — #) . 

Proof. Such an / exists if and only if 5 / ( 1 , —x) is isotropic. By Proposition 
2.5 

5 / ( 1 , - x ) = a ( l , -N(y)) - 0 (1 , - t f f o O ) 

for part icular a, (3 £ F. So the determinant of 5 / ( 1 , — x) is N(x), and by 
Proposition 2.1, 5 / ( 1 , — x) is isotropic. 

We conclude this section by recalling from [5, pp. 298-299] how to find basis 
representatives for K/K2. Let B VJ {a} be a set of representatives for a basis 
of F/F2 and let C be a set of representatives for a basis of DF(l, —a). For each 
a = e2 — af2 G C, let 5 = e + / V^- Then a set of representatives for a basis 
of K/K2 is given by {b} U {â} where b (i B, a £ C. 

3. T h e case a g R(F). Throughout this section, we assume a d R(F) and 
m(F) = 2. These assumptions will not be stated in the propositions bu t will be 
in the main results. 

PROPOSITION 3.1. For every c G F, F ç DK(l, — c). 

Proof. Suppose 6, c G A Since a (? R(F), [a, a] takes on both possible values 
as a runs through A Choose a such tha t [ô, c] = [a, a]. Then over F, 

(1, - 6 ) 0 (1, -c) = (1, - 6 , - c , bc) ^ (1, - a ) 0 (1, -a). 
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Hence, (1, — b) ® (1, — c) is hyperbolic over K and b G DK(1, — c). Thus 
FQDK(1, -c). 

The next corollary now follows immediately from the Norm Principle. 

COROLLARY 3.2. For x G K and c G F, x G DK(1, — c) if and only if N(x) G 
DF(1, -c). 

COROLLARY 3 . 3 . J / C G F, /Aen 2)^(1, — c) has index 1 or 2 in K. 

Proof. Suppose x, y $ DK(l, -c). By the above, N(x), N(y) G £>F(1, - c ) . 
But m(F) = 2 then implies N(xy) G 2)^(1, — C) and so xy G 2)^(1, — c). 

The next two results are immediate consequences of Corollary 3.2. 

COROLLARY 3.4. Ifx£K, then F C\ DK(l, -x) = DF(1, -N(x)). 

COROLLARY 3.5. For x G K, F ç 2)^(1, —x) if and only if N(x) G R(F). 

PROPOSITION 3.6. If x G K and N(x) G R(F), then DK(l, —x) has index 2 
in K. 

Proof. By Corollary 3.4, F Pi DK(1, —x) has index 2 in F. So there is a 
c G F such that exactly one of/ or /c is in DK(\, —-x) fo r / G A Consider 
y G i t . By Proposition 2.6, there is a n / G ^ such tha t /^ G 22^(1, —x). Hence 
either y or cy must be in 2)^(1, — x). 

PROPOSITION 3.7. If x G K and N(x) G R(F), then DK(1, —x) has index 1 
or 2 in K. 

Proof. Suppose DK(1, — x) ^ i t and let 3/1, 3/2 G 2 ^ ( 1 , — x). It suffices to 
show yiy2 G Z>*(1, - x ) . If 2V(yi) G # ( F ) , then Sy*(l, -x) = a(l, -N(y,)) 
— fi(l, — iV(x3/i)) is clearly isotropic. Therefore there is a n / G i7 such that 

fyi G 2)^(1, —-x). But then by Corollary 3.5, y± G DK(1, —x). This contradic­
tion shows N(yi), N(y2) G R(F), and so 2)^(1, — 3 -̂), i = 1, 2, have index 2 
in i t . If iVC^i^a) G 2? (70, then as above yxy2 G 2)^(1, - x ) . If N(yiy2) G i^(F), 
then 2 ^ ( 1 , -N(yi)) 7* DF(1, -N(y2)) by Lemma 1 of [2]. So there is a 
fi G F - [ I>F(1 , - iV(yi) U D F ( 1 , -TV(3/2)1 and Corollary 3.4 now gives 

0 G 2 M 1 , -yi)VDK(l, -y2). 

But x does not belong to the union either means we must have fix G DK(1, — 3^), 
i = 1,2. Therefore y i G 2)^(1, — fix) for each i = 1, 2 and so yvy2 G 2 ^ ( 1 , —fix). 
Moreover, fi G 2)^(1, — 3>0, ^ = 1, 2 implies yly y2 G 2)^(1, —fi). So 3̂ 3/2 G 
^ ( 1 , -fi) by Corollary 3.3. Finally yYy2 G 2 ^ ( 1 , - 0 ) P\ DK(1, -fix) C 
Ar ( l , - * ) . 

Since 2)x(l , — x) has index 1 or 2 for every x G K, we now have m(K) ^ 2 
(see the first paragraph of Section 2). If m(K) = 1, then R(K) = K and by 
Proposition 2.3, F = R(F) U ai?(iO- Thus i?(F) has index 2 in F and so F 
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must be a formally real field [6, Lemma 2]. Conversely, if F is a real field with 
m(F) = 2, then R(F) has index 2 in A Consequently — a G J?(F) and £ > F ( 1 , 
- a ) = Z>F(1, 1) = R(F). In particular, N(x) G i?(F) for all x £ K. Fix 
x, 3/ G K. Then 

5 / ( 1 , - x ) = a ( l , -N(y)) - 0 (1 , - t f f o O ) 

is clearly isotropic over /% and there must be an / G F sa t isfying/y G DK{\, 
— x). But F C 2 ^ ( 1 , — x) by Corollary 3.5 then gives y G £ ^ ( 1 , — x) . I t now 
follows tha t x G R(K). So R(K) = K and therefore m(K) = 1. 

T H E O R E M 3.8. Le£ F&e afield with m (F) = 2 and j£ = F(\/a) where a £ F — 
F2. If a d R(F), thenm(K) ^ 2. Moreover m (K) = 1 if and only if F is formally 
real. 

Recall t ha t quadrat ic forms over fields with exactly one quaternion algebra 
are determined up to equivalence by just their de terminant and dimension. 
Quadrat ic form structure over non-formally real fields with exactly two quater­
nion algebras depends heavily on the radical. Under certain finiteness condi­
tions, we can say a lot more about R(K). 

PROPOSITION 3.9. Let \*/R(F)\ < 00 and suppose x G K. If N(x) G R(F), 

then there is an f G F such that fx G R(K). 

Proof. If R(F) = F2, then the proposition follows immediately from Proposi­
tion 2.2. So we may assume \R(F)/F2\ > 1. Suppose N(x) G R(F) bu t Fx P\ 
R(K) = 0. By the above we must also have N(x) G F2. 

Using the remarks a t the end of Section 2, we will now construct a set of 
representatives for a basis of K/K2. Let {a*}^ / be a basis for R(F) over F 
(mod F2) and adjoin {Pj}k

j=1 to get a basis for DF(l, —a). If there are no such 
Pu then F is formally real [6, Lemma 2] and m(K) = 1. Hence R(K) = K 
and the proposition follows. So we assume 1 rg k < 00 and we may also take 
one of the «^ to be N(x). Now DF(1, —a) has index 2 in F so there is a P G 
F - DF(1, -a) so tha t 

forms a basis for F. Moreover, we choose P = a if a G DF{\, —a) and f3k = a 
if a G -0^(1 , —a). For each at and /3j, choose x{ and 3^ such tha t N(xt) = at 

and N(yj) = pj. For o^ = a, select xt = x. Finally let 7 = p if a G £>F(1, —a) 
and let y = pk otherwise. Then 

{at\ iei u {/3,}5:î u {7) u {x,j <€/ u {yj\U 
is a set of representatives for a basis of K/K2. 

We are working under the assumptions F is non-real (so m(K) = 2) and 
Fx r\R(K) = 0. By Lemma 1 of [2] and Proposition 2.3, the set of DK(1, -fx) 
a s / runs through distinct square classes of (Pi, . . . Pk-i, 7 ) are distinct sub­
groups in K of index 2. By Corollary 3.5, F Ç DK(1, —fx) for a l l / G /\* and it 
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follows just as in the discussion prior to Theorem 3.8 tha t xt £ DK(\, —fx) 
for i Ç I. So if we denote (yi, . . . , yk )K2 by V, then the set of DK(l, —fx) H V 
form 2k dist inct subspaces of V of dimension k — 1. But there are only 2*" — 1 
distinct hyperplanes in a vector space over GF(2) of dimension k. This is a 
contradict ion and so it was false to assume Fx C\ R(K) = 0. 

T H E O R E M 3.10. Suppose m(F) = 2, q(F) < GO , and K = F (\/a) where 
a £ F — R(F). Then for x G K, N(x) £ R(F) if and only if there is an f Ç_ F 
so that fx f R(K). Moreover, \R^/K2\ = \R^/F2\2. 

Proof. The sufficiency follows from the Norm Principle, and the necessity 
comes from Proposition 3.9. 

If | * c > / p | = 1, then \R^/K2\ = 1 by Corollary 2.4. If \R^/F2\ > 1, let 
{«iH=i be a set of representatives for a basis of R(F)/F2. Choose x,• Ç K satisfy­
ing N{%i) = at. By the above there ex is t /* 6 F such t h a t / z x z Ç R(K); and 
moreover, {«*} U { / z x ^ = i form an independent set modulo K2. Since R(F) Ç 
L*(i£) [1, Proposition 3], we have 

F = (au . . . , aw ,/iXi, . . . ,fnxn )K2 mod K2 

is a 2w-dimension subspace of R{K)/K2. Now suppose x Ç R(K). Then iV(x) G 
i?(L) implies there must be 3/ Ç (/i#i, . • • , fnxn)K

2 so t ha t N(x) = iV(;y) 
(mod L2) . By Proposition 2.2, x;y = j3z2 where (3 £ F, z t K. Bu t x, y G ^ ( ^ 0 
give £ e R(K) r\ F = R(F). Sox = (3y (mod i t 2 ) and x G F. Consequently 
V = R(K) and l ^ / i t 2 ! = \*w/fi*\* follows. 

I t would seem as if some result similar to Proposition 3.9 would hold wi thout 
any finiteness conditions. Then the same proof as for Theorem 3.10 would 
enable us to write a basis for R(K). But as yet we have been unable to find 
such a result or to discover a counterexample. 

4. T h e case a G R(F). Throughou t this section it is assumed m(F) = 2 and 
a G R(F). The results when a Ç R(F) are not as simple as for a 0 R(F). The 
pr imary reason for this is t h a t F Ç DK(\, —c) is no longer t rue for all c d F. 
The next proposition, which does not depend on m(F) = 2, shows what can 
be said. 

PROPOSITION 4 .1 . For every c G F, FC\ DK(l, —c) = DF(l, —c). 

Proof. Clearly L>F(1, -c) Ç FC\DK(\, -c). So suppose b G FC\DK(l, -c). 
Then (1, —c) ® (1, — b) is isotropic over K and hence hyperbolic [8, Theorem 
2]. Therefore, by [9, Remark 2.29] there are e,f £ F such t ha t (1, -c) ® 
(1, -b) ^ (1, -a) ® (e,f) over F. But a £ R(F) implies (1, - a ) ® (e, f) 
is isotropic and so 6 Ç L>F(1, — £). 

COROLLARY 4.2. Le/ c £ F. Then F Q DK(l, —c) if and only if c £ R(F). 
Moreover, c £ i^(L) if and only if c G R(K). 

PROPOSITION 4.3. If c £ F — R(F), then DK(l, —c) has index 4 in i t . 
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Proof. F C\ DK(1, -c) = DF(1, -c) has index 2 in F. Choose b G F -
DF(1, —c) and select y G K satisfying N(y) = b. By the Norm Principle y, 
by d DK(lf — c). Hence DK(l, —c) has index a t least 4 in K. But for x G K, 
either N(x) or N(xy) G DF(l, — c). Thus again by the Norm Principle, either 
x or xy G F • A c ( l , — c) = A r ( l , —c)^Jb DK(l, — c). So x is in one of the 
cosets of Afi:(l, — c) represented by 1, b, y, or fry. 

So we see already tha t m(K) ^ 4 since (x, y) ~ (u, v) if and only if xy = uv 
(mod K2) and [x, y] = [w, z;]. We will show equality holds here. 

PROPOSITION 4.4. If x G K, then F C\ DK(l, — x) has index either 1 or 2 in 
DF(1, -N(x)). 

Proof. By the Norm Principle, FC\DK(l, -x) QDF(1, -N(x)). So it suffices 
to show tha t aP G DK(1, -x) whenever a, P G DF{1, -N(x)) - DK(\, - x ) . 
Now a, 0 G DF(l, -N(x)) implies 

N(x) G DF(1, -a)^DF(l} ~P); 

and so by the Norm Principle, 

x G fi-DK(l, -a)r\F-DK(l, -p). 

Also a, p G DK(1, - x ) means a, 0 G i?(i£) and therefore a , H ^ ( F ) as well. 
Hence DF(1, — a) and DF(l, — p) have index 2 in F, and 6 can be chosen so 
tha t b G F - (Z>F(1, - a ) U D F ( 1 , - 0 ) ) . Using the above and x G 1 ^ ( 1 , -a) 
U Z) x ( l , - 0 ) , we obtain x G 6 ^ ( 1 , - a ) H 6 ^ ( 1 , - 0 ) . T h a t is, bx G 
A r ( l , - a ) n D x ( l , -P) which is contained in DK(1, - a / 3 ) . Butb G £>F(1, - a ) 
U £>F(1, - 0 ) yields a, P G Z > F ( 1 , - & ) which means ap G £ > F ( 1 , -b). Conse­
quently 6 G DK(1, —aP) and this combined with bx G ^ ( 1 , —a/3) gives 
x G £>*(1, - a )8 ) . Thus aP G £>*(1, - x ) . 

COROLLARY 4.5. Let x G K with N(x) G F (F). Then DK(l, — x) fozs index 2 
or 4 zVz K depending on whether F C\ DK(1, — x) has index 1 or 2 respectively in 
DF(1, -N(x)). 

The proof of the corollary follows exactly the same steps as the proof for 
Proposition 3.6. We see tha t the coset representatives for DK(1, —x) in K can 
be chosen to be any set of coset representatives for F Pi DK(1, — x) in F. 

COROLLARY 4.6. If F Ç DK{\, — x) , then 

F P DK(1, -bx) = DF(\, -b) for all b G F. 

Proof. By Proposition 4.4, N(x) G R(F). Thus F C\ DK(l, -bx) has index 1 
or 2 in F. But 

FC\DK(l, -bx) = fir\DK(l, -bx) C\DK(\, - x ) Ç FC\DK(1, -b) 

= DF(h -b). 

So we are done if b G R(F). If b G i? (F) , then 1 ^ ( 1 , - o x ) = 2 ^ ( 1 , - x ) and 
this, too, yields our claim. 
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Suppose b G F — R(F). Then by Proposition 4.3, DK(l, — b) has index 4 
in K. In part icular there are (up to isomorphism) exactly 4 quaternion algeb­
ras, [b, y], as y runs through K. The next proposition says this set of quater­
nion algebras is independent of b. 

PROPOSITION 4.7. If b, c £ F — R(F), then the four quaternion algebras over K 
of the form [b, y], y £ K are the same as those of the form [c, z], z £ K. 

Proof. If be £ R(F), then [be, x] is split for all x Ç K and [b, x] = [c, x]. So 
we assume be (? R(F), and by Lemma 1 of [2], DF(1, —b)(£ DF(l, —be). 
We may choose an a Ç F — [DF(l, —b) U D F ( 1 , — c)]. Pick x (z K such t h a t 
7V(x) = a (mod F 2 ) . Since F C\ DK(1, -be) = DF(1, -be) has index 2 in F, 
we may choose x (by adjusting with an /"-scalar if necessary) so tha t 
x d DK(1, -be). Since N(x) $ DF(1, -b) U DF{\, -c), the Norm Principle 
implies x, ax $ DK(l, —b)VJ DK{1, —e). Hence 1, a, x, ax are representat ives 
for all four cosets of both DK(1, —b) and DK(\, —c). T h e four quaternion 
algebras then of the form [b, y] are [b, 1], [b, a], [b, x], and [b, ax]; similarly for 
[c, z). Clearly [b, 1] = [c, 1]. Also a (? P F ( 1 , - 6 ) U DF(1, -c) yields 6, c (/ 
.DF (1 , —a) which means be Ç £ > F ( 1 , —a). Hence [ft, a] = [c, a ] . 

Claim, [b, x] = [c, ax] . 

This will be true if and only if 

(1, — b, —x, bx) ~ (1, — e, —ax, cax) 

[7, Proposition 2.5, p. 57]. Consider DK( — x, bx) P\ DK( — ax, cax). This set 
will be non-empty if and only if 

V = DK{\, -b)naDK(l, -e) 5*0. 

Now a 0-_ DF(\, —c), and so 

DF(1, -b) = [DF{\, -b) C\ DF(1, -c)] U 7. 

B u t Z ) F ( l , - i ) n D F ( l , - c ) Ç D F ( 1 , -be) and the initial fact t ha t DF(l, -b) 
£ DF{\, -be) imply there is 0 £ F - £ ^ ( 1 , - f a ) . 

So V 9^ 0 and in fact —fix£ DK( — x, bx) C\ DK( — ax, cax). Hence 

(1, —b, —x, bx) ~ (1, —b, —fix, b/3x) and 

(1, —c, —ax, cax) ~ (1 , — c, —fix, c/3x). 

All four of these are equivalent if and only if ( — b, bfix) ~ ( — c, cfix) which 
is t rue if and only if (3x £ DK(l, —be). 

From Proposition 4.3 and its proof, the coset representat ives of DK(\, —be) 
are 1, 0, y, /3y where y is chosen with N(y) = (3. Since N(x) = a $ DF(\, —b)VJ 
DF{\, -c), N(x) e DF(1, -be). T h u s from the Norm Principle, 

x £ F- DK(l, -be) = DK(1, -be) U 0DK(1, -be). 
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But x was chosen not to be in DK(l, —be). So fix £ DK(l, — be) and the claim 
is established. 

The proof will be complete if we show [b, ax] = [c, x]. Viewing the following 

products in the Brauer group of K, we have [b, x] = [c, ax] = [c} a][c, x] = 

[b, a][c, x] implies [b, ax] = [b, a][6, x] = [c, x]. 

THEOREM 4.8. Let F be afield with m (F) = 2 and K = F(yfa) where a Ç F — 
F2. If at R(F),thenm(K) = 4. 

Proof. From Proposition 4.7 it follows that the set of quaternion algebras 
over K of the form [b, x], b £ F, x £ K comprise a subgroup (of the Brauer 
group) of order 4. Call this subgroup H. Next we will show that if N(y) $ 
R(F), then all [x, y], x £ K, lie in H. By the remarks after Corollary 4.5, 
DK(1, —y) has coset representatives {1, a} or {1, a, fi, afi) where a, fi Ç F. 
Thus [x, 3/] is isomorphic to one of [1, y], [a, y], [fi, y], or [afi, y]. In any case, 
[x, y] e H. 

To complete the proof, we must show [x, y] Ç H whenever N(x), N(y) (E 
R(F). For such x, 3> we pick any 2 Ç K with TV(2) S R(F). This is possible 
since £ ( F ) £ D F (1 , - a ) = F. Then N(xz) Q R(F) and by Proposition 2.6, 
there exists/ (E ,F satisfying — /x;y G DK(l, —xz). Therefore, xz £ DK(l,fxy) 
and 

(l,/x;y) ^ (xz,fyz). 

So (x,fy) = (z,fxyz), and this yields [x,/^] = [z,/x^2;] which implies 

[x,y] = [x,f] • [zjxyz]. 

But the factors on the right hand side have been shown to lie in H. 

COROLLARY 4.8. / / N(x) G R(F), then DK(l, —x) has index 1, 2, or 4 in K. 

Knowing m(K) = 4 is useful. For example by [7, Corollary 4.12, P. 323], 
if K is non-real, then m{K) = 4 implies u(K) = 4. Thus, quadratic forms are 
determined up to equivalence by dimension, determinant, and Hasse invariant. 

Our last goal is to find a statement akin to Theorem 3.10. Some of the tools 
that are needed hold under no finiteness conditions, but once again we have 
been unable to free the major result of this hypothesis. 

PROPOSITION 4.9. Let x £ K and f, g £ F. Then 

FC\DK{\, -fx) = FnDK(l, -gx) 

if and only if fg G R(F) • (7V(x) ). 

Proof. It follows from the Norm Principle that both F Pi DK(1, —fx) and 
F P DK(1, —gx) are contained in DF(l, —N(x)). So 

FC\DK(\, -fx) = FC\DK(\, -gx) 
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is equivalent to showing a £ DK(ly —fx) if and only if a Ç DK(1, — gx) for 
all a Ç DF(l, — N(x)). And this is equivalent to 

(*) fx and gx are simultaneously in or out of DK(1, — a) for all 

a g ZM1, - # ( * ) ) • 

Suppose/g G i?(F) • <iV(x) ). Then either fg £ R(F) or fg £ N(x) • R(F) 
and in either case DF(l, -N(x)) C £>F(1, - / g ) . Thus a G D F (1 , - / g ) and 
fg £ DK(1, -a) for all a G Z?F(lf -N(x)). Hence (*) holds. 

Conversely, now suppose (*) holds. We will be done if we can show fg £ 
DK(1, —a) for all a Ç DF(l, — N(x)). This is true since then fg Ç £>F(1, —«) 
by Proposition 4.1, and so a £ £ ^ ( 1 , — /g) would yield DF(1, —N(x)) Ç 
D F (1 , —fg).fg G i?(^) • (iV(x) ) now follows from Lemma 1 of [2]. If/x, gx are 
both in -Dx(l> — «), then clearly so is/g. Consider the case then where neither 
fx nor gx is in DK(1, — a) for some a Ç D F ( 1 , — iV(x)). Suppose fg (? ^ ( 1 , —a). 
Then 1,/x, gx, /g are the 4 coset representatives for DK(1, —a) in if. Choose 
y Ç it — 7)^(1, —a) such that iV(y) = /g (mod F2). This can always be done 
by multiplying some y satisfying N(y) = fg by an appropriate element of F. 
The Norm Principle implies fgy ([ DK(l, —a), and so 1, y, fg, fgy are also 
representatives for the 4 cosets of DK(l, -a). Therefore y must be in the same 
coset as either fx or gx. The Norm Principle then says N(fxy) or N(gxy) £ 
DF(1, —a). But N(x) G DF(1, —a) by assumption on a and the above now 
gives N(y) £ DF(l, — a). This contradiction shows it was false to suppose 
fg d DK(1, -a). 

COROLLARY 4.10. If \F/R(F)\ < oo and x £ K, then there is an f £ F such 
thatPr\DK(\, -fx) = DF(1, -N(x)). 

Proof. There exist bt £ F, 1 ^ i ^ n, which form an independent set modulo 
F2, such that for V = (bi} . . . , bn ) F

2 the following hold: 1) F is generated by 
R(F), N(x), and F and 2) (R(F), N(x) ) F2 C\ V = F2. That is, {bu . . . , bn) 
is a set of representatives for a basis of F/R(F) when N(x) £ i?(F) and 
{bu . . . , 6n, iV(x)} suffices when N(x) £ R(F). Suppose there is no / £ F 
satisfying 

FC\DK(\, -fx) = DF(1, -N(x)). 

Then by Propositions 4.4 and 4.9, {F H DK(l, -fx) (mod F 2 ) | / £ V\ is a set 
of 2n subspaces of index 2 in DF(1, —N(X)) mod F2. But there exist only 
2n — l hyperplanes in any vector space of dimension n over GF(2). This is a 
contradiction and so we must have a desired/ £ A 

PROPOSITION 4.11. Let x £ K satisfy N(x) £ i?(F) and F H £>*(!, - x ) = 
Dj,(l, -N(x)). ThenDK(ly -N(x)) £ ^ ( 1 , - x ) . 

Proo/. By Proposition 4.9, F H £>*(!, -xN(x)) = DF(1, -N(x)). So from 
Corollary 4.5, DK(1, — xN(x)) and DK(1, —x) both have index 2 in i t . Conse-
sequently DK(1, — xN(x)) P\ £ ^ ( 1 , —x) has index at most 4. But this inter-
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section is contained in DK(l, — N(x)) which has index 4 by Proposition 4.3. 

Thus 

DK(l -xN(x)) r\ DK(l -x) = DK(l -N(x)) 

and the result follows. 

COROLLARY 4.12. Suppose \*/R(F)\ < oo and x G K. If N(x) G R(F), then 
there isanf G F so thatfx G R(K). 

Proof. Corollary 4.10 says there exists a n / G F satisfying 

FC\DK{l,-fx) = DF{\, -N(x)); 

i . e . ^ Ç D x d -fx). We will show fx t R(K). If 3/ G i t and TV(3/) G R(F), then 
as we have seen before (e.g. in the proof of 3.7), y G DK(1, —fx). Consider 
then N(y) G R(F). Again by 4.10, there is a g G F with 

FC\DK(l, -gy) = DF{\, -N(y)) = DF{\, -N(gy)). 

Proposition 4.11 yields DK(l, — N(y)) C DK(1, —gy). If we can show gy G 
DK(l, —fx), we will be done. Suppose gy G DK(1, —fx).Thenfx G DK(1, —gy) 
and the above gives fx G DK(1, -N(y)). So N(y) G DK(1, -fx). But this 
contradicts F Ç DK(\, —fx). 

From this corollary we can improve the s ta tement in 4.8. For if fx G R(K), 
then DK(1, —x)~ DK(1, —f) ; and Proposition 4.3 now yields the next result. 

COROLLARY4.13 . 7/1 V i ? ( F ) | < °o ,x G K,andN(x) G R(F),thenDK(l, -x) 
has index 1 or 4 in K. Moreover, its index is 1 if and only if F Ç 2 ^ ( 1 , — x) . 

The proof of Theorem 3.10 now applies to the case where a G R(F). The only 
adjus tment required is tha t the square class of a in F is lost when we move up 
to K. So when q(F) < oo , R(K) is only half the size it is when a G R(K). 
We record these remarks and previous ones in the following theorem. 

T H E O R E M 4.14. Suppose m(F) = 2, q(F) < oo, and K = F{\/a) where 
a G R(F) — F2. Then for x G K, N(x) G 2? (20 if and only if there is an f G 2*1 

so thatfx G 2? (# ) . Moreover, \R^/K\ = \\R^/F2\2. 

5. R e m a r k s . The impor tant s ta tement in Theorems 3.10 and 4.14 is t h a t 
N(x) G R(F) if and only if there is an / G F satisfying fx G R(K). I t only 
depends on \F/R(F)\ < oo—as Proposition 3.9 and Corollary 4.12 show—and 
not on q(F) < oo. Unfortunately the arguments used to prove these relied on 
the finiteness conditions, and we have been unable to avoid this requirement. 
The major problem in finding a possible counterexample is t ha t there are so 
few fields known having a radical which has the property F2 $! R(F) ^ F. 

Both real and non-real fields with ' 'non-tr ivial" radical have been discovered 
(see [1], [11]), and further investigation is merited. The real significance of 
R(F) is yet to be found. When m(F) = 2, it has been shown what role R(F) 
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plays; and in fact, it was the missing link that supplied the complete answer 
to the quadratic form structure. This paper has shown that there is quite a 
difference for quadratic extensions, F(-\/7i), depending on whether a Ç R(F). 
And even though m(K) ^ 4 when m(F) = 2, the case m(K) = 4 is still not 
fully understood. 
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