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WHEN IS A MATRIX SIGN STABLE? 

CLARK JEFFRIES, VICTOR KLEE AND PAULINE VAN DEN DRIESSCHE 

I n t r o d u c t i o n . An n X n real matrix A = (a^) is called stable (resp. semi-
stable) if each of its eigenvalues has negative (resp. nonpositive) real par t . 
These notions are impor tant because of their close connection with the stabili ty 
of motion, which can be described especially simply for a system 

(1) x = Ax 

of linear differential equations with constant coefficients. In fact (see 2.3.i of 
[2] and Theorem 4.1a of [5]), the equilibrium x = 0 of the system (1) is stable 
(meaning t h a t for each e > 0 there exists 5 > 0 such tha t every positive half-
trajectory s tar t ing within 8 of the origin lies eventually within e of the origin) 
if and only if the matrix A is semistable and each of its purely imaginary 
eigenvalues is a simple root of ^4's minimum polynomial. And the equilibrium 
x = 0 is asymptotically stable (meaning it is stable and every positive half-
trajectory star t ing sufficiently close to the origin actually converges to the 
origin) if and only if the matrix A is stable. 

T h e matr ix A is called sign stable (resp. sign semistable) if each matrix B of 
the same sign-pattern as A (sgn b{j = sgn atj for all i, j) is stable (resp. semi-
stable) , regardless of the magnitudes of the btj. These notions are of interest 
because there are situations in economics [14; 15], ecology [6; 8; 9; 10; 11] 
and chemistry [3; 16] in which an interaction matrix A is known only qualita­
tively in the sense tha t its entries can be determined with reasonable confidence 
so far as their signs are concerned bu t little can safely be said about their 
magnitudes. 

A central problem has been to characterize sign stabili ty in finitely com­
putable terms. T h a t was accomplished by Quirk and Rupper t [14] for the 
case in which au 9^ 0 for all i. A general characterization was discovered by 
Jeffries [6] and used by Klee and van den Driessche [7] as the basis of an 
efficient algorithm for testing sign stability. However, [6] did not include full 
proofs and the purpose of this paper is to supply them. Our arguments make 
more explicit use of the system (1) than do those of [12; 13; 14], which are 
more purely matrix-theoretic in character. However, like [12; 13] we also rely 
heavily on certain graphs associated with the matrix A. 

C h a r a c t e r i z i n g c o n d i t i o n s . The "if" and "only if" par ts of the following 
result appear in [14] and [13] respectively. The theorem is proved again here 
because of its essential role in the characterization of sign stability. 
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T H E O R E M 1. (Quirk-Rupper t -Maybee) . An n X n real matrix A = (a{j) is 
sign semistable if and only if it satisfies the following three conditions: 

(a) a a S 0 for alii; 
(P) atjaji S 0 foralli ^ j ; 
( T ) ûf(i)ï(2) . • • ai(k-i) t(k)a t(k) m) = 0 for each sequence of k ^ 3 distinct in­

dices i(l)f. . . ,i(k). 

Let DA denote the directed graph whose vertex-set is {1, . . . , n) and edge-
set is {(i,j) : i 9e j and ai3- ^ 0}. Then condition (7) asserts DA has no &-cycle 
for k ^ 3. The graph DA is used later. 

Quirk and Rupper t [14] showed if A is sign stable then 

(<5*) a a < 0 for a t least one i, 

while sign stabil i ty is equivalent to sign semistabili ty when 

(5*) au < 0 for all i. 

Alternat ives to some of their a rguments were supplied by Maybee and Quirk 
[13] and Maybee [12]. 

Plainly stabili ty of A implies 

(e*) A is nonsingular. 

I t was s ta ted in [13; 14] t h a t if A is indecomposable (for all i ^ j there is in 
DA a pa th from i to j) then conditions (a) — (7) , (<5*) and (e*) are sufficient 
for sign stabil i ty; the same claim was made in [10; 11] for a rb i t ra ry A. How­
ever, the following example of Jeffries satisfies those conditions, is indecom­
posable, and has =t i among its eigenvalues. 

To - 1 0 0 0] 
1 0 - 1 0 0 
0 1 - 1 - 1 0 
0 0 1 0 - 1 

[ 0 0 0 1 o j 

An easy way to see directly t h a t this matr ix does not yield asymptot ic stabil i ty 
for (1) is to consider the trajectory given by Xi(t) = —x$(i) = cos t, x2(t) = 
#4(0 = sin t, x 3 ( 0 = 0. I t is a solution of (1) bu t obviously never approaches 
the origin. 

For any n X n matr ix A, let the undirected graph GA have {1, . . . , n) as 
its vertex-set and {{i, j} : i 9^ j and atj ^ 0 ^ ajt) as its edge-set. T h u s the 
edges of GA correspond to 2-cycles in DA. And let RA = {i : ati ^ 0}. Below 
is the graph GA associated with the above matr ix A, RA consisting of the 
black vertex 3. 

©—©—O—0—© 
An RA-coloring of GA is a par t i t ion of its vertices into two sets, black and white 
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SIGN STABILITY 317 

(one of which may be empty) , such tha t each vertex in RA is black, no black 
vertex has precisely one white neighbor, and each white vertex has a t least 
one white neighbor. (The above figure displays such a coloring.) A (V ~ RA)-
complete matching in GA is a set M of pairwise disjoint edges such tha t V ~ RA 

C WAT; in other words, an exact cover of the vertex-set V = {1, . . . , n) can 
be obtained by using the pairs in M and certain singletons from RA. (In the 
above example, the edges {1,2} and {4, 5} forma ( V ~ RA) -complete matching.) 

T h e main result of this paper is the following characterization of sign 
stabili ty [8]. 

T H E O R E M 2 (Jeffries). An n X n real matrix A = (a if) is sign stable if and 
only if it satisfies the following five conditions: 

(a) au S 0 for all i; 
(j8) atjaji S 0 for all i 9^ j ; 
(7) the directed graph DA has no k-cycle for k ^ 3 ; 
(<5) in every RA-coloring of the undirected graph GA, all vertices are black; 
(e) the undirected graph GA admits a (V ~ RA)-complete matching. 

Note tha t (ô*) implies (<$)• And if (<5) holds then RA intersects every non-
degenerate component of GA, whence (<5*) holds or GA has no edges. In the 
presence of (7), (e) is equivalent to the condition, used in [13; 14], t h a t some 
term in the expansion of ^4's determinant is different from 0. However, (e) 
has the advantage of suggesting the efficient computat ional test used in [7]. 
See [1] for another relationship between complete matchings and nonsingu-
larity. 

When A is an n X n real matrix {atj), let QA denote (as in [13]) the set of 
all n X n real matrices B = (6^) such t ha t sgn btj = sgn atj for all i, j . 
For 0 ^ k ^ n2, let QA(k) denote the set of all B G QA such tha t btj ^ atj 

for at most k pairs (i, j). Then 

{A} = 0 , ( 0 ) C QA(1) C • . . C QA{n>) = QA. 

Let S (A) and S'(A) denote respectively the number 

inf {k: some member of QA(k) has an eigenvalue with nonnegative real 
part} and the number 

inf {k: some member of QA (k) has an eigenvalue with positive real pa r t} , 

so t ha t S (A) (resp. S'(A)) measures the robustness of ^4's property of being 
stable (resp. semistable). In particular, S (A) = 0 when A is not stable, S (A) = 1 
when A is stable bu t can be converted into a not stable matrix by changing 
the magnitude (without changing the sign) of a single ent ry . . . , 5(^4) = 00 
when A is sign stable. The following is a consequence of results established 
below. 

T H E O R E M 3. For any n X n real matrix A, 

S'(A) < 00 =^S'(A) S n,and 

S (A) < 00 =>5( i4) g Hn2 - n). 
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Proofs of n e c e s s i t y . T h e proofs of Theorems 1-3 are based on several 
lemmas. 

LEMMA 1. If A fails to satisfy condition (a) (resp. (0), (7)) then some member 

of Q A ( 1 ) {resp. QA(2), QAM) has an eigenvalue with positive real part. 

Proof. The argument is essentially t ha t of [13, Lemma 5.1]. Fai lure of 
(a) (resp. (0), (7)) implies the existence for k = 1 (resp. k = 2, some k ^ 3) 
of dist inct indices i(l), . . . , i(k) and a number p such t h a t a r̂MCD = p > 0 
(resp. aia) i{2)ai{2) m =p>0, ai{1) i ( 2 ) . . . ai(fc_i) «k)am <u) = P 9* 0). Let the matr ix 
C = (ctj) be such t h a t ctj = a ^ for all pairs (i, j ) involved in the representat ion 
of p and Ctj = 0 otherwise. For each positive integer r, the matr ix Mr = A -\- rC 
belongs to QA(k). If the eigenvalues of Mr all have nonposit ive real pa r t then 
the same is t rue of (l/r)Mr and hence, by continui ty, of C. But this contradicts 
the fact, verifiable by direct computat ion, t h a t the eigenvalues of C include 
p (resp. p1/2, all complex numbers X such t h a t Xk =p). 

L E M M A 2. If A satisfies (7) but not (e) then 0 is an eigenvalue of A. 

Proof. Each term in the expansion of A1 s de te rminant is of the form ± 
&i7r(i) . . . aW7r(n), where the permuta t ion T of {1, . . . , n) can be decomposed into 
cycles in the usual way. If 0 is not an eigenvalue of A then det A ^ 0 and 
some such term is nonzero. Bu t if (7) holds the corresponding permuta t ion -K 
has no cycles of length ^ 3, and with 

M = {{i,j} :i?*j, w(i) = j and ir(j) = ^} 

it is clear t h a t 

{1, . . . , « } ~ U M = {i : *r(i) = i) C RA, 

whence M is a (V ~ i?A)-complete matching in GA-

L E M M A 3. If A satisfies (0) and (7) but not (5) then some member of 
QA^hin2 — n)) has an eigenvalue with nonnegative real part. 

Proof. Ra ther than dealing explicitly with eigenvalues, we use the fact t ha t 
A is stable if and only if the equilibrium x = 0 of the system (1) is asymp­
totically stable. Suppose t h a t A satisfies (/3) and (7) bu t not (5), and let W 
denote the nonempty set of all white vertices in an i?A-coloring of GA cor­
responding to the failure of (<5). Let X denote the set of all twice-differentiable 
real-valued functions on the real line, Y the set of all x G X such t h a t x = — x, 
and w an arb i t rary point of W. With V = {1, . . . , n), a set Ew C V X V will 
be constructed such t h a t 

(2) for each (i,j) G V X V, (i,j) G Ew or ( j , i) G Ew or both, and 
(3) for each function y £ Y and each matr ix B £ QA there exist functions 

Xi, . . . , xn G X and a matr ix C = (c^-) Ç ÇA such t h a t 
(3a) xw = ;y, 
(3b) Ctj = bfj for all (i,j) G -£«,, and 
(3c) xt = ^jc.yCijXj for all i £ F . 
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I t follows from (2) tha t \EW\ ^ n + \(ril — n), whence 

Ce QB(Hn2-n)) 

by (3b). Let y = sine G Y and B = 4 G QA. Then C G Q A (è(^ 2 - w)) 
though it is clear from (3a) and (3c) t ha t the equilibrium x = 0 of the system 
x = Cx is not asymptotically stable and hence the matrix C is not stable. (The 
purpose of working with an arbi t rary y G Y and B ^ QA, ra ther than ex­
clusively with the sine function and the matrix A, is to indicate the flexibility 
of the construction. Note t h a t the same Ew works for all y and B.) 

Now let DA denote the directed graph, defined earlier, whose vertex-set and 
edge-set are respectively V and {(i, j) : i 9^ j and aij T^ 0}, and let V be 
parti t ioned into three sets Vt as follows, where it is understood w G V\\ 

Vo = {v G V : DA admits no directed pa th from v to w) ; 

Vi = {v G F : D ^ admits a directed pa th from v to w and also one 

from w to v} ; 

V2 — {v G F : £>A admits a directed pa th from v to w bu t none from 

w to v}. 

(See the first par t of the Appendix for an example.) I t follows from condition 
(7) tha t the induced subgraph of GA having V\ as its vertex-set is a tree T 
and any two vertices of T t ha t are joined by an edge of DA are in fact joined 
by two such (oppositely directed) edges and hence by an edge of GA. Let the 
tree T be rooted a t w, and for each v G V\ ^ {w} let v* denote v's neighbor in 
the unique pa th tha t joins v to w in T\ in other words, v* is v's immediate 
predecessor in the partial ordering of V\ induced by rooting T a t w. For each 
choice of u, v G V\ with u 7^ v it follows from (/3) and (7) tha t 

auv = 0 = avu or 
duv^vu < 0 and v = u* or 

(4) auvavu < 0 and u = v*. 

Let the set Ew consist of all ordered pairs in F X F except for the (u, v) G 
Vi X Vi t h a t satisfy condition (4). Plainly (2) holds, and it remains to 
establish (3) by showing tha t for each y G F and B G QA there exist Xi, . . . , xn 

and C as described. Note tha t cuv is required to be equal to buv for all (u, v) G 
V X V, except t ha t when (u, v) G V\ X Fi and (4) holds, cuv need merely be 
of the same sign as buv. 

T o begin the construction, let xw = y, xt = 0 for all i G Fo, and c^- = btj 

for all (i, j ) G i v Then conditions (3a) and (3b) are satisfied. Also, (3c) holds 
for each i G F0 , regardless of how construction of the x / s and c*/s is continued, 
because c^-.= 0 when i G Fo and j Q Fo. 

As an aid in continuing the construction, let rw = 0 and let N(w) denote 
the set of all ^-neighbors of w t ha t belong to IF. Since an RA-co\ormg is in­
volved, N(w) ^ 0. For each v G Fi ^^ {w}, let iV(z;) denote the set of all 
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^-neighbors of v t h a t belong to W and are distinct from v*, and let 

rv = 0 when v* g W, 

rv G ]0, 1[ when v* £ W and i V » ^ 0, 

rv = 1 when zi* Ç I f and iV(i;) = 0. 

For each v G Fi ^ If, let xv = 0 and cvv* = bvv*. I t remains, in this stage of 
the construction, to define the function xv and the number cvv* for each v G 
WC\ Vi ~ {w}. The definition is made inductively in such a way t ha t for 
all such v, 

(5) xv G F and rvxv = cvv*xv*. 

Let Vi be linearly ordered so tha t w comes first and each v G V\ ~ {w} is 
preceded in the ordering by v*. The definitions of xt and ctj are extended in­
ductively with respect to the ordering, defining xv and cvv* for v G I f H Fi ^ 
{w} as soon as xp has been defined for all predecessors p of v and cpp* has been 
defined for all predecessors p ^ w. Note t ha t if v G IF O Fi ^ {w} and w = ^*, 
then buv ^ 0 by (4), and v G N(u). T h u s it is permissible to define xv and cvu 

as follows: 

(6) if u d W then it ^ w and hence ẑ * is well defined ; let 

xv T IA 7 / TT cuu*xu* a n a c ^ oVM , 
ouv\N{u)\ 

(7) Hue W t h e n l e t 

1 — Tu . . _ _ 1 
Xp , I AT/ \ I w a n o t/CM Tp •] U#(«)l "" ' &„!#(«) I' 

Star t ing from the fact t ha t xw = y G F, it is now possible to show inductively 
t ha t (5) holds for all z; G W r\ Vi ~ {w}. When (6) applies, the inclusion 
xv G Y follows from the fact t h a t if w* G W then xu* G F, while if w* $ I f 
then xu* = 0 G F ; for the second par t of (5), note t ha t TV = 0 and xM = 0. 
When (7) applies, xM G F, whence xM G F and x„ G F ; for the second pa r t of (5), 
note t ha t 

buv\N(u)\ 

T o see tha t cvu has the desired sign when (7) applies, note tha t rv > 0 because 
i>* G IF and ru < 1 because N(u) ^ 0. T h u s the sign of cvu is opposite the sign 
of buv and by (4) is the same as the sign of bvu. 

Using (5) - (7) it can now be shown tha t 

(8) Xt = ^2j£ViCijXj for all i G V\. 

Note first tha t , since xv = 0 for all u G Vi ~ W, cuv = èw„ for all (w, s;) G £«,, 
and ft^ = 0 for all v G If, (8) is equivalent to 

(9) xt = cit*xt* + Yjj£N(i)bijXj 
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except tha t the first term on the right is missing when i = w. When i G W 

with N(i) ^ 0, the final sum in (9) is transformed with the aid of (7) into 

2sJ£N(i) bij 7 .\]\J(J)'\^i = (1 ~~ Ti)%ù 

if i = w, Ti = 0 and (9) follows, while if i 9e w then cu*Xi* = T*X* by (5) 
and again (9) follows. When i G W with iV(^) = 0, then i* £ W because an 
i?A-coloring is involved, whence rt = 1 and both (9) and (5) assert x f = 
Ca*Xi*. When i £ W, xt = 0, and. (6) implies 

then (9) follows if N(i) ^ 0; if, on the other hand, N(i) = 0, then i* G Vx ~ W 
because an i?A-coloring is involved, whence xt* = 0 and again (9) holds. Thus 
(8) has been established for all i G V\. But Xj = 0 for all j G Fo and (when 
i G Vi) Cij = 0 for all j G F2, so it follows from (9) t ha t (3c) holds for all 
i G Vi, regardless of how the construction is continued. 

There remains only the definition of xt for i G V2. For each such i, let 
Zi = J2jevo u Fi^^Xy. Then by a s tandard theorem for linear systems (Theorem 
4.1 on pp. 75-76 of [4]) there exist functions xt G X for all i (z V2 such tha t 

Xi = Zi + Z;€F 2 Cf^y for all i G F2 . 

Condition (3c) is now satisfied for all ^ G V and the proof of Lemma 3 is 
complete. 

T h a t S'(A) < 00 =* S'(A) ^ n follows from Lemma 1 in conjunction with 
the fact t ha t conditions (a) — (7) imply sign semistability. T h a t S (A) < co 
=> S(A) :§ \{nl — n) follows from Lemmas 1-3 in conjunction with the fact 

t ha t conditions (a) — (e) imply sign stability. Thus the sufficiency arguments 
in the next section will complete the proofs of Theorems 1-3. 

Proofs of suff iciency. Consider an n X n real matr ix A satisfying condi­
tions (a) — (7), and let the matrix C be such tha t ctj = aXj when atj 9e 0 9^ atj 

and Cij = 0 otherwise. The undirected graphs GA and Gc are the same, and 
C satisfies (a) — (7). The directed graphs DA and Dc may be different, bu t 
by (7) they have the same cycles. Since, moreover, Cu = an for all i, it is 
easily seen tha t A and C have the same characteristic polynomial. We now 
show tha t C is semistable. 

By (7), each component of the graph Gc is a tree. Let the set U C V include 
precisely one vertex of each such tree, and for each v G V ~ U let v* denote 
v's neighbor in the unique path tha t joins v to an element of U in Gc. Let 
\u = 1 for each u G U, and when v G V ~ U is such tha t \v* has been defined, 
let Ap = —\v*cv*v/cvv*. Ihcii 

(10) XiCfj = —XjCji for all i 9e j . 
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For each x = (xi, . . . , xn) Ç Rn, let <p(x) = ]CiMXjX*2. Then <£>(x) > 0 for all 
x 7^0, because by (/3) and (10) all X/s are positive. For x = x(t) such t h a t 
x = Cx, it follows with the aid of (10) t ha t 

(11) <p(x) = Y,i2^iXt%i = 2X^=i2] ,J=i ^iXiCtjXj = 2Yli^iCuXi2 

and then by (a) t ha t <p(x) ^ 0 for all x. T h u s the positive definite Lyapunov 
function <p has a negative semidefinite derivative, and it follows from a well-
known stabili ty theorem ((7.2.i) of [2] and Theorem 25.1 of [5]) t h a t the 
equilibrium x = Cxis stable and hence each positive half-trajectory is bounded. 
T h u s the matrices C and A are both semistable. T h a t completes the proof of 
Theorem 1, for conditions (a) — (7) are satisfied by all matrices B £ QA. 

Now suppose t ha t A (and hence C) satisfies conditions (<5) and (e) in 
addit ion to (a) — (7). We want to show C is stable and thus complete the 
proof of Theorem 2. 

By (7) and the reasoning used to prove Lemma 2, there is a na tura l cor­
respondence between the (V ~ 7^c)-complete matchings in Gc and the nonzero 
terms in the expansion of C s determinant . Each such term is the product , for 
a permuta t ion TT of {1, . . . , n) composed entirely of 1-cycles and 2-cycles, of 
factors (ia(< 0 by (a)) such tha t ir fixes i, factors a ^ a J i ( < 0 by (/5)) such 
tha t 7T interchanges i and j , and the factor 

( - | \ p a r i t y of T 

T h u s all the nonzero terms in question have the same sign as ( — l)n, and 
since (e) implies there is a nonzero term the matrix C is nonsingular. 

We now require another basic result (Theorem 26.2 of [5]) on the direct 
method of Lyapunov, asserting t ha t the equilibrium x = 0 of the system 
x = Cx is asymptotical ly stable (and the matr ix C is stable) if no positive 
half-trajectory other than x = 0 lies entirely in the set {x : 4>(x) = 0}. Note 
t ha t by (11), (a) , and the positivity of the X/s, 

(12) <p(x) = 0 <̂> xt = 0 for all i £ Rc. 

Now consider a positive half-trajectory \x(t) = (xi(/) , . . . , xn (t)) : t ^ /0} 
for the system x = Cx, and suppose it is different from {0} and contained in 
{x : <p(x) = 0}. Color a vertex i £ V black if the function xt is constant , and 
otherwise color i white. By (12), all members of Rc are black, and plainly 
no black vertex has precisely one white neighbor. If all vertices are black 
( that is, all x / s are constant ) the algebraic system Cx = 0 has a nontrivial 
solution and hence C is singular, contradict ing (e). T h u s there exists a white 
vertex, whence by (<5) the coloring is not an i?c-coloring and thus there is a 
white vertex w t ha t has no white neighbor. Since cww = 0, ^ is a nonzero 
constant , contradict ing the fact tha t the positive half-trajectory in question 
is bounded. T h a t completes the proof. 

Since the Lyapunov function ç was needed in the proof of Theorem 2, the 
above proof of the "if" par t of Theorem 1 is well suited to our exposition. 
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However, it should also be observed tha t in deriving ^4's semistability from 
(a) — (7) it may be assumed without loss of generality t ha t A satisfies (<5) and 
(e) as well. Simply note tha t arbitrari ly small adjustment of ^4's diagonal 
entries can be made to produce a nonsingular matrix B with bu < 0 for all i 
and bij = a{j for all i 9^ j . T h a t was the approach of Quirk and Ruper t [14, 
Lemma 5]. 

Appendix : E x a m p l e s and c o m m e n t s . 

An example illustrating the sets Vi used in proving Lemma 3. In the illustra­
tion below, directed segments represent edges of DA and undirected segments 
represent edges of GA corresponding to pairs of oppositely directed edges of DA. 
Thus , for example, a^ ^ 0 ^ a54, #19 ^ 0 = a9i, and a49 = 0 = a94. The sets 
Vi are shown on successive levels corresponding to w = 5. Since V\ is rooted 
a t w, 4* = 6* = 7* = 5 and 8* = 7. 

In the ecological terminology of [6], the edges of GA represent prey-predator 
links, Vi is the prédation community containing w, and the members of RA 

(not specified in the above example) correspond under (a) to self-regulating 
species. Of course w (? RA, for w is white and in an /^ -co lor ing all members 
of RA are black. 

A sufficient condition for sign stability. For a matrix A t h a t satisfies conditions 
(a) — (7), the presence or lack of sign stability depends on the set RA = 
{i : a a < 0} of self-regulating species. For each S C. V = {1, . . . , n}, let the 
matr ix B(A, S) = (btj) be such t ha t b{j = atj for all i 5* j , bu = —1 when 
i G S, and bu = 0 when i g S. Let S^A denote the set of all 5 C V such t ha t 
B(A, S) is sign stable. I t follows from Theorem 2 tha t if 5 i C £2 C V and 
Si G 5f A then S2 G S^A', in other words, the sign stability of a matrix cannot 
be destroyed by merely changing non-self-regulating species to self-regulating. 
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It would be of interest to characterize the minimal members of ¥ A in terms of 
their location in the graph GA. The following result picks out a member of ¥ A 

that is usually not minimal but is much smaller than V. When applied to 
ecological systems, it may help to explain the territorial behavior of species 
at the tops of food chains. 

PROPOSITION 1. If the n X n real matrix A satisfies conditions (a) — (7) and 
a a < Ofor each vertex i of valence ^ 1 in GA then A is sign stable. 

Proof. The proposition follows readily from Theorem 2 when GA is a simple 
path, which is understood here to include the case of a single vertex. In the 
remaining case, GA is a forest but not a simple path, and the proof proceeds by 
induction on n. In the inductive step it may be assumed without loss of 
generality that there exists m with 1 ^ m < n such that the sequence (m + 1, 
. . . , n) determines a simple path that is an induced subgraph of GAj all neigh­
bors of j are in the path for m + 1 < j ^ n, and either 

(13) all neighbors of m + 1 are in the path, or 
(14) m is the only neighbor of m + 1 not in the path and there are at least 

two neighbors of m not in the path. 

The cases (13) and (14) are depicted below, where all neighbors of m + 1, 
. . . , n are indicated but m may have neighbors in addition to those indicated. 

(13) 

Let B denote the matrix formed by the first m rows and columns of A. 
Then B satisfies conditions (a) — (7) and bfi < 0 for each vertex i of valence 
^ 1 in GB, so it follows from the inductive hypothesis that B is sign stable. 
Since n Ç RA, the existence of a (V ~ RA)-complete matching in GA follows 
readily from the existence of a (V ^ i?B)-complete matching in GB; that is, 
A satisfies condition (e). To see that A satisfies the coloring condition (5), 
suppose that GA admits an i?A-coloring with at least one white vertex. Since 
n 6 RA, n is black and it follows that each of n — 1, . . . , m + 1 is black. 
But then the restriction of the coloring to GB is an ^-color ing with at least 
one white vertex, contradicting the fact that B satisfies (<5). 

The case in which GA is a simple path. The next result provides an additional 
illustration of how Theorem 2 picks out which vertices are important as self-
regulating ones. 

Q 0 

(0 <D (14) 
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PROPOSITION 2. Suppose the graph GA is a simple path whose successive vertices 
are 1, . . . , n, and let RA = [i : au < 0}. Then the matching condition (e) is 
satisfied if and only if n is even or some member of RA is odd. And the coloring 
condition (5) is satisfied if and only if RA intersects {1, 2, n — 1, n) or there are 
two members i andj of RAfor which \i — j \ ^ 2. 

Proof. The proof concerning (e) is left to the reader, as is the "only if" par t 
of the proof concerning (<5). For the "if" par t of the latter proof, suppose there 
exist i, j £ RA with i < j ^ i + 2, and consider an arbi t rary i?A-coloring of 
GA. Of course i and j are black, and i + 1 is black when j = i + 2 because 
each white vertex has a t least one white neighbor. Since no black vertex has 
precisely one white neighbor, the blackness of i — 1, . . . , 1 and j + 1, . . . , 
n is then apparent . The reasoning is similar when RA intersects {1, 2, n — 1, n\. 

I t follows from Proposition 2 tha t if A satisfies conditions (a) — (7), GA is 
a simple pa th as described, and RA consists of a single vertex r £ {1, . . . , n}, 
then A is sign stable if and only if n is even and r £ {1, 2, n — 1, n) or n is odd 
and r £ {1, n\. 

When is a matrix sign quasistable? Let us say tha t a square real matrix A is 
quasistable if the equilibrium x = 0 of the system x = Ax is stable. Plainly 

stable => quasistable => semistable. 

And A is sign quasistable if each matrix B having the same sign-pattern as A 
is quasistable. I t would be of interest to characterize sign quasistability in 
finitely computable terms and to develop an efficient algorithm for testing sign 
quasistability. If the matrix A satisfies conditions (a) and (7), and if A is 
combinatorially skew-symmetric in the sense tha t 

(/3*) sgn ajt = — sgn atj for all i ^ 7, 

then A is equal to the matrix C of the preceding section and it follows from 
the reasoning there t ha t A is sign quasistable. Other sufficient conditions for 
sign quasistability have been communicated to us by Bruce Clarke. Any 
general characterization of sign quasistability must consider edges of DA t ha t 
join different components of GA, edges tha t have been unimpor tant in the 
s tudy of sign stability and sign semistability. Note, for example, tha t the 
matrices 

n 1 0 o~i r 0 1 1 o~i 
- 1 0 0 0 and -1 0 0 1 

0 0 0 1 0 0 0 1 
| _ D 0 - 1 OJ [_ 0 0 - 1 OJ 

have the same characteristic polynomial but not the same minimal polynomial. 
The first is sign quasistable bu t the second is not, and their graphs are 
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G>—© 
and 

0—<D 
respectively. 
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