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ON POLYNOMIAL INTERPOLATIONS
RELATED TO VERHEUL HOMOMORPHISMS

TAKAKAZU SATOH

Abstract

The Verheul homomorphism is a group homomorphism from a finite
subgroup of the multiplicative group of a field to an elliptic curve. The
hardness of computation of the Verheul homomorphism was shown
by Verheul to be closely related to the hardness of the computational
Diffie–Hellman problem. Let p � 5 be a prime, and let N be a
prime satisfying

√
12p < N < 2p/

√
3, where N �= p. Let E be an

ordinary elliptic curve over Fp, and let C ⊂ E be a cyclic subgroup
of order N . Let H be the group of all N th roots of unity (contained
in the algebraic closure of Fp), and let ϕ be the Verheul isomorphism
from H to C. We consider a polynomial P such that P(z) is the
X-coordinate of ϕ(z) for all z ∈ H − {1}. We show that, for at least
approximately 58% of pairs (E, C), none of the coefficients of the
non-constant terms of P vanishes.

1. Introduction

Cryptographic protocols and primitives based on number-theoretic algorithms are now
being widely deployed. However, many important problems still remain open. So far,
most of the results are based on widely believed assumptions, such as the hardness of
integer factorizations. On the other hand, some researchers are trying to prove circumstantial
evidence for the hardness of these number-theoretic problems without any unproved assump-
tions. Although their cryptographic implication is not clear, these results have their own
interest from a mathematical point of view.

Let us see one of theorems of this type, which concerns elliptic curve discrete logarithms.
Let E/Fp be an elliptic curve, and assume that p � 7. We denote the X-coordinate function
on E by ξ . Choose β ∈ E of order N ∈ N. Lange and Winterhof [9, Proposition 2] proved
that for a given S ⊂ {1, . . . , [N/4]}, any polynomial F(X) ∈ Fp[X] satisfying

F(ξ(nβ)) = n and F(ξ(2nβ)) = 2n, for all n ∈ S,

has degree not less than #S/4. See also work by Lange and Winterhof [7, 8], Kiltz and
Winterhof [5] and Satoh [14] for more results. However, unlike the finite field discrete
logarithms case, where we have an explicit formula (see, for example, Wells [20], Mullen
and White [12] and Niederreiter [13]), these results on elliptic curve discrete logarithms
have obtained only estimates of the degrees of the interpolating polynomials. They can be
very sparse, so that they might be evaluated quickly. The purpose of this paper is to study
polynomial interpolation related to the Verheul isomorphism, and to show that all non-
constant term coefficients are nonzero for some significant proportion of elliptic curves and
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On Verheul homomorphisms

their cyclic subgroups. Of course, proving such a result does not imply the hardness of
computing the Verheul homomorphism. However, it is definitely not bad (and is necessary)
to confirm that elliptic curve cryptosystems based on the hardness of the Diffie–Hellman
problem are not vulnerable against at least straightforward evaluation of sparse polynomial
interpolations.

Now we introduce the Verheul isomorphism. In [19], E. Verheul proved the following
remarkable result.

Let G1, G2, H be cyclic groups, all of the same order, this order having known
factorization (for example, prime order). Assume the existence of efficient algo-
rithms to compute: (i) a group isomorphism from G1 to G2, (ii) a non-degenerate
bilinear pairing from G1 × G2 to H , and (iii) a group isomorphism from H

to G1. Then the computational Diffie–Hellman problems on H , G1 and G2 are
efficiently computable.

He constructed such maps in the case that G1 and G2 are cyclic subgroups of the N -
torsion points of certain supersingular curves defined over Fp, and that H is a certain
subgroup of F×

p3 . Since the Diffie–Hellman problem on H ⊂ F×
p3 is believed to be hard, he

states that a hypothesis that there exists a feasible algorithm to compute an isomorphism
from H to G1 is unlikely to be correct [19, p. 196]. Following Koblitz and Menezes [6], we
call a group homomorphism from a finite subgroup of the multiplicative group of a field to
an elliptic curve the Verheul homomorphism.

Our main result is summarized as follows (see Theorem 5.3 for the precise statement).
Let p � 5 be a prime, and E/Fp an ordinary elliptic curve. Let N be a prime satisfying√

12p < N < (2/
√

3)p. Let ζ be a primitive N th root of unity (in Fa
p, the algebraic closure

of Fp), and let β ∈ E be of order N and put C := 〈β〉. Let ϕ be the Verheul isomorphism
such that ϕ(ζ ) = β. We consider a polynomial P(z) ∈ Fa

p[z] satisfying P(z) = ξ(ϕ(z)) for
all z ∈ 〈ζ 〉 − {1} and P(1) = 0. Such a polynomial exists, due to Lagrange’s polynomial
interpolation formula. Clearly, deg P � N −1. In this paper, we show that deg P = N −1,
and that none of coefficients of P vanishes for about 58% of pairs (E, C).

We sketch our method of proof. For simplicity, assume that N ≡ 1 mod 6 in the
introduction. Let α(E, β, ζ, m) ∈ Fa

p be the coefficient of zm in the above P(z); that is,

ξ(nβ) =
N−1∑
m=0

α(E, β, ζ, m)ζnm for 1 � n � N − 1

and
N−1∑
m=0

α(E, β, ζ, m) = 0.

Our plan is to relate
N−1∏
m=1

α(E, β, ζ, m)

to a special value of a rational function h on the modular curve of level N . Then the number
of zeros of h, counting with multiplicity, is the number of poles of h, which will be proved
to be approximately N2/6. This leads to the upper bound of a number of level-N structures
for which at least one of α(E, β, ζ, m) is zero.
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On Verheul homomorphisms

In order to construct the modular function h mentioned above, first we compute a poly-
nomial interpolation of the Verheul isomorphism for a level-N structure corresponding to

τ ∈ �0(N) \ H ∼= X0(N)(C).

Here H := {τ ∈ C : Im τ > 0} is the upper half plane. For an even integer k � 4, let Ek

be the Eisenstein series of weight k normalized as Ek(i∞) = 1. For the elliptic curve

Y 2 = X3 − 1

243
E4(τ )X + 1

2533
E6(τ )

and the point B(τ) given by(
− 1

4π2 ℘(1/N; τ) ,
1

(2πi)3 ℘′(1/N; τ)

)
,

consider a polynomial interpolation

ξ(nB(τ)) =
N−1∑
m=0

Am(τ) exp

(
2πinm

N

)

such that
∑N−1

m=0 Am(τ) = 0. We show in Section 4 that the function Am(τ) is a modular
form of weight two for �1(N). However, the product

∏N−1
m=1 Am is a modular form of weight

2(N − 1) for the larger group �0(N). Its Fourier coefficients are integral except for finitely
many prime ideals. We have its explicit expression by the holomorphic Eisenstein series
of weight two. Let 
 be Ramanujan’s delta, which is a cusp form of weight 12. Dividing∏N−1

m=1 Am by 
(N−1)/6, we obtain a modular function for �0(N), which is regarded as a
rational function h on X0(N)(C). Since 
 has only one simple zero at ∞ ∈ X0(1), this
function h is holomorphic except for cusps 0 and ∞, and it has (N + 1)(N − 1)/6 zeros
over X0(N)(C). (Recall that [SL(2, Z) : �0(N)] = N + 1 since N is a prime.) By the
Deuring lifting theory, for a given level-N structure (E, C), we can choose τ ∈ H and a
prime ideal p lying above p, for which h(τ) = ∏N−1

m=1 α(E, β, ζ,m). On the other hand,
reduction does not increase the orders of poles under certain conditions. This implies that∏N−1

m=1 α(E, β, ζ,m) can be zero in at most (N2 − 1)/6 places.
However, the affine curve �N(X, Y ) = 0 gives a singular model of X0(N). At a singular

point, we cannot talk about the order of the zeros. What is worse, in the case that C =
E(Fp), the level-N structure (E, C) always corresponds to a singular point of the curve
�N(X, Y ) = 0. To overcome this problem, we use the classical language of valuations.
Let K be a function field of one variable with an exact constant field k, and let M be its
smooth model. Recall that the set of equivalence classes of valuations on K which is trivial
on k is in one-to-one correspondence to the set of Gal(ka/k) orbits of the points on M .
For an imaginary quadratic τ ∈ H , we define a valuation ordτ on the function field of the
curve defined by the coefficient-wise reduction �N(X, Y ) = 0. Thus we can talk about the
order of a zero for a rational function at the point corresponding to a reduction of τ without
handling a smooth model of X0(N), even if τ corresponds a singular point.

The paper is organized as follows. Section 2 summarizes the basic properties of Eisenstein
series of weight two, which are more or less immediate consequences of work by Hecke [2].
In Section 3, we construct valuations on the reduced modular curve. As a byproduct, we
obtain Corollary 3.14 on singular values on a certain modular function for �0(N) which
is not covered by Schertz [15]. In Section 4, we compute Am(τ) explicitly, and prove that
we can apply the results of Section 3 to 
−(N−1)/6∏N−1

m=1 Am. Finally, we prove our main
result, namely Theorem 5.3, in Section 5.
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Notation. We denote the X-coordinate function on E by ξ . We put

�0(N) :=
{(

a b

c d

)
∈ SL(2, Z) | c ≡ 0 mod N

}

and

�1(N) :=
{(

a b

c d

)
∈ �0(N) | a ≡ d ≡ 1 mod N

}
.

We denote the trivial Dirichlet character modulo N by χ0. Let χ be a Dirichlet character
modulo N . For

M :=
(

a b

c d

)
∈ �0(N),

we write χ(d) as χ(M). With this convention, it holds that χ(MM ′) = χ(M)χ(M ′) for
M, M ′ ∈ �0(N). A bar stands for reduction with respect to a prime ideal which should
be clear by context, whereas the complex conjugate is denoted by ˇ . (Also, the symbol π

is always 3.14 . . . .) We let e(z) := exp(2πiz). For an even k � 4, we denote by Ek the
Eisenstein series of weight k normalized as Ek(τ) = 1 + O(q). As usual, �N(X, Y ) is the
N th modular polynomial.

2. The Eisenstein series for congruence subgroups

This section summarizes some properties on Eisenstein series of weight two. They are
more or less immediate consequences of [2]. Let N be a fixed prime. The group GL(2, R)

acts on the upper half plane H by

M〈τ 〉 = aτ + b

cτ + d
,

where τ ∈ H and M = (
a b
c d

) ∈ GL(2, R). For an integer k, a function f on H and
M := (

a b
c d

) ∈ GL(2, R), we define f |kM by

(f |kM)(τ) := (ad − bc)k/2(cτ + d)−kf (M〈τ 〉).
We denote the C-vector space of holomorphic modular forms of weight k for �0(N) and
the Dirichlet character χ modulo N by Mk(�0(N), χ) and, likewise, the C-vector space of
holomorphic modular forms of weight k for �1(N) by Mk(�1(N))). Define

G̃u,v(τ, s) =
∑

(α,β)�=(0,0)
(α,β)≡(u,v)modN

1

(ατ + β)2|ατ + β|s .

This is absolutely convergent for Re(s) > 0, and in fact it has a meromorphic continuation
to the whole s-plane. For (u, v) ∈ Z2, we define the Eisenstein series of weight two by

G(u,v)(τ ) = G̃u,v(τ, 0).

Since we let s = 0 after analytic continuation,

G(u,v)|2M = G(u,v)M for M ∈ SL(2, Z). (2.1)
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Let δ(x) := 1 for x ∈ Z and δ(x) := 0 otherwise. Hecke [2, (13)] proved that

G(u,v)(τ ) = − π

N2 Im τ
+ δ

( u

N

) ∑
n �= 0

n ≡ v mod N

1

n2

− 4π2

N2

∞∑
n=1


 ∑

dd ′ = n
d ≡ u mod N

∣∣d ′∣∣e(vd ′

N

) e
(nτ

N

)
.

(2.2)

Put σ1(n) := ∑
d | n d. We also note that

E2(τ ) := − 3

π Im τ
+ 1 − 24

∞∑
n=1

σ1(n)e (nτ)

is a (non-holomorphic) Eisenstein series with respect to SL(2, Z) of weight two. It is easy
to verify that

G(0,0)(τ ) = − π

N2y
+ π2

3N2 − 8π2

N2

∞∑
n=1

( ∑
0 < d | n

d

)
e (nτ) = π2

3N2 E2(τ ). (2.3)

For a non-trivial Dirichlet character χ modulo N , we put

Eχ := − N2

4π2 · 1

2

N−1∑
t=1

χ−1(t)G(0,t);

Eχ := − N2

4π2 · 1

2

N−1∑
t=1

χ−1(t)G(t,0).

(2.4)

The transformation formula (2.1) implies that

Eχ |2M = χ(M)Eχ for M ∈ �0(N) (2.5)

and

Eχ = Eχ |2
(

0 −1
1 0

)
. (2.6)

For an odd character χ (that is, χ(−1) = −1), it is trivial to see that Eχ = Eχ = 0. (Note
that G(u,v) = G−(u,v).) When χ is a non-trivial even character, we have

Eχ(τ) = 1

2

N−1∑
t=1

χ−1(t)


 1

4πy
+

∞∑
n=1


 ∑

dd ′ = n
d ≡ t mod N

|d ′|

 e

(nτ

N

)

=
∞∑

n=1

( ∑
0<d | n

n

d
χ−1(d)

)
e
(nτ

N

)
. (2.7)

Hence Eχ is holomorphic on H . On the contrary, the function defined by

Eχ0 := − N2

4π2 · 1

2

N−1∑
t=1

G(t,0) (2.8)
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is not holomorphic because

Eχ0(τ ) = N − 1

8πy
+

∞∑
n=1

( ∑
N � d | n

n

d

)
e
(nτ

N

)
. (2.9)

However,

Eχ0(τ ) := Eχ0(τ ) + N − 1

24
E2(τ )

is holomorphic on H . Noting that∑
d | n

d −
∑
d | n

N

d =
∑
d | n

n

d
−
∑
N | n

d

d =
∑
d | n

n

d
−

∑
N | d ′ | n

n

d ′ =
∑

N � d | n

n

d

we see that

− 1

24

(
E2

( τ

N

)
− E2(τ )

)
= Eχ0(τ ) (2.10)

and thus

Eχ0 = 1

24

(
NE2(τ ) − E2

( τ

N

))

= N − 1

24
+

∞∑
n=1

(∑
d | n

dχ0(d)

)
e
(nτ

N

)
. (2.11)

Let g(χ) := ∑N−1
t=1 χ(t)e(t/N) be the Gauss sum. Recall that

N−1∑
t=1

χ(t)e
( td

N

)
= χ−1(d)g(χ)

for any non-trivial character χ , regardless of whether gcd(d, N) = 1 or not. Hence

Eχ(τ) = − N2

4π2 L(2, χ−1) + g(χ−1)

∞∑
n=1

( ∑
0<d | n

dχ(d)

)
e (nτ) (2.12)

which shows that Eχ is holomorphic on H . Therefore, Eχ ∈ M2(�0(N), χ) by (2.5). As
to the trivial character, define Eχ0 by

Eχ0 := Eχ0 + N − 1

24
E2 (2.13)

where

Eχ0 := Eχ0 |2
(

0 −1
1 0

)
= − N2

4π2 · 1

2

N−1∑
t=1

G(0,t). (2.14)

Then Eχ0 |2M = Eχ0 for all M ∈ �0(N). It is easy to see that Eχ0 |2M = Eχ0 for all
M ∈ �0(N). Since

Eχ0 = Eχ0 |2
(

0 −1
1 0

)
,
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the function Eχ0 is holomorphic on H . Thus, Eχ0 ∈ M2(�0(N), χ0). The Fourier expansion
of Eχ0 is

Eχ0(τ ) = 1

24

(
NE2(τ ) − N2E2(Nτ)

)
= N − N2

24
− N

∞∑
n=1

(∑
d | n

dχ0(d)

)
e (nτ) . (2.15)

3. Reductions of modular functions

We show some results on the reduction of modular functions for �0(N), which are crucial
in the later sections. Let h be a modular function for �0(N) whose Fourier coefficients satisfy
certain arithmeticity conditions. For a prime ideal p of an algebraic number field, we define
the reduction h of h modulo p, which is a rational function on the singular model of X0(N)

defined by the N th modular polynomial �N . We also define a valuation ordτ0 for some
τ0 ∈ H . This valuation may be regarded as a point on a smooth model of the reduction
of X0(N). Our object is to show that the order of a zero (or a pole) at a cusp is preserved
under the reduction, and that h(τ0) �≡ 0 mod p if ordτ0h = 0. We note that the case where
(j (τ0), j (Nτ0)) is a singular point is important for cryptographic applications. These results
would follow as instances of the general theory. Perhaps the most sophisticated language
for such purposes employs the p-adic modular forms introduced by Katz [4]. However,
we use rather more classical language, which gives a more straightforward description. A
major difficulty is that the modular polynomial gives a singular model of fields of modular
functions. So we work with function fields of modular curves and their spots, rather than
(smooth or non-smooth models of) modular curves.

We recall some basic facts on extensions of a valuation. Let (k, v) be a (not necessarily
complete) valuation field, and let K := k(α) be a simple algebraic extension of k. We
denote the minimum polynomial of α by f (X) ∈ k[X]. Let f (X) = f1(X) · · · fn(X)

be the irreducible factorization of f (X) over kv , the completion of k at v. Then v has n

extensions v1, . . . , vn. Explicitly, given u(X) ∈ k[X], we have

vi(u(α)) = v
(
Nkv(αi )/kv

(u(αi))
)1/ deg fi (3.1)

for i = 1, . . . , n, where αi is a root of fi(X) = 0. The product of the ramification index of
vi and the degree of the residue field extension is deg fi . (See, for example, [18, Chapters
4 and 6] for more details.)

Let N be a prime, and let �N(X, Y ) be the N th modular polynomial. It is known that

�N(X, Y ) = XN+1 + YN+1 +
N∑

m,n=0

amnX
mYn

with suitable amn ∈ Z (depending on N ). Moreover, aNN = −1 and amn = anm; that is,
�N(X, Y ) = �N(Y, X). Let A(N) be the field of modular functions with respect to �0(N).
Then

A(N) = C(j, j ◦ [N ]) ∼= C(X)[Y ]/〈�N(X, Y )〉,
where the isomorphism is given by j → X and j ◦ [N ] → (the class of) Y . The subfield
A(1) of A(N) corresponds to C(X). Let x := X−1 and y := Y−1. The spot corresponding
to the cusp ∞ of A(1) is the x-adic valuation.
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In terms of x and y, the above isomorphism is

A(N) = C(j, j ◦ [N ]) ∼= C(x)[y]/〈ϕN(x, y)〉
where

ϕN(x, y) := xN+1yN+1�N(x−1, y−1)(
= xN+1 + yN+1 +

N∑
m,n=0

amnx
N+1−myN+1−n

)
.

Let F be a field satisfying char(F ) � N . By Igusa [3], �N is irreducible over F . So
ϕN is also irreducible over F . For simplicity, we denote the field F(X)[Y ]/〈�N(X, Y )〉 by
B(N)F , the class of Y in B(N)F by Ỹ , and the class of Y−1 in B(N)F by ỹ. We understand
that B(1)F = F(X). Since j (τ )−1/q ∈ Z[[q]], there exists a unique ω(T ) ∈ 1+T Z[[T ]]
satisfying (j ◦ [N ])−1 = (1/j)Nω(1/j).

Lemma 3.1. There exist two additive valuations on B(N)F , denoted by ord0 and ord∞
respectively, which are extensions of the x-adic order ordx . They are given by

ord∞ u(x, ỹ) = ordT u(T , T Nω(T )) (3.2)

and

ord0 u(x, ỹ) = ordT u(T Nω(T ), T ) (3.3)

for u(x, y) ∈ F(x, y), where T is an indeterminate and ordT is the T -adic order on the
field of the formal Laurent series F((T )). The ramification indices of ord0 and ord∞ are N

and 1, respectively.

Proof. Let Ai(x) ∈ Z[x] be the coefficient of yi in ϕN(x, y). So we have

AN+1(x) = 1 +
N∑

m=0

am0x
N+1−m,

A0(x) = xN+1 and x | Ai(x) for 0 � i � N.

Let ϕ
(∞)
N (x, y) := y − xNω(x). Since ϕN(j−1, (j ◦ [N ])−1) = 0, we see that ϕ

(∞)
N | ϕN .

Put

ϕ
(0)
N := ϕN/ϕ

(∞)
N ,

and write

ϕ
(0)
N =

N∑
i=0

αi(x)yi .

Then αN(x) = AN+1(x) and α0(x) = −xω(x)−1 (note that ω(T ) ∈ Z[[T ]]×). Let ν

be the least positive integer satisfying x � αν(x) (in F [[x]]). Suppose that ν < N . Then
Aν+1(x) = αν(x) − xNω(x)αν+1(x) is not divisible by x, which is a contradiction. Hence
ν = N ; that is, x | αi(x) for 0 � i � N − 1.

Since αN(x) = AN+1(x) ≡ 1 mod x, the polynomial ϕ
(0)
N (x, y) is irreducible over

F((x)) by Eisenstein’s irreducibility criterion. Hence there are two valuations of B(N)F
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lying above vx . We denote the (multiplicative) valuations corresponding to ϕ
(∞)
N and ϕ

(0)
N

by v∞ and v0, respectively. Now (3.2) is an immediate consequence of (3.1). Clearly,
v∞ is unramified. Let e0 be the ramification index of v0. We see that

v0(ỹ) = vx

(
xω(x)−1/AN+1(x)

)1/N = vx(x)1/N

by (3.1). Hence e0 � N . On the other hand, degy ϕ
(0)
N (x, y) = N , which implies that

e0 � N . Thus e0 = N and v0(ỹ) generates the value group of v0. So, v0 is a ỹ-adic
valuation. Noting that ϕN(x, y) = ϕN(y, x), we see that x = ỹNω(ỹ) when ỹ is a root of
ϕ

(0)
N (x, ỹ) = 0. This proves (3.3).

Remark 3.2. In the case of F = C, the additive valuation ord0 is the order of the zero at
the cusp 0 of the compact Riemann surface X0(N)(C), and ord∞ is that at the cusp ∞.

Definition 3.3. For a subring R of C, we denote by A(N)R the ring of automorphic
functions h for �0(N) that is holomorphic on H , and that satisfies h(τ) ∈ R((q)) and
h(−1/τ) ∈ R((q1/N )).

Lemma 3.4. Let R be a subring of C, and let h ∈ A(N)R . Then there exists a polynomial
u(X, Y ) ∈ R[X, Y ] satisfying

(∂Y �N)(j, j ◦ [N ])h = u(j, j ◦ [N ]). (3.4)

Here, ∂Y stands for partial differentiation with respect to Y .

Proof. By a similar proof to that used by Cox [1, Proposition 12.7(ii)], there existsu(X, Y ) ∈
C[X, Y ] satisfying (3.4). Without loss of generality, we can assume that degY u � N . Put
t := degX u. Let u(X, Y ) = ∑t

m=0
∑N

n=0 bmnX
mYn. Since h ∈ A(N)R , we see that

t∑
m=0

N∑
n=0

bmnj (τ )mj (Nτ)n ∈ R((q)) (3.5)

and
t∑

m=0

N∑
n=0

bmnj (τ )mj
( τ

N

)n ∈ R((q1/N )) (3.6)

by (3.4) and the automorphic property of j . By induction on t , we prove that bmn ∈ R

for all 0 � m � t and 0 � n � N . We see that bt,N , . . . , bt,1 ∈ R, from (3.6). Then
bt,0 + bt−1,N ∈ R by (3.6) and

bt,0j (τ )t +
t−1∑
m=0

N∑
n=0

bmnj (τ )mj (Nτ)n ∈ R((q))

by (3.5). Therefore bt−1,N ∈ R, and thus bt,0 ∈ R. Then we obtain

t−1∑
m=0

N∑
n=0

bmnj (τ )mj (Nτ)n ∈ R((q))

and
t−1∑
m=0

N∑
n=0

bmnj (τ )mj
( τ

N

)n ∈ R((q1/N )).

Repeating this process, we complete the proof.
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In what follows, we let K be an algebraic number field, and let p be its prime ideal not
dividing N . We denote by R the ring of p-integral elements of K , and put k := R/pR.
We need the fact that �N is separable. This has been proved by Igusa [3], but we can
prove it by the following elementary argument. The irreducible polynomial ϕ

(0)
N is separ-

able as a polynomial of y since char(k) � deg ϕ
(0)
N . Thus ϕ

(0)
N has no repeated factor over

k((x)). Clearly, ϕ
(0)
N and ϕ

(∞)
N are coprime. Thus ϕN is separable, and so is �N . In

either event, ∂Y �N(X, Ỹ ) is a non-zero element of B(N)k .
For notational consistency, we write ord∞ and ord0 as ord∞ and ord0, respectively in

the case of char(F ) > 0.

Definition 3.5. Let h ∈ A(N)R . The reduction h of h modulo p is defined to be

u(X, Ỹ )

∂Y �N(X, Ỹ )
∈ B(N)k

where u is as in (3.4) and a bar on a polynomial stands for its coefficient-wise reduction.
(Note that for g(X, Y ) ∈ R[X, Y ], we have g(j, j ◦ [N ]) = g(X, Ỹ ).)

Theorem 3.6. Let w be an additive valuation on B(1)k (= k(X)) which does not belong
to the infinite spot. Let h ∈ A(N)R . Then∑

v | w
v(h) � 0,

where
∑

v | w stands for summation over additive valuations v of B(N)k whose restrictions
to B(1)k are w.

Proof. By Igusa [3], the extension B(N)k/B(1)k is the Galois extension. On the other
hand, recall that the Galois group G := Gal(B(N)k/B(1)k) acts transitively on the set of
valuations whose restrictions to B(1)k are w. Take any such a valuation v0. Let n be the
order of the stabilizer group of v0. This is independent of the choice of v0. Then∑

v | w
v(h) = n−1

∑
σ∈G

v(σ(h))

= n−1v

( ∏
σ∈G

σ(h)

)

= n−1w
(
NB(N)k/B(1)k (h)

)
= n−1w

(
NA(N)K/A(1)K (h)

)
.

(Note that �N(X, Y ) ∈ Z[X, Y ] and �N(X, Y ) is monic in Y .) Since h is holomorphic on
H , the function NA(N)K/A(1)K (h) is a polynomial in the j function. Hence NA(N)K/A(1)K (h)

is a polynomial in X. Our assertion follows from the assumption that w does not belong to
the infinite spot.

Proposition 3.7. Let h ∈ A(N)R . Let

h(τ) =
∑
n∈Z

cnq
n and h(−1/τ) =

∑
n∈Z

c′
nq

n/N

be the q-expansions of h at the cusps. Then

ord∞h = min{n : cn �≡ 0 mod p}; (3.7)

ord0h = min{n : c′
n �≡ 0 mod p}. (3.8)
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Proof. Let u ∈ R[X, Y ] be as in (3.4). Note that

∂Y �N(X, Y ) = (N + 1)YN − NXNYN−1

+
N−1∑
m=0

NamNXmYN−1 +
N∑

m=0

N−2∑
n=0

(n + 1)am,n+1X
mYn.

There exists λ∞(T ) ∈ 1 + T Z[[T ]] such that

∂Y �N(T −1, T −Nω(T )−1) = T −N2
λ∞(T ).

Indeed, the lowest-degree term in ∂Y �N(T −1, T −Nω(T )−1) comes from (N + 1)YN and
NXNYN−1. Since ω(0) = 1, the coefficient of T −N2

is (N + 1) − N = 1. In particular,

ord∞∂Y �N(X, Ỹ ) = −N2.

Write

u(T −1, T −Nω(T )−1) =
∑
n∈Z

βnT
n (3.9)

with βn ∈ R. Then

u(T −1, T −Nω(T )−1) =
∑
n∈Z

βnT
n.

Therefore

ord∞h = min{n : βn �≡ 0 mod p} + N2.

On the other hand, (3.4) and (3.9) give

jN2
λ∞(1/j)h =

∑
n∈Z

βnj
−n.

Comparing q-expansions, we see that

−N2 + min{n : cn �≡ 0 mod p} = min{n : βn �≡ 0 mod p}.
This proves (3.7). A proof for (3.8) is similar. In other words, we have

∂Y �N(T −Nω(T )−1, T −1) = T −N2−N+1λ0(T ) with λ0(T ) ∈ N + T Z[[T ]].
Note that N is invertible in F . Letting

u(T −Nω(T )−1, T −1) =
∑
n∈Z

β ′
nT

n,

we obtain

ord0h = min{n : β ′
n �≡ 0 mod p} + N2 + N − 1.

On the other hand,

j
( τ

N

)N2+N−1
λ0

( 1

j (τ/N)

)
h
(−1

τ

)
=
∑
n∈Z

β ′
nj
( τ

N

)n

.

Expanding this equality by q1/N , we have

−(N2 + N − 1) + min{n : c′
n �≡ 0 mod p} = min{n : β ′

n �≡ 0 mod p}.
In order to consider reductions at non-cusp points, we introduce the following terminology.
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Definition 3.8. Let K be an algebraic number field, and p a prime ideal which does not
divide N . Let R be the ring of p-integral elements of K , and put k := R/pR. An imaginary
quadratic τ0 ∈ H is said to be (p, N)-admissible if it satisfies the following conditions
(3.10) and (3.11), and it is said to be (p, N)-proper if it satisfies all the following conditions
(3.10) through (3.12).

(3.10) j (τ0) ∈ K and j (Nτ0) ∈ K .

(3.11) There exists P(T ) ∈ T R[[T ]] satisfying j (Nτ) = j (Nτ0) + P(j (τ ) − j (τ0)).

(3.12) ((∂Y �N)(j (τ0) + T , j (Nτ0) + P(T )))−1 ∈ R((T )). (Equivalently, the leading
coefficient of the power series (∂Y �N)(j (τ0)+T , j (Nτ0)+P(T )) is an invertible
element of R.)

For a (p, N)-admissible τ0, we define a valuation ordτ0 on B(N)k by

ordτ0(u) = ordT u(j (τ0) + T , j (Nτ0) + P(T ))

for u ∈ k(X, Ỹ ) = B(N)k .

Theorem 3.9. Under the notation in the above definition, assume that τ0 is (p, N)-proper
and that τ0 is not an elliptic fixed point for SL(2, Z). Assume that h ∈ A(N)R and
ordτ0h = 0. Then h(τ0) ∈ R×.

Proof. Since τ0 is not an elliptic fixed point, j ′(τ0) �= 0 and j (τ )−j (τ0) is a local parameter
at τ0. Hence h(τ) is expanded to a power series of j (τ ) − j (τ0). Take u as in (3.4). Then

h(τ) = u(j (τ ), j (Nτ0) + P(j (τ ) − j (τ0)))

(∂Y �N)(j (τ ), j (Nτ0) + P(j (τ ) − j (τ0)))
.

By the condition (3.12), we have the Laurent expansion
∞∑

m=M

cmT m := u(j (τ0) + T , j (Nτ0) + P(T ))

(∂Y �N)(j (τ0) + T , j (Nτ0) + P(T ))
∈ R((T )), (3.13)

where M ∈ Z and cM �= 0. However, h is holomorphic at τ0 and M must be non-negative.
Then h(τ0) = c0. On the other hand, by the definition of the reduction,

h(j (τ0) + T , j (Nτ0) + P(T )) =
∞∑

m=0

cmT m.

Thus ordτ0h = 0 implies that c0 �∈ p.

In order to show the properness of τ0 ∈ H , we need the following lemmas.

Lemma 3.10. Let E be a CM elliptic curve defined over an algebraic number field K . Let p
be a prime ideal of K , and assume that E has ordinary reduction at p, and that N �∈ p. Let
G0, . . . , GN be the subgroups of E of order N . Put A := {j (E/Gi) : 0 � i � N}. Then
the restriction of the reduction modulo p map to A is injective.

Proof. Note that E/Gi also has ordinary reduction at p, and that E/Gi is the canonical lift
of E/Gi . Hence the reduction modulo p map induces an isomorphism

Hom(E/Gm, E/Gn) ∼= Hom(E/Gm, E/Gn),

by [11, Corollary V.3.4]. Now j (E/Gm) = j (E/Gn) implies that Hom(E/Gm, E/Gn)

has an isogeny of degree 1, which is an isomorphism. Thus j (E/Gm) = j (E/Gn).
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Lemma 3.11. Let τ0 ∈ H be an imaginary quadratic number. Assume that τ0 is not an
elliptic fixed point for SL(2, Z), and that (∂Y �N)(j (τ0), j (Nτ0)) �= 0. Let p be a prime
different from N , and put K := Q(j (τ0), j (Nτ0)). Let p be a prime ideal of K dividing p,
and let R be the valuation ring of p-adic valuation on K . Assume moreover that an elliptic
curve (defined over K) whose j -invariant is j (τ0) has ordinary reduction at p. Then τ0 is
(p, N)-proper.

Proof. The condition (3.10) is trivially satisfied. Put d := (∂Y �N)(j (τ0), j (Nτ0)). Let
γ0, γ1, . . . , γN be a system of representatives for �0(N) \ SL(2, Z). Recall that

�N(j (τ), Y ) =
N∏

i=0

(Y − j (Nγi〈τ 〉)). (3.14)

By Lemma 3.10, d �= 0 implies that d ∈ R×. Put P1(T ) := 0, and define Pn(T ) by
Newton’s iterative root-finding recurrence formula; that is,

Pn+1(T ) := Pn(T ) − �N(j (τ0) + T , j (Nτ0) + Pn(T ))

(∂Y �N)(j (τ0) + T , j (Nτ0) + Pn(T ))

for n � 2. By induction on n, we see that (∂Y �)(j (τ0) + T , j (Nτ0) + Pn(T )) ∈ R[[T ]]×,
and that Pn+1(T ) ∈ T R[[T ]]. Therefore the limit P(T ) of the sequence {Pn(T )}∞n=1 belongs
to T R[[T ]]. The non-vanishing lowest-degree term in (∂Y �N)(j (τ0)+T , j (Nτ0)+P(T ))

is the constant term d ∈ R×. This proves (3.12). Moreover, P(T ) is the unique formal
power series in T C[[T ]] satisfying �N(j (τ0) + T , j (Nτ0) + P(T )) = 0 and P(0) = 0.
Since j and j ◦ [N ] are holomorphic on H and j ′(τ0) �= 0, there exists a (converging)
power series Q(T ) ∈ T C[[T ]] satisfying j (Nτ) = j (Nτ0) + Q(j (τ) − j (τ0)). Letting
T := j (τ ) − j (τ0), we have �N(j (τ0) + T , j (Nτ0) + Q(T )) = 0. By the uniqueness of
P , we conclude that P = Q. Hence (3.11) holds.

Now we consider the case (∂Y �N)(j (τ0), j (Nτ0)) = 0. Again, let

γ0 =
(

1 0
0 1

)
, γ1, . . . , γN

be a system of representatives for �0(N) \ SL(2, Z). By (3.14) and [16, p. 248], reordering
the γi if necessary, we may assume that

j (Nτ0) = j (Nγ1〈τ0〉) �= j (Nγi〈τ0〉) for i � 2. (3.15)

Put F := Q(τ0). We denote the maximal order of F by O. Assume that τ0 is not an
elliptic fixed point for SL(2, Z). Then O× = {±1} and j ′(τ0) �= 0. Take β ∈ O − Z
satisfying NF/Q(β) = N2. (If no such β exists, then ∂Y �N(j (τ0), j (Nτ0)) �= 0. See again
[16, p. 248]). Put δF,N := 4(Im β)2. This is an integer that is independent of the choice
of β, by the assumption that O× = {±1}.
Lemma 3.12. Let τ0 ∈ H be an imaginary quadratic number which is not an elliptic fixed
point for SL(2, Z).

(i) The quotient a1 := j ′(Nτ0)/j
′(τ0) is an algebraic number.

(ii) Let p be a prime ideal of an algebraic number field containing a1. Assume that

j (τ0)(j (τ0) − 1728) �≡ 0 mod p and j (Nτ0)(j (Nτ0) − 1728) �≡ 0 mod p. (3.16)

Then ordp a1 = 0.
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Proof. Since j ′ = 2πi(E2
4E6/
), we see that

a1 = ζ
j (Nτ0)

2/3√j (Nτ0) − 1728

j (τ0)2/3
√

j (τ0) − 1728
·
(


(Nτ0)


(τ0)

)1/6

where ζ is one of the sixth roots of unity. By [10, Chapter 12, Theorem 4], the quotient

(Nτ0)/
(τ0) is an algebraic integer dividing N12. This proves all the assertions.

Lemma 3.13. Let p be a prime satisfying p � N . Let τ0 ∈ H be an imaginary quadratic
number satisfying (∂Y �N)(j (τ0), j (Nτ0)) = 0 and p � δF,N . Put

a1 := Nj ′(Nτ0)/j
′(τ0) and K := Q(τ0, j (τ0), j (Nτ0), a1).

Let p be a prime ideal of K dividing p, and let R be the valuation ring of p-adic valu-
ation on K . Assume that (3.16) holds, and that an elliptic curve (defined over K) whose
j -invariant is j (τ0) has ordinary reduction at p. Then τ0 is (p, N)-proper.

Proof. We first note that K is an algebraic number field by Lemma 3.12(i). We also note that
(3.16) implies that τ0 is not an elliptic fixed point for SL(2, Z), and therefore j ′(τ0) �= 0.
Differentiating �N(j (τ), j (Nτ)) = 0 by τ , we obtain

(∂X�N)(j, j ◦ [N ])j ′ + N(∂Y �N)(j, j ◦ [N ])j ′ ◦ [N ] = 0 (3.17)

and
(∂XX�N)(j, j ◦ [N ])j ′2 + 2N(∂XY �N)(j, j ◦ [N ])j ′j ′ ◦ [N ]

+ N2(∂YY �N)(j, j ◦ [N ])j ′2 ◦ [N ]
+ (∂X�N)(j, j ◦ [N ])j ′′

+ N2(∂Y �N)(j, j ◦ [N ])j ′′ ◦ [N ] = 0. (3.18)

Evaluating (3.17) at τ0, we obtain

(∂X�N)(j (τ0), j (Nτ0))j
′(τ0) + N(∂Y �N)(j (τ0), j (Nτ0))j

′(Nτ0) = 0. (3.19)

Because j ′(τ0) �= 0 and because of (3.19), we see that (∂X�N)(j (τ0), j (Nτ0)) = 0. Then,
evaluating (3.18) at τ0 and dividing by j ′(τ0)

2 (�= 0), we obtain

(∂XX�N)(j (τ0), j (Nτ0)) + 2N(∂XY �N)(j (τ0), j (Nτ0))
j ′(Nτ0)

j ′(τ0)

+ N2(∂YY �N)(j (τ0), j (Nτ0))
j ′(Nτ0)

2

j ′(τ0)
2 = 0. (3.20)

It is straightforward to verify that

�N(T + j (τ0), a1T + j (Nτ0)) ≡ 0 mod T 3 in R[T ]. (3.21)

On the other hand, differentiating (3.14) by Y twice, we find that

(∂YY �N)(j (τ0), j (Nτ0)) = 2
N∏

i=2

(j (Nτ0) − j (Nγi〈τ0〉)).

For M := (
a b
c d

) ∈ GL+(2, R), let J (M, τ) := det(M)−1/2(cτ + d). Differentiating (3.14)
by τ , we have

j ′(τ )(∂X�N)(j (τ ), Y ) = −
N∑

i=0

J (gNγi, τ )−2j ′(Nγi〈τ 〉)
∏
n�=i

(Y − j (Nγn〈τ 〉)),

where gN := (
N 0
0 1

)
.
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Differentiating this by Y , we obtain

j ′(τ )(∂XY �N)(j (τ ), Y ) = −
n∑

i=0

J (gNγi, τ )−2j ′(Nγi〈τ 〉)
∑
n�=i

∏
m�=n
m�=i

(Y − j (Nγm〈τ 〉)).

Substituting τ by τ0 and Y by j (Nτ0), we obtain

j ′(τ0)(∂XY �N)(j (τ0), j (Nτ0))

= −(Nj ′(Nτ0) + J (gNγi, τ0)
−2j ′(Nγi〈τ0〉)

) N∏
m=2

(j (Nτ0) − j (Nγm〈τ0〉)).

Therefore

(∂Y �N)(T + j (τ0), a1T + j (Nτ0)) ≡ b1b2T mod T 2

with

b1 :=
N∏

m=2

(j (Nτ0) − j (Nγm〈τ0〉));

b2 := 1

j ′(τ0)

(
Nj ′(Nτ0) − J (gNγ1, τ0)

−2j ′(Nγ1〈τ0〉)
)
.

We shall prove that b1b2 ∈ R×. Once this has been proved, (3.12) obviously holds and
(3.11) follows from an argument similar to that used in the proof of the preceding lemma.
However, this time we put P1(T ) := a1T . Then

T −1(∂Y �N)(j (τ0) + T , j (Nτ0) + Pn(T )) ∈ R[[T ]]×
under the condition that b1b2 ∈ R×, and therefore

Pn+1(T ) ∈ R[[T ]] and Pn+1(T ) ≡ P1(T ) mod T 2

by (3.21).
By Lemma 3.10, we see that b1 ∈ R×. We prove that b2 ∈ R×. By the first equality in

(3.15), there exists M ∈ SL(2, Z) satisfying

Nγ1〈τ0〉 = M〈Nτ0〉. (3.22)

Since j ′ is a modular function of weight two, we have

Nj ′(Nτ0) − J (gNγ1, τ0)
−2j ′(Nγ1〈τ0〉)

= Nj ′(Nτ0) − J (M, gN 〈τ0〉)2

J (gNγ1, τ0)
2 j ′(Nτ0)

= Nj ′(Nτ0) − J (MgN, τ0)
2

J (gN, τ0)2J (gNγ1, τ0)2 j ′(Nτ0)

= N

(
1 −

(
J (MgN, τ0)

J (gNγ1, τ0)

)2
)

j ′(Nτ0).

In order to compute J (MgN, τ0)/J (gNγ1, τ0), we follow the method used in the proof of
[15, Satz 3.6]. By (3.22), there exists α ∈ F := Q(τ0) satisfying αgNγ1

(
τ0
1

) = MgN

(
τ0
1

)
.
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Put M̃ := Nγ −1
1 g−1

N MgN , which belongs to Mat(2, Z). Then we have

Nα

(
τ0

1

)
= M̃

(
τ0

1

)
. (3.23)

This implies that Nα ∈ End(Z + τ0Z) ⊂ O, and that NF/Q(Nα) = (det M̃)2 = N2.
Moreover,

M̃〈τ0〉 = τ0 (3.24)

by (3.23). Now

J (MgN, τ0) = J (NgNγ1M̃, τ0)

= J (gNγ1, (NM̃)〈τ0〉)J (NM̃, τ0)

= J (gNγ1, τ0)J (M̃, τ0) (by (3.24)).

Noting that det M̃ = N2, we see that J (M̃, τ0) = α by (3.23). Therefore

J (MgN, τ0)

J (gNγ1, τ0)
= α.

Eventually, we have obtained

b2 = a1(1 − α2).

Here a1 ∈ R× by Lemma 3.12(ii). Since Nα ∈ O and p � N , we have α ∈ R. Let α̌ be the
complex conjugate of α and assume that ordp(1−α2) > 0. Noting that δF,N = N2(α−α̌)2,
we see that

0 < ordp(1 − α2)(1 − α̌2) = ordp(α − α̌)2 = 1

ordp p
ordp δF,N ,

which contradicts the assumption that p � NδF,N . Therefore b2 ∈ R×. This completes
the proof.

Although it is not used in the rest of this paper, we show an application of Lemma 3.13
which may be of independent interest. Put d := (∂Y �N)(j (τ0), j (Nτ0)) for simplicity.
In [15, Satz 3.5 and its remark below], Schertz proved that a value of a modular function
with the Fourier coefficients in Q at an imaginary quadratic τ0 ∈ H lie in Q(j (τ0), j (Nτ0)),
provided that d �= 0. There, the condition that d �= 0 was crucial. Our Theorem 3.9 and
Lemma 3.13 can handle the case where d = 0.

Corollary 3.14. Let τ0 ∈ H be a non-elliptic fixed point for SL(2, Z). Let K be a finite-
degree extension of Q(τ0, j (τ0), j

′(Nτ0)/j
′(τ0)). Assume that (∂Y �N)(j (τ0), j (Nτ0)) =

0. Then for any h ∈ A(N)K , we have h(τ0) ∈ K .

Proof. Indeed, there are infinitely many prime ideals p which satisfy the assumptions of
Lemma 3.13. That is, τ0 is (p, N)-proper. Then, as in the proof of Theorem 3.9, there
exists c(T ) ∈ K((T )) satisfying h(τ) = c(j (τ ) − j (τ0)). But h is holomorphic on H .
Hence c(T ) ∈ K[[T ]] and h(τ0) = c(0) ∈ K . Note that j (Nτ0) ∈ Q(j (τ0)) since
�N(j (τ0), Y ) = 0 has only one double root and the other roots are simple roots.

4. Fourier expansion of the Weierstrass function

In this section, we compute the Fourier expansion of the Weierstrass ℘-function over the
points t/N for 0 < t < N . More explicitly, we compute functions A0(τ ), . . . , AN−1(τ )

150https://doi.org/10.1112/S1461157000001224 Published online by Cambridge University Press

https://doi.org/10.1112/S1461157000001224


On Verheul homomorphisms

satisfying

− 1

4π2 ℘
( t

N
; τ
)

=
N−1∑
m=0

Am(τ)e
(mt

N

)

for t = 1, . . . , N − 1 and

0 =
N−1∑
m=0

Am(τ).

We express Am(τ) in terms of the Eisenstein series Eχ defined in Section 2. We begin with
a simple lemma which links roots of unity and the Dirichlet characters.

Lemma 4.1. Let χ be the Dirichlet character modulo N and let m ∈ Z. Put

cm,χ = g(χ−1)

N − 1
χ(m), (4.1)

where g(χ−1) is the Gauss sum. Then, for integers d and m,

∑
χ

cm,χχ(d) =

e
(md

N

)
(N � dm),

0 (N | dm),
(4.2)

where (and in what follows)
∑

χ stands for a summation over all Dirichlet characters
modulo N .

Proof. The assertion for the case N | dm is obvious. Assume that N � dm. Orthogonality
of the Dirichlet characters gives

∑
χ

cd,χχ(m) = 1

N − 1

∑
χ

(
N−1∑
t=1

χ−1(t)e
( t

N

)
χ(d)

)
χ(m)

= e
(dm

N

)
.

Lemma 4.2. We have

Am =



2
∑
χ

c−m,χEχ−1 (m �= 0),

2Eχ0 (m = 0).

Proof. Clearly,

Am(τ) =
N−1∑
t=1

e
(
−mt

N

)(
− 1

4π2 ℘
( t

N
; τ
))

.

Recall that

℘ (z; τ) =
∑

(α,β)∈Z2

(α,β)�=(0,0)

(
1

(z − (ατ + β))2 − 1

(ατ + β)2

)
.

Hecke has proved [2, (14)] that

N−2℘

(
uτ + v

N
; τ

)
= G(u,v)(τ ) − G(0,0)(τ ). (4.3)

(Note that the exponent of N on the left-hand side should be −2, not 2 as in Hecke’s paper.)
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In the case of m �= 0, we have

Am(τ) =
N−1∑
t=1

e
(
−mt

N

)−N2

4π2

(
G(0,t) − G(0,0)

)

= 2

(
c−m,χ0

(
Eχ0 − N − 1

24
E2

)
+
∑
χ �=χ0

c−m,χEχ−1

)
− 1

12
E2

by (4.2), (2.4), (2.14) and (2.13). Since g(χ0) = −1 and

cd,χ0 =



−1

N − 1
(d �≡ 0 mod N),

0 (d ≡ 0 mod N),

we see that Am(τ) = 2
∑

χ c−m,χEχ−1 . The formula for A0 is an immediate consequence
of (2.14) and (2.13).

Definition 4.3. For an algebraic number field K , we denote by K[2,N ] the field generated
by {

e
( 1

N − 1

)
, e
( 1

N

)}
∪
⋃

χ :even

{
g(χ),

1

π2 L(2, χ)

}

over K .

Proposition 4.4. Let FN be the product

N−1∏
m=1

Am.

Then FN is a non-zero element of M2(N−1)(�0(N), χ0). The Fourier coefficients of FN and
FN |2(N−1)

(
0 1−1 0

)
belong to Q[2,N ], and they are p-integral where p is any prime ideal of

Q[2,N ] not dividing 3(N − 1).

Proof. For M := (
a b
c d

) ∈ �0(N), we see that

FN |2(N−1)M =
N−1∏
m=1

(
2
∑
χ

c−m,χEχ−1 |2M
)

=
N−1∏
m=1

(
2
∑
χ

c−m,χχ−1(M)Eχ−1

)
.

It follows immediately from the definition (4.1) of cd,χ that

c−m,χχ(d) = c−dm,χ for d � N.

Let d ′ be an integer satisfying dd ′ ≡ 1 mod N . Then

FN |2(N−1)M =
N−1∏
m=1

(
2
∑
χ

c−d ′m,χEχ−1

)
= FN.

Denote by M2(�1(N)) the space of modular forms of weight 2 with respect to �1(N).
By the direct sum decomposition M2(�1(N)) = ⊕

χ M2(�0(N), χ), we see that Am is
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a non-zero function. Hence FN is non-zero. The assertion on the Fourier coefficients of FN

follows from (2.12) and (2.15). On the other hand, the assertion on the Fourier coefficients
of FN |2(N−1)

(
0 1−1 0

)
follows from (2.7) and (2.11) and

FN |2(N−1)

(
0 1

−1 0

)
=

N−1∏
m=1

Am|2
(

0 1
−1 0

)

=
N−1∏
m=1

(
2
∑
χ

c−m,χEχ−1 |2
(

0 1
−1 0

))

=
N−1∏
m=1

(
2
∑
χ

c−m,χEχ−1

)
.

5. Cryptographic application

We apply results developed in the previous sections to elliptic curves over Fq where q is
a power of prime p � 5. Throughout this section, N � 5 is a prime satisfying p � N − 1.

For an imaginary quadratic τ ∈ H , we define an elliptic curve Eτ by

Y 2 = X3 − 1

243

E4(τ )


1/3(τ )
X + 1

2533

E6(τ )


1/2(τ )
.

Here, for a divisor δ of 24, we explicitly put


1/δ(τ ) := e (τ/δ)

∞∏
n=1

(1 − e (nτ))24/δ.

The complex numbers

a4(τ ) := E4(τ )


1/3(τ )
and a6(τ ) := E6(τ )


1/2(τ )

are in fact algebraic integers. Put kτ := Q(a4(τ ), a6(τ )). The discriminant of Eτ is 1, and
the j -invariant of Eτ is j (τ ). In particular, Eτ has good reduction at any prime ideal p of
kτ which does not divide 6. The map Pτ , defined by

Pτ (z) :=
(

− 1

4π2

℘(z; τ)


1/6(τ )
,

1

(2πi)3

℘′(z; τ)


1/3(τ )

)
,

induces an isomorphism between C/(Z + τZ) and Eτ . Let Cτ be the cyclic subgroup of
Eτ generated by Pτ (1/N).

Now, let E be an elliptic curve over Fp given by the short Weierstrass form, and let C

be its cyclic subgroup of order N . Let B be a generator of C, and let ζ be one of the N th
primitive roots of unity. Let ξ be the X-coordinate function. There uniquely exist constants
α(E, B, ζ, m) for 0 � m < N satisfying

ξ(nB) =
N−1∑
m=0

α(E, B, ζ, m)ζ−nm

for 1 � n � N − 1 and
N−1∑
m=0

α(E, B, ζ, m) = 0.
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Put

ZE,C := #{m : 1 � m < N, α(E, B, ζ, m) = 0}.
As the notation suggests,ZE,C is independent of the choice ofB and ζ . Forµ, ν ∈ (Z/NZ)×,
it is easy to observe that

α(E, νB, ζµ, m) = α(E, B, ζ, ν−1µm).

Moreover, let E′ be an elliptic curve (also given by the short Weierstrass form) which is
isomorphic to E under an isomorphism ϕ : (x, y) → (γ 2x, γ 3y) defined over Fa

p. Then

α(ϕ(E), ϕ(B), ζ, m) = γ 2α(E, B, ζ, m).

Therefore, ZE,C depends only on an isomorphism class of the level-N structure (E, C).
Let X(N) be the set of the isomorphism classes of (E, C) which satisfies the condition that
E is ordinary and that j (E)(j (E) − 1728) �= 0.

Note that X(N) is a finite set. By the Deuring lifting theorem, there exist an algebraic
number field K and a prime ideal p dividing p such that for each (E, C) ∈ X(N) there
exists an imaginary quadratic τ ∈ H with the following properties.

(1) K ⊃ Q
(
j (Nτ), (
(Nτ)/
(τ))1/6,

√−3
)
.

(2) Cτ ⊂ E(K).

(3) j (Eτ /Cτ ) = j (Nτ).

(4) There exists an isomorphism ϕ : Eτ → E.

(5) ϕ(Cτ ) = C.

(6) End(Eτ ) = End(Eτ ) ∼= End(E).

For each pair (E, C) ∈ X(N), choose (and fix) τ ∈ H as above and denote it by t (E, C).
We denote the residue field of p by k. We begin with estimating a number of isomorphism
classes of E which might correspond to non-proper τ .

Lemma 5.1. Let N be a prime number different from p.

(i) If N >
√

12p, then there are at most two (up to isomorphisms over Fa
p) ordinary

elliptic curves E defined over Fp which contains a cyclic subgroup C of order N satisfying
j (E/C) = 0.

(ii) If N > 2
√

p, then there are at most two (up to isomorphisms over Fa
p) ordinary

elliptic curves E defined over Fp which contains a cyclic subgroup C of order N satisfying
j (E/C) = 1728.

Proof. (i) Let E′ be an elliptic curve defined over Fp such that j (E′) = 0. An isogeny
E → E/C ∼= E′ maps a non-trivial point of order p in E to that in E′ because p � #C.
Hence E′ is ordinary, and we obtain p ≡ 1 mod 3. We denote the p th power Frobenius
endomorphism by ϕ. First, we show that there exists C′ ⊂ E′ such that C′ is an eigenspace
of ϕ6 and j (E′/C′) = j (E). Indeed, there exists an isogeny f ∈ HomFa

p
(E′, E) satisfying

deg f = N . This isogeny f is defined over some finite extension Fpr of Fp. Then the
characteristic equations of ϕr on these curves are the same (cf. [16, pp. 236–237]; see also
[17, Theorem III.7.7]). The quotient field of their endomorphism ring is Q(

√−3). Let λ

and λ′ be the images of ϕp on E and E′, respectively, in Q(
√−3). Then we have either

λr = λ′r or λ̌r = λ′r . Hence either λ/λ′ or λ̌/λ′ is an rth root of the unity in Q(
√−3).

Hence r | 6. Let C′ be the kernel of f ′. Then C′ is defined over Fp6 ⊃ Fpr . This means
that C′ is an eigenspace of ϕ6 in E′[N ], a two-dimensional vector space over FN .
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Now we assume that there are three curves defined over Fp satisfying the condition of
the assertion of the lemma. Then there exist three distinct eigenspaces of ϕ6 in E′[N ].
Hence a matrix representation of ϕ6 on E′[N ] is a scalar matrix. Let α, β ∈ Q(

√−3) be
the characteristic roots of ϕ (∈ End(E′)). Then it is necessary that α6 ≡ β6 mod N . Since
p ≡ 1 mod 3, without loss of generality we may put

α := u + −1 + √−3

2
v and β := u + −1 − √−3

2
v

where u and v are integers satisfying

u2 − uv + v2 = p. (5.1)

Then

α6 − β6 =
((

u − v

2

)
+

√−3

2
v

)6

−
((

u − v

2

)
−

√−3

2
v

)6

= 3
√−3uv(u − v)(u + v)(u − 2v)(2u − v). (5.2)

Therefore, α6 ≡ β6 mod N implies that N divides one of u, v, u ± v, 2u − v or 2v − u

since N >
√

12p �
√

60. On the other hand, (5.1) restricts

|u| � 2√
3

√
p and |v| � 2√

3

√
p.

This contradicts N >
√

12p.
The proof of part (ii) is similar, and in fact a bit easier. In this case we work over Q(

√−1).
Instead of (5.2), we obtain

α4 − β4 = 8
√−1uv(u + v)(u − v)

where p = u2 + v2 ≡ 1 mod 4.

Lemma 5.2. Let (E, C) ∈ X(N) and put τ := t (E, C). Assume that N < 2√
3
p and that

j (Nτ)(j (Nτ) − 1728) �≡ 0 mod p.

Then τ is (p, N)-proper.

Proof. In the case of (∂Y �N)(j (τ ), j (Nτ)) �= 0, the assertion follows from Lemma 3.11
(regardless of the magnitude of N ). Now assume that (∂Y �N)(j (τ ), j (Nτ)) = 0. Put
F := Q(τ ) and choose ω so that Z + ωZ is the maximal order O of F. Without loss of
generality, we may assume that the minimal equation of ω is ω2 +bω+ c = 0 where b = 0
or b = 1. Assume that β := x + yω ∈ O − Z satisfy NF/Q(β) = N2. This is equivalent
to x2 + bxy + cy2 = N2. Then δF,N = (4c − b2)y2. By Lemma 3.13, it suffices to show
that p � δF,N . Since Eτ is ordinary, the prime p splits in F into two different prime ideals.
Hence p � (4c − b2). Suppose that p | y. Since y �= 0, this implies that |y| � p. Thus, we
obtain 3

4p2 � N2, a contradiction. Therefore p � y.

Theorem 5.3. Let N be a prime satisfying
√

12p < N < 2√
3
p. Then

#{(E, C) ∈ X(N) : ZE,C = 0}
#X(N)

�
(

1 − 8

11
√

3
− 76

11p

)(
1 − 12

11p + 12

)
.
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Proof. Let (E, C) ∈ X(N) and put τ := t (E, C), Bτ := Pτ (1/N) and ζ := e (1/N).
Then

α(Eτ , Bτ , ζ, m) =
(

Am(τ)


1/6(τ )

)
(5.3)

for 1 � n < N . (Note that α(Eτ , Bτ , ζ, m) is p-integral.) Consider a function h defined by

h :=




1


(N−1)/6

N−1∏
m=1

Am (N ≡ 1 mod 6),

1


(N+1)/6
A2

0

N−1∏
m=1

Am (N ≡ −1 mod 6).

(5.4)

Then h is a modular function for �0(N), which is holomorphic on H by Proposition 4.4.
Put ν := [(N + 1)/6]. The orders of the poles of h at the cusps are at most ν at ∞ and Nν

at 0. By Proposition 3.7, we have ord0h � −νN and ord∞h � −ν. Put

U(N) := {
(E, C) ∈ X(N) : All cyclic subgroups C′ in E of order N

satisfy j (E/C′) �= 0 and j (E/C′) �= 1728
}
.

We see that t (E, C) is (p, N)-proper for (E, C) ∈ U(N) by Lemma 5.2. Put

S1 := {
ordt (E,C) : (E, C) ∈ U(N)

}
and let S2 be the complement set of S1 ∪ {ord0, ord∞} in the set of valuations on B(N)k .
Then Gal(B(N)k/B(1)k) acts not only on S1 but also on S2. (This is why we introduced
C′ in the definition of U(N) instead of using C.) By Theorem 3.6,∑

v∈S2

v(h) � 0.

Hence v(h) > 0 holds for at most (N + 1)ν valuations v in S1.
Suppose that ordτ h = 0 where τ := t (E, C) with some (E, C) ∈ U(N). Since N <

(2/
√

3)p, it is clear that p � (N − 1). Then Theorem 3.9 yields h(τ) �≡ 0 mod p. Hence
(5.3) and (5.4) imply that

N−1∏
m=1

α(Eτ , Bτ , ζ, m) �= 0 for N ≡ 1 mod 6,

and that

α(Eτ , Bτ , ζ, 0)2
N−1∏
m=1

α(Eτ , Bτ , ζ, m) �= 0 for N ≡ −1 mod 6.

In either case, ZE,C = ZEτ ,Cτ
= 0.

There are at most p/12 + 2 supersingular j values. Thus there at least (11/12)p − 4
ordinary j values in Fp other than 0 and 1728. Then

#U(N) � ((11/12)p − 6)(N + 1)

by the assumption that N >
√

12p and Lemma 5.1. Note that the correspondence
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t : (E, C) → τ is at most two-to-one. Therefore

#{(E, C) ∈ U(N) : ZE,C = 0}
#X(N)

�
( 11

12p − 6
)
(N + 1) − 2 (N+1)2

6(
p − [ p

12

])
(N + 1)

�
(

1 − 8

11
√

3
− 76

11p

)(
1 − 12

11p + 12

)
.
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