
Proceedings of the Edinburgh Mathematical Society (2003) 46, 1–34 c©
DOI:10.1017/S0013091500000730 Printed in the United Kingdom

FINITELY RAMIFIED GRAPH-DIRECTED FRACTALS, SPECTRAL
ASYMPTOTICS AND THE MULTIDIMENSIONAL

RENEWAL THEOREM

B. M. HAMBLY1 AND S. O. G. NYBERG2

1Mathematical Institute, University of Oxford, 24–29 St Giles’,
Oxford OX1 3LB, UK (hambly@maths.ox.ac.uk)

2Computas AS, Vollsveien 9, PO Box 482, 1327 Lysaker,
Norway (son@computas.com)

(Received 28 June 2000)

Abstract We consider the class of graph-directed constructions which are connected and have the
property of finite ramification. By assuming the existence of a fixed point for a certain renormalization
map, it is possible to construct a Laplace operator on fractals in this class via their Dirichlet forms.
Our main aim is to consider the eigenvalues of the Laplace operator and provide a formula for the
spectral dimension, the exponent determining the power-law scaling in the eigenvalue counting function,
and establish generic constancy for the counting-function asymptotics. In order to do this we prove
an extension of the multidimensional renewal theorem. As a result we show that it is possible for the
eigenvalue counting function for fractals to require a logarithmic correction to the usual power-law
growth.
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1. Introduction

The study of the Laplace operator on fractal sets has focused primarily on fractals that
are exactly self-similar and have the property of finite ramification. The class of post-
critically finite self-similar sets [13,16] captures most objects with these properties. In
this framework there is a reasonable understanding of the Laplace operator, in particular
its spectral properties [17] and heat kernel behaviour [12]. It is hoped that these sets
will give good insight into more general fractals which may be used in the modelling of
physical systems.

The class of graph-directed constructions was introduced in [25] and provides a much
wider range of (slightly) more realistic models. Fractals of this type first appeared in [5]
and have been called different names, including recurrent iterated function systems [3].
They are no longer exactly self-similar but do consist of self-similar components. An
example of a finitely ramified graph-directed fractal, the type of set that we consider, is
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Figure 1. The two generators of a graph-directed fractal.

Figure 2. The vector of fractals at stage 3.

Figure 3. The first two stages of construction of a fractal with infinitely ramified generator.

shown in Figure 1. The fractal should be thought of as a pair of fractals, one based on
the square and the other on the triangle. The set is formed by recursive application of
the maps which replace triangles and squares with the depicted combinations of triangles
and squares as shown in Figure 1. The repeated iteration of the maps leads to a pair
of fractals as shown in Figure 2. In § 6 we will construct a class of fractals that can be
decomposed into graph-directed constructions with the finite ramification property. Two
examples are the fractal in Figure 3 and the diamond fractal of [18] shown in Figure 5.
Note that the generator of the fractal in Figure 3 appears infinitely ramified at stage 1
as the central square is composed of four squares which meet along edges. However, at
stage 2 we see that the fractal is a finitely ramified combination of squares and rectangles.

Analysis on fractals has concentrated largely on finitely ramified fractals (a fractal
is finitely ramified if any subset of the fractal can be disconnected by removing only a
finite number of points) as there are very natural graph approximations to these sets. The
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Finitely ramified graph-directed fractals 3

construction of the Laplace operator on the fractal can be reduced to a finite-dimensional
fixed-point problem for these graphs.

The framework of graph-directed constructions allows us to extend the class of fractals
for which we can construct Laplace operators through quite simple extensions of the
techniques developed in [13]. We will assume the existence of a solution to the canonical
fixed-point problem and use this to construct a Dirichlet form on the fractal. For some
discussion of this existence problem for a homogeneous random version of these fractals
see [4]. This paper will then focus on the eigenvalue asymptotics of the associated Laplace
operators. As these operators have compact resolvents they have discrete spectra and we
can define the associated eigenvalue counting function N(λ) as the number of eigenvalues
less than λ. We will discuss the leading-order term in the asymptotic expansion of N(λ).

There has been considerable interest in studying the behaviour of the eigenvalue count-
ing function for various domains. In the case of a domain with fractal boundary, the Weyl–
Berry conjecture has motivated much research. Weyl’s classical result for a bounded open
subset D ⊂ Rn states that for either the Dirichlet or Neumann Laplacian,

lim
λ→∞

N(λ)
λn/2 =

Bn|D|
(2π)n

,

where |D| denotes the n-dimensional volume of the set D and Bn the volume of the unit
ball in Rn. It was conjectured by Berry that the second-order term would be determined
by the Hausdorff dimension of the boundary of D. Subsequent research has shown that
the Minkowski dimension of the boundary of D is the right notion of dimension but this
does not give the precise behaviour of the second-order term in general (for a discussion
see [21]).

In the case where the domain itself is fractal, a number of authors have established the
behaviour of the leading term. This is typically different from the Euclidean case and the
power which appears in the leading term has become known as the spectral dimension,
ds. In [2,9–11,15,17] it has been shown that the generic situation is the existence of a
constant C > 0, such that

lim
λ→∞

N(λ)
λds/2 = C.

However, if the scale factors in the fractal are related in a certain way, then this limit
may not exist and the ratio is asymptotically a periodic function of log λ. In the setting
of symmetric fractals such as the Sierpinski gasket an explanation for this oscillation is
provided by the existence of strictly localized eigenfunctions [2].

We will show in this paper that similar results hold for finitely ramified graph-directed
fractals but a wider variety of behaviour is possible. If the graph defining the construction
is strongly connected, then the results are given in Theorem 5.4 and are very similar to
the case of post-critically finite fractals discussed in [17] with generic constancy and
otherwise a possibly periodic function. If the graph is not strongly connected, then there
are other possibilities; in particular, the leading-order term in the asymptotic expansion
of N(λ) may grow faster than λds/2. Our main result is stated in Theorem 5.6 and shows
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that one may have

lim
λ→∞

N(λ)
(log λ)mλds/2 = C ′,

for a constant C ′ > 0 and an integer m � 1.
In [27] it was shown that such a logarithmic correction term would be required when

studying the spectral asymptotics of the Laplacian on a set called plain mandala. We
will see that this set can be considered within the graph-directed framework and we give
a more precise limit result than that of [27] in § 6.

The outline of the paper is as follows. Firstly, in § 2, we state and prove a multidimen-
sional renewal theorem which will be required for proving our main results. Section 3
describes the class of finitely ramified graph-directed fractals in which we work and also
uses the renewal theorem to discuss the behaviour of a natural geometric counting func-
tion. In § 4 we construct Laplace operators on these fractals via their Dirichlet forms.
Using some properties of the Dirichlet forms we will derive a multidimensional renewal
equation for the eigenvalue counting function and use our renewal theorem in § 5. In § 6
we discuss some examples, including plain mandala, and construct a class of fractals
whose elements may be decomposed into finitely ramified graph-directed fractals. We
also discuss some other examples of fractals in this class for which we can prove the
existence of a Laplace operator.

2. The multidimensional renewal theorem

The renewal theorem is a powerful probabilistic result that has been used in proving fine
results about the behaviour of self-similar sets. Examples include obtaining Hausdorff
dimension and Minkowski measurability of fractals [7], studying eigenvalue problems
for domains with fractal boundary [23], and studying such problems on fractals them-
selves [17]. A review of these ideas in the fractal context can be found in [8].

There have been several extensions of the renewal theorem to higher dimensions and
we mention two that are related to the one we discuss here. Firstly, in the context
of multitype age-dependent branching processes, Ryan [29] derived an extension which
could be used to describe the asymptotic growth of the branching process. The second
case arose in the study of self-similar measures, where Lau, Wang and Chu [22] obtained a
version for separable, metrizable, locally compact, abelian groups, and used it to compute
the Lp dimension of such a measure. We will give an extension of the results of [22] in
the Rn case which makes precise all the possible behaviours when the matrix of measures
driving the system is reducible. An indication of the behaviour in this case was obtained
in [6], when considering the time complexity of certain algorithms.

Firstly we need some notation. Let M = [mij ] be a matrix of Radon measures on R+.
We will write F for the matrix of distribution functions of M , that is Fij(t) =

∫ t

0 mij(ds)
and we will write Fij(t, t + h] = Fij(t + h) − Fij(t). The indices of the matrix will be
referred to as states and are the vertices of a graph G. The graph has a directed edge
between states i and j if the measure mij is non-zero.
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We denote the operation of convolution of a function a with a measure b by

b ∗ a(t) = a ∗ b(t) =
∫ t

0
a(t − s)b(ds);

if both a and b are measures, we convolve the distribution function of a with the measure
b. For two matrices A, B of measures we write the ijth element of C(t) = A ∗ B(t) as
cij(t) =

∑
k aik ∗ bkj(t). Let γ(i, j) denote a directed path in the graph G from vertex i

to vertex j. We define the measure mγ(i,j) by taking the convolution of the measures
associated with each given edge in the path. We will also write mîi for the ith column
of the matrix M with the ith element removed, similarly, mîi for the ith row of M with
the ith element removed. Finally, we write the matrix of measures with both the ith row
and column of M removed as Mii.

We follow [22] and define the measure

ν1 = m11 + m11̂ ∗
∞∑

k=0

(M11)∗k ∗ m1̂1. (2.1)

It is not difficult to check that, if F (∞) has maximum eigenvalue 1 and is irreducible, this
is a probability measure with support given by ∪{supp (mγ) : γ is a simple cycle in G}.
If the support is contained in a discrete subgroup of R, we will call this measure lattice,
otherwise we will call it non-lattice. By the irreducibility we see that if ν1 is non-lattice,
then νi is non-lattice for all i.

We begin by stating the renewal theorem for the case of irreducible F (∞). These
results appeared as Theorems 4.2 and 4.3 of [22], where they are stated with one slightly
stronger condition. The proofs given in [22] use only the assumptions stated here. Firstly,
we give the analogue of Blackwell’s Renewal Theorem.

Theorem 2.1. We assume that F (t) is a matrix of measures in which F (∞) is irre-
ducible, has maximum eigenvalue 1, Fij(0−) = 0,

∫ ∞
0 t dFij(t) < ∞ for all i, j and for

each j there is at least one i such that Fij(0) < Fij(∞). Let V (t) =
∑∞

k=0 F ∗k(t) denote
the matrix renewal measure, then if ν1 is non-lattice,

lim
t→∞

V (t, t + h] = Ah,

where

A =
uvT

vT Mu
,

and u, v are the unique normalized right and left 1-eigenvectors of F (∞) and M is the
matrix of first moments of F .

If ν1 is lattice, with period T , then

lim
t→∞

[Vij(t + τij , t + τij + T )] = AT,

for any τij ∈ supp(mγ(i,j)).
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We also state a result concerning the asymptotic behaviour of the solution to the
renewal equation.

Theorem 2.2. Let z(t) be directly Riemann integrable, and let F be a matrix of
measures satisfying the assumptions of Theorem 2.1, then the renewal equation

r(t) = z(t) + r ∗ F (t) (2.2)

has a unique solution, bounded on finite intervals. If ν1 is non-lattice, then

r(t) →
∫ ∞

0
z(t) dt A, as t → ∞.

If ν1 is lattice with period T , then

r(t) = lim
n→∞

[ri(t + τ1i + nT )] =
∑

k

z(t + kT )A

exists almost surely for every t ∈ [0, T ].

Remark 2.3. Note that if suppmγ(1,j) has period T , then we can remove the vec-
tor τ1j from the periodic case. However, this is not true in general, as can be seen
from [22, Remark 3.4]. From this point, whenever we encounter a multidimensional peri-
odic function arising as a limit from a renewal equation, we will assume that the initial
times were chosen in the support of the underlying measure, as in the previous two
theorems.

Remark 2.4. The state 1 is used as a reference state and any other would do.

Remark 2.5. The matrix A has strictly positive entries by the Perron–Frobenius
Theorem.

We will concentrate on the case where F (∞) is reducible and recall some basic facts
about non-negative reducible matrices. A state i has access to state j if there is a directed
path from i to j. The states i and j are said to communicate if they have access to each
other. Using the communication relation, we can partition the states into equivalence
classes. The spectral radius of a class is the spectral radius of F (∞) restricted to that
class. A class is called basic if its spectral radius is the same as that of the matrix itself.
If a class is not basic, then it is called non-basic. A class J is final if J has access to no
other class. A chain of classes is a collection of classes such that each class has access to
or from another in the collection. The length of a chain is the number of basic classes
that it contains. The height of a basic class C is the length of the longest chain of classes
which have access to C. Let Sm denote the union of basic classes of height m + 1.

Theorem 2.6. We assume that F (t) is a matrix of measures in which F (∞) has
maximum eigenvalue 1, with Fij(0−) = 0,

∫ ∞
0 t dFij(t) < ∞ for all i, j and for each j

there is at least one i such that Fij(0) < Fij(∞). Let z be a vector with components
that are directly Riemann integrable functions on R+ with zi �= 0 for all i ∈ S0. If u

is continuous and satisfies the renewal equation (2.2), then u = z ∗
∑∞

k=0 F ∗k and the
components ui satisfy:
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(1) if i ∈ S0, then
lim

t→∞
(ui(t) − pi(t)) = 0,

where pi is either periodic or constant depending on whether νi is lattice or not;

(2) if i ∈ Sm, for m > 0, then

lim
t→∞

t−mui(t) = c1(i),

for some constant c1(i) � 0;

(3) if i /∈ S = ∪mSm and there is no path from S to i, then

lim
t→∞

ui(t) = 0;

(4) if i /∈ S and there is a path from S0 to i but no path from Sl for any l > 0, then

lim
t→∞

(ui(t) − p′
i(t)) = 0,

for some p′
i which is either constant or periodic;

(5) if i /∈ S and there is a path from Sm to i but no path from Sl for any l > m, then

lim
t→∞

t−mui(t) = c2(i),

for some constant c2(i) � 0.

If i ∈ Ck, an equivalence class in Sm, then if zj �= 0 for at least one j ∈ Ck, we have
c1(i), c2(i) > 0.

Before we prove this result we need some preliminary lemmas which follow from the
irreducible case. Using the above notation we will write A(i) for the limit matrix of
Theorem 2.1 corresponding to a matrix renewal measure V (i).

Lemma 2.7. Let F (t) be a matrix of measures in which F (∞) has maximum eigen-
value 1, with Fij(0−) = 0,

∫ ∞
0 t dFij(t) < ∞ for all i, j and for each j there is at least

one i such that Fij(0) < Fij(∞) and F is irreducible. For V =
∑∞

k=0 F ∗k and all n � 0
we have

lim
t→∞

[
1
t

∫ t

0

(
t − u

t

)n

dVij(u)
]

=
1

n + 1
A.

Proof. We prove this result componentwise. From Theorem 2.1 we can deduce the
n = 0 case, that is for ε > 0 there exists a t0 such that

|t−1Vij(0, t) − Aij | < ε (2.3)

for t > t0 for all i, j. For the general case, observe that we can write

1
n + 1

= t−n−1
∫ t

0
un du = t−n−1

∫ t

0
(t − u)n du,
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8 B. M. Hambly and S. O. G. Nyberg

and hence, using an integration by parts, we have∣∣∣∣t−1
∫ t

0

(
t − u

t

)n

dVij(u) − Aij

n + 1

∣∣∣∣ =
∣∣∣∣1t

∫ t

0

(
t − u

t

)n

dVij − 1
t

∫ t

0

(
t − u

t

)n

Aij du

∣∣∣∣
� 1

tn+1

∫ t

0
nun−1|Vij(t − u) − (t − u)Aij | du.

Now use the n = 0 case, and the fact that the measure Vij is bounded over finite intervals,
to obtain∣∣∣∣t−1

∫ t

0

(
t − u

t

)n

dVij(u) − 1
n + 1

Aij

∣∣∣∣ � ε

tn+1

∫ t−t0

0
nun−1(t − u) du

+ K
1

tn+1

∫ t

t−t0

nun−1(t − u) du,

for some constant K. If we integrate and choose a value tn sufficiently large, we see that∣∣∣∣t−1
∫ t

0

(
t − u

t

)n

dVij(u) − 1
n + 1

Aij

∣∣∣∣ < 2ε, t > tn,

and hence we have the result. �

Corollary 2.8. If z converges to a constant z̄, as t → ∞, and F is as above, then

lim
t→∞

[
1
t

∫ t

0

(
t − u

t

)n ∑
i

zi(t − u) dVij(u)
]

=
1

n + 1
z̄A.

It is also straightforward to show the following result for finite measures.

Lemma 2.9. Let U be a matrix of finite measures with Uij(0−) = 0, then for all
n � 0 we have

lim
t→∞

[∫ t

0

(
t − u

t

)n

dUij(u)
]

= U(∞).

If z converges to a constant z̄, as t → ∞, then

lim
t→∞

[∫ t

0

(
t − u

t

)n ∑
i

zi(t − u) dUij(u)
]

= z̄U(∞).

A function z will be called asymptotically periodic if there exists a function z̄, satisfying
z̄(t) = z̄(t + kT ) for all t > 0, k ∈ N, and for ε > 0, there exists a t′ such that

|z(t) − z̄(t)| < ε, ∀t > t′.

Lemma 2.10. Let z be an asymptotically periodic function with period T and let V

be a matrix renewal measure, then

lim
t→∞

1
t
z ∗ V (t) =

1
T

∫ T

0
z̄(s) dsA.
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Proof. Let z̄ be the periodic function such that for ε > 0 there exists a t0 such that
|z̄ − z| < ε for t > t0. We first show that (1/t)(z ∗ V − z̄ ∗ V ) → 0 as t → ∞. We prove
this componentwise as∣∣∣∣ ∑

j

∫ t

0
(zj(t − u) − z̄j(t − u)) dVji(u)

∣∣∣∣ �
∑

j

∫ t

0
|zj(t − u) − z̄j(t − u)| dVji(u)

�
∑

j

(εVji(t − t0) + KVji(t0)),

where K = sup0�u�t0,i |zi(u) − z̄i(u)|. Thus, dividing by t and using the linear growth of
V from (2.3), we have the convergence.

As z̄ is a bounded function and V is uniformly bounded over finite intervals and
converges to a multiple of Lebesgue measure, we have

∫ (l+1)T

lT

∑
j

z̄j(s + u) dVji(u) →
∫ T

0

∑
j

z̄j(u)Aji du, ∀0 � s � T.

Now define

al(t) =
1
T

∫ (l+1)T

lT

∑
j

z̄j(t − u) dVji(u),

and observe that, by the above, for all l we have

al(t) → 1
T

∫ T

0

∑
j

z̄j(u)Aji du

uniformly as t → ∞. Finally, we can write

1
t
z̄ ∗ V (t) =

T

t

[t/T ]−1∑
l=0

1
T

∫ (l+1)T

lT

∑
j

z̄j(t − u) dVji(u) +
1
t

∫ t

[t/T ]T

∑
j

z̄j(t − u) dVji(u)

� T

t

[t/T ]−1∑
l=0

al(t) +
RT

t
,

where RT is a finite constant. As the terms in the sum converge uniformly to the claimed
result, we are done. �

Write U for a matrix of finite measures.

Lemma 2.11. If V (i) is as in Lemma 2.7, z is directly Riemann integrable, and U i,i+1

are finite matrix measures, then, for m > 1,

lim
t→∞

t−m+1z ∗ V (1) ∗ U1,2 ∗ V (2) ∗ · · · ∗ Um−1,m ∗ V (m)(t)

=
1

(m − 1)!

∫ ∞

0
z ∗ V (1) ∗ U1,2(u) du A(2)U2,3(∞) · · ·Um−1,m(∞)A(m).
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10 B. M. Hambly and S. O. G. Nyberg

Proof. Let
I(m)(t) = z ∗ V (1) ∗ U1,2 ∗ · · · ∗ V (m)(t).

The result for m = 1 is the original solution to the renewal equation given in Theorem 2.2.
We can write this, distinguishing between the lattice and non-lattice cases, as

lim
t→∞

(z ∗ V (1)(t) − p(t)A(1)) = 0, (2.4)

where p(t) =
∑

k z(t + kT ) is a periodic function (it may be constant) with period T . We
now use induction and begin by proving the result for m = 2. First we observe that, as
U1,2 is a finite measure, z ∗ V (1) ∗ U1,2(t) is an asymptotically periodic function and we
call the associated periodic function h. Thus we can apply Lemma 2.10 to deduce that

1
t
z ∗ V (1) ∗ U1,2 ∗ V (2)(t) → 1

T

∫ T

0
h(u) du A(2).

This constant can then be written in terms of the asymptotically periodic part as

h(u) = lim
n→∞

z ∗ V (1) ∗ U1,2(u + nT ) = T
∑

k

z ∗ V (1) ∗ U1,2(u + kT ),

and hence
1
T

∫ T

0
h(u) du =

∫ ∞

0
z ∗ V (1) ∗ U1,2(u) du.

Now assume the result for m − 1 and let the limit vector be C(m−1). We can write

I(m)(t) = I(m−1) ∗ Um−1,m ∗ V (m)(t),

and hence, in component form,

t−m+1I
(m)
i (t) = t−m+1

∫ t

0

∑
j

hj(t − u) dV
(m)
ji (u), (2.5)

where

hj(t) =
∫ t

0
(t − u)(m−2)

∑
k

I
(m−1)
k (t − u)
(t − u)m−2 dUm−1,m

kj (u).

By our inductive hypothesis and Lemma 2.9, we have

t−m+2hj(t) →
∑

i

C
(m−1)
i Um−1,m

ij (∞),

as t → ∞. Thus we can rewrite (2.5) as

t−m+1I
(m)
i (t) = t−1

∫ t

0

(
t − u

t

)m−2 ∑
j

hj(t − u)
(t − u)m−2 dV

(m)
ji (u),

and apply Corollary 2.8 to show

C(m) = lim
t→∞

t−m+1I(m)(t) =
1

m − 1
C(m−1)Um−1,m(∞)A(m).

Iterating this expression gives the result. �
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Proof of Theorem 2.6. This result is an extension of that of [22]. The first part
concerning the solution of the renewal equation and Parts (1), (3) and (4) of the limiting
result are contained in [22, Theorem 4.5]. We only need to consider Part (2), as Part (5)
will follow immediately we have Part (2).

We will write the matrix of measures in canonical form and note that if there are k

classes, the renewal equation can be written as

[u1, . . . ,uk] = [z1, . . . ,zk] + F ∗ [u1, . . . ,uk],

where ui, zi are the u, z vectors restricted to the states in class i. For a non-basic class
i, we know that V (i) is a finite measure.

Consider a basic class of height m. For the chain above this class we index the basic
classes by i1, . . . , im and can write down a set of renewal equations

uim
= zim + uim ∗ Fimim ,

uim−1 = zim−1 + uim
∗ U im,im−1 + uim−1 ∗ Fim−1im−1 ,

...

ui1 = zi1 + uim
∗ U im,i1 + · · · + ui2 ∗ U i2,i1 + ui1 ∗ Fi1i1 ,

where we write U ij ,ij+1 for the finite measure which may arise from Fijij+1 if both ij and
ij+1 are basic, or otherwise it is the finite measure obtained from the combination of the
measures arising from intermediate non-basic classes in the chain.

We can recursively solve these separate multidimensional renewal equations. If we write
V (ij) =

∑∞
k=0 F ∗k

ijij
, then

ui1 = (zi1 + zi2 ∗ V (i2) ∗ U i2,i1 + · · · + zim
∗ V (im) ∗ U im,im−1 ∗ V (im−1) ∗ · · ·

· · · ∗ U i3,i2 ∗ V (i2) ∗ U i2,i1) ∗ V (i1).

It is clear that each term except the first is an increasing function of t and the only term
that will appear in the limit is the last one. As the matrices U ij ,ij−1 are finite measures,
we can apply Lemma 2.11 to show that there is a constant vector c such that

t−m+1zim
∗V (im) ∗U im,im−1 ∗V (im−1) ∗ · · · ∗U i3,i2 ∗V (i2) ∗U i2,i1 ∗V (i1) → c, as t → ∞.

Finally, we must show that c1(i) > 0 if zj �= 0 for some j ∈ Ck(i) ⊂ Sm. This follows
from the explicit form of the constant and the fact that the classes in the chain have
access to one another, ensuring that the matrix A(im−1)U im−1,im−2(∞) · · ·U i2,i1(∞)A(i1)

must be positive by Remark 2.5 after Theorem 2.2. �

In order to apply this result to the renewal equations which occur later, we state the
following corollary, a multidimensional version of that found in [16, Appendix B.4].

Corollary 2.12. Let t∗ > 0. Let r(t) be a vector whose components are measurable
functions on R with ri(t) = 0, ∀i, for t < t∗, and let z(t) be a non-negative directly
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12 B. M. Hambly and S. O. G. Nyberg

Riemann integrable function with zi(t) = 0, ∀i, for t < t∗. Assume that r satisfies the
renewal equation

r(t) = z(t) + (r ∗ F )(t), t ∈ R.

The conclusions of Theorem 2.6 then hold.

3. Graph-directed constructions

In [25], graph-directed constructions were defined, extending the class of deterministic
fractals. Since then this class has been studied in some detail: see, for example, [28], where
fine properties of random recursive graph-directed measures were obtained. We consider
here the deterministic case and consider a class of such fractals with the property of
finite ramification. Note that we will work in Rn but it would be possible to define an
analogue of post-critically finite (p.c.f.) self-similar sets, which are abstract metric spaces,
and indexed, in this setting, by a subshift of finite type.

Let J = {Jj}j∈S be a set of compact and connected subsets of Rn, indexed by a finite
set S. Let S be the vertex set for a directed graph G = (S, E), where E is the set of
edges for this graph. Note that, as we will allow multiple edges, the pair (i, j) does not
uniquely define the edge (i, j) and we write Eij for the set of edges from i to j. The kth
edge in Eij may be denoted ek(i, j). For each i ∈ S, let Ei = ∪j∈SEij . For each edge
e ∈ E, let φe : Rn → Rn be an l−1

e -similitude.
In order to define a graph-directed construction we make the following assumption.

Assumption 3.1.

(1) For each i ∈ S, |Ei| � 1.

(2) For each i ∈ S, ⋃
j∈S

⋃
e∈Eij

φe(Jj) ⊂ Ji.

(3) If a path in the graph G is a cycle (ek1(i1, i2), . . . , ekn−1(in−1, in)) with in = i1,
then

n−1∏
j=1

lekj
(ij ,ij+1) > 1.

An object K constructed from this assumption is called a geometric graph-directed
construction, and G is called its construction graph. We recall that a graph G is connected
if for each pair of vertices i, j ∈ G there is a (non-directed) path between them. We will
say that the graph G is strongly connected if for each pair of vertices i, j ∈ G there
is a directed path from i to j. A strongly connected component of G is a maximal
subgraph H of G such that H is strongly connected. Strongly connected components
are pairwise disjoint and do not necessarily cover G. A single vertex may be a strongly
connected component if it loops to itself. For our construction graphs, there is at least one
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strongly connected component. We construct the fractal as the unique vector of compact
sets (K1, . . . , K|S|) which satisfies

Ki =
⋃
j∈S

⋃
e∈Eij

φe(Kj).

This result is given as Theorem 1 of [25] and is proved by demonstrating that the map
ψ =

⋃
e∈E φe is a contraction on the set of compact subsets of J in the Hausdorff metric.

Let En be the set of length-n paths in the graph G. Note that En is not the
full set of n-sequences of elements of E, but consists of the allowable sequences σ =
(ek0(i0, i1), . . . , ekn−1(in−1, in)) for which ekj (ij , ij+1) ∈ E for j = 0, . . . , n − 1. We
will write σ(n) = in for the nth vertex in the path σ where the root of the path is
σ(0) = i0. Let En

i = {σ ∈ En : σ(0) = i}. We further define E∗ = ∪n∈NEn. Note that
E∞ is a Markov subshift of the full shift space generated by S. For σ ∈ En, we write
φσ = φ(e1,...,en) = φe1 ◦ · · · ◦ φen . For σ ∈ En

i , we define Kσ = φσ(Kσ(n)), and call such
objects the n-cells of component σ(0). The Ji, i ∈ S, are 0-cells. In this way we can define
a canonical projection map from the paths to the fractal π : E∞ → K, which specifies
points in component i as the limit of paths in the graph starting from node i.

In order to determine the Hausdorff dimension of the set, we recall the open-set con-
dition, which ensures that the overlap between sets is sufficiently small.

Definition 3.2. A graph-directed construction K = {Ji}i∈S satisfies the open-set
condition (OSC) if for all i ∈ S there are non-empty open sets Oi ⊂ Rn, with Oi ⊂ Ji,
such that Oi ⊃

⋃
e∈Ei

φe(Oj) and φek(i,j)(Oj) ∩ φel(i,m)(Om) = ∅ for all i, j, m ∈ S,
ek(i, j) ∈ Eij , el(i, m) ∈ Eim.

It is said to satisfy the strong open-set condition if Oi ∩ Ki �= ∅ for all i ∈ S.

It has been shown in [31] that if the graph is not strongly connected, then the OSC
may not be equivalent to the strong open-set condition.

The Hausdorff dimension of the fractals Ki was calculated in [25] and we give a brief
discussion. Let lmin = mine∈E le and lmax = maxe∈E le. The length-scale factor can be
defined for paths in the graph by setting

lσ =
n∏

i=1

lei

for permissible σ = (e1, . . . , en). Let Hs be the non-negative |S|×|S|-matrix whose entries
are hs

ij =
∑

e∈Eij
l−s
e . If s < t, then (lmin)(t−s)Ht � Hs � (lmax)(t−s)Ht elementwise.

Letting Φ(s) be the principal eigenvalue of the matrix Hs, it is then easily seen by the
above that Φ is strictly monotone decreasing and continuous in s. It is also easy to see that
the right candidate for a self-similarity dimension would be the t such that Φ(t) = 1. For,
if we take any positive vector x, limn→∞(Ht)nx = cy, where y is Ht’s principal (right)
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14 B. M. Hambly and S. O. G. Nyberg

eigenvector and c is a constant. If, however, s �= t, this limit would be either 0 or infinity.
These heuristics can be formalized to give the following result, which is [25, Theorem 3].
We write dimH,d(F ) for the Hausdorff dimension of a set F with respect to a metric d,
and Hα(F ) for the α-dimensional Hausdorff measure of F . If no metric is specified, we
mean the Euclidean metric.

Theorem 3.3. If K satisfies the OSC and if G is strongly connected, then the common
Hausdorff dimension of the Ki is given by dimH(Ki) = α = Φ−1(1) and 0 < Hα(Ki) < ∞
for all i ∈ S.

In [25] the case when the graph G is not strongly connected is also considered. In this
situation, if we write SC(G) for the set of strongly connected components of the graph G,
then the Hausdorff dimension is given by

dimH(K) = max{αF : F ∈ SC(G)}.

The Hausdorff measure is finite if and only if {F ∈ SC(G) : α = αF } consists of pairwise
incomparable elements.

We will be interested in a subset of these fractals consisting of those that are
finitely ramified in that the cells only meet at finitely many points. Following [16]
we can give an analogue of the definition of p.c.f. self-similar sets in our setting.
Let C = ∪i,j,k∈S ∪e∈Eij , e′∈Eik

(φe(Kj)∩φe′(Kk)) be the intersection points between
cells. We let the critical set be Cπ = {σ ∈ E∗ : π(σ) ∈ C} and the post-critical set be
Pπ = ∪n�1 ∪σ∈Cπ

ξn(σ), where ξ is the shift map. Then F
(0)
i = {π(σ) : σ(0) = i, σ ∈ Pπ}

is the set of ramification points for the fractal.
We now make an assumption that guarantees that our fractals are connected and

finitely ramified.

Assumption 3.4.

(1) For each Ki, for each pair of 1-cells A, B, there exists a sequence of 1-cells {Ci, i =
0, . . . , n} such that C0 = A, Cn = B and Ci ∩ Ci+1 �= ∅ for i = 1, . . . , n − 1.

(2) The F
(0)
i have finite non-zero cardinality for all i ∈ S.

As in [16, Proposition 1.3.5] we can show that Ka ∩ Kb = φa(F (0)
a(n)) ∩ φb(F

(0)
b(n)) for

any a �= b ∈ Ei
n for all i ∈ S. By using these ramification points we can define a sequence

of graph approximations to the fractal. For n � 1, we define F
(n)
i = ∪σ∈En

i
φσ(F (0)

σ(n)).
Note that {F

(n)
i }n∈N are increasing sequences. Let F (n) = ∪i∈SF

(n)
i and F (∞) = F (0) ∪

∪σ∈E∗φσ(F (0)).

Definition 3.5. A set K satisfying the above assumptions will be called a finitely
ramified graph-directed fractal set. We will abbreviate this to FRGD (fractal) set. A
component Ki of the vector K will be called an FRGD fractal.

An FRGD fractal Ki can be a member of many FRGD sets K. We define a map h on
subsets S ′ of S by setting h(S ′) = S ′ ∪ {i ∈ S : ∃ek(j, i) ∈ E, some j ∈ S ′}. Let frgd(i)
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be the smallest set containing i which is closed under h, and let FRGD(Ki) = {Kj : j ∈
frgd(i)}. If G is strongly connected, we have FRGD(Ki) = K, ∀Ki ∈ K. From the finite
ramification it is easy to see that an FRGD fractal will satisfy the OSC, and hence the
dimension results of Theorem 3.3 hold for these fractals.

We conclude this section by discussing a geometric counting function for an FRGD
fractal, using the multidimensional renewal theorem. Let N (r) denote the vector of num-
bers of sets of radius r required to cover the FRGD fractal K. We can then state a result
concerning the limiting behaviour of this function. We begin by defining a suitable matrix
renewal measure. Let

mij(dx) =
∑

e∈Eij

l−α
e δlog le(dx), (3.1)

where δx is a Dirac measure at x and, as in (2.1), we can define the measure νi using this
matrix (for simplicity we assume that it is non-lattice for all i). We note that, by choice
of α, F (∞) has maximum eigenvalue 1.

Theorem 3.6. For an FRGD fractal K, satisfying the OSC, if the measure νi is
non-lattice for all i, then

(1) if i ∈ Sm, for some m � 0, there exist constants c3(i) > 0 such that

lim
r→0

Ni(r)
r−α| log r|m = c3(i);

(2) if i /∈ S, and there is no path from S to i,

lim
r→0

Ni(r)
r−α

= 0;

(3) if i /∈ S and there is a path from Sm to i and no path from Sl to i for l > m, there
exist constants c4(i) > 0 such that

lim
r→0

Ni(r)
r−α| log r|m = c4(i).

Proof. This is a straightforward application of our renewal theorem using the ideas
that can be found in [8, Proposition 7.4]. We decompose the counting function according
to the first stage of construction of the set to see that

Ni(r) =
∑
j∈S

∑
e∈Eij

Nj(rle) − ai(r),

where ai(r) is the remainder term denoting those sets which have been multiply covered.
A simple change of variable, setting r = e−t, and multiplying through by eαt, shows that
if we define N ′

i (t) = eαtNi(e−t) and a′
i(t) = −eαtai(e−t), then

N ′
i (t) = a′

i(t) +
∑
j∈S

∑
e∈Eij

l−α
e N ′

j(t − log le), t ∈ R.
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16 B. M. Hambly and S. O. G. Nyberg

Using a truncation argument, as in [8], we can transform this into a multidimensional
renewal equation with respect to the matrix renewal measure M = [mij ] as defined
in (3.1), and with a′ directly Riemann integrable. This is an equation of the form con-
sidered in § 2 and hence, by suitably shifting the time axis, we can apply Corollary 2.12
to get the results. The constants are strictly positive as the function ai(r) cannot be 0
for all r. �

4. Dirichlet forms for FRGD fractals

We will now construct Dirichlet forms on our FRGD fractals. We require a measure and
begin by considering any Bernoulli measure on the fractal K. Later we will introduce
a ‘natural’ measure on the fractal. We will follow the approach of [13], an essential
ingredient of which is to make an assumption about the existence of a suitable harmonic
structure, a fixed point of a renormalization map, on the fractal. Note that we will not
restrict ourselves to the analogue of Laplace operators derived from a regular harmonic
structure.

For each i ∈ S, let a probability measure µ′
e on Ei be given, with µ′

e > 0 for all e ∈ Ei.
This induces a probability measure µi on Ki, for i ∈ S, where, for σ = (e1, . . . , en) ∈ En

i ,

µi(Kσ) = µ′
σ =

n∏
k=1

µ′
ek

. (4.1)

Definition 4.1. For a set V , let �(V ) = {f | V → R}. For V a finite set, define a
conductance matrix H to be a symmetric linear map with Hij � 0, Hjj = −

∑
k Hjk.

For u, v ∈ �(V ), define a symmetric bilinear form EH(u, v) = −uTHv. (V, H) is called a
resistance network and EH is an irreducible Dirichlet form if EH(u, u) � 0 for all u ∈ �(V )
with equality if and only if u is constant.

By standard convention, we write E(u) for E(u, u) whenever E is a Dirichlet form. The
Dirichlet form can as usual be recovered from knowledge of E(u) by the polarization
identity E(u, v) = 1

4 (E(u + v) − E(u − v)).

Definition 4.2. If (V, H1) and (U, H2) are two resistance networks, U ⊂ V , and

EH2(u) = min{EH1(v) : v ∈ �(V ), v|U = u}, (4.2)

we say they are compatible, and write (V, H1) � (U, H2).

Remark 4.3. If U ⊂ V and (V, H1) is a known resistance network, then (4.2) uniquely
defines a resistance network (U, H2), called the trace of (V, H1) on U .

Lemma 4.4. Let (V, H1), (U, H2) be connected resistance networks, (V, H1) �
(U, H2). Then, for each u ∈ �(U), there is a unique function v ∈ �(V ) such that
EH2(u, u) = EH1(v, v).

For the proof of this lemma and a discussion of resistance networks in general, see [14].
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Remark 4.5. Note that in the above, we can regard �(U) as a subset of �(V ). Further,
we see that (4.2) holds when �(U) ⊂ �(V ), and that it can be used to define a Dirichlet
form H2 on U when the Dirichlet form for (U, H1) is given.

As an example of this, we can determine the effective resistance between two sets
X, Y ⊂ V , given a resistance network (V, H) with Dirichlet form EH , as

RH(X, Y ) = (min{EH(u) : u ∈ �(V ), u|X = 1, u|Y = 0})−1.

In order to construct harmonic structures on the fractal, as in [13], we need to find
a discrete Laplace operator which is the fixed point of a renormalization map. For each
i ∈ S we define the resistivity of a cell Ke in Ki by a choice of a positive finite weight
re, e ∈ Ei. Let D = {Di}i∈S , where (F (0)

i , Di) is a resistance network. Letting E(0)
Di

be
the associated Dirichlet forms, we define the Dirichlet forms on F

(1)
i as

E(1)
(r,Di)

(u) =
∑
j∈S

∑
e∈Eij

r−1
e · E(0)

Dj
(u ◦ φe). (4.3)

Equation (4.3) defines a coupling mapping T ′, parametrized by r, from the cone of
Dirichlet forms on F (0) to the cone of Dirichlet forms on F (1). If we apply the trace map
(4.2) to E(1)

(r,Di)
, with H2 = F (0), this gives us a mapping T ′′ from the cone of Dirichlet

forms on F (1) to the cone of Dirichlet forms on F (0).

Definition 4.6. The renormalization map is defined to be the composition of the two
maps T = T ′′ ◦ T ′, parametrized by r, which takes the cone of Dirichlet forms on F (0)

to the cone of Dirichlet forms on F (0).

Assumption 4.7. In this paper, we will assume that the map T for the FRGD sets
with a given fixed set of r, has an eigenform (non-degenerate projective fixed-point)
D = {Di}i∈S , i.e. that there exists a λ > 0 such that T (D) = λD.

From now on we will assume that we have fixed D and r. In the final section we will
provide some non-trivial examples of FRGD fractals for which a fixed point exists for
some r. We define the conductivity of a cell Ke in Ki by ρe = λ/re for e ∈ Ei.

We will let E(0)
i , i ∈ S, be Dirichlet forms on the respective F

(0)
i corresponding to this

fixed point D. For σ ∈ En, let ρσ =
∏n

i=1 ρei . For n ∈ N, define

E(n)
i (u) =

∑
σ∈En

i

ρσE(0)
σ(n)(u|

φσ(F (0)
σ(n))

◦ φσ),

and let H
(n)
i be the matrices defined by

E(n)
i (f, g) = −fTH

(n)
i g.

As is easily seen, (F (n), H
(n)
i ) � (F (m), H

(m)
i ) whenever n � m. This ensures that the

sequence of Dirichlet forms is monotone increasing and allows us to construct the limit
form.
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If the harmonic structure is regular, in that ρe > 1, ∀e ∈ E, the effective resistance
becomes a metric and the limit form is a local regular Dirichlet form on L2(K, µ) for
any Borel measure µ. If we do not have regularity of the harmonic structure, we need a
further condition. Let θσ = ρσ/µ′

σ. We require the following assumption on our FRGD
fractals.

Assumption 4.8. θe > 1, ∀e ∈ E.

Remark 4.9. In the light of the Einstein relation (see [1]), we see that θσ is the time
scaling factor for the approximating random walk on the cell Kσ.

For m � n, we define the harmonic extension Pm,n,i : �(F (m)
i ) → �(F (n)

i ) by setting
Pm,n,i(u), for u ∈ �(F (m)

i ), to be v ∈ �(F (n)
i ) such that E(m)

i (u, u) = E(n)
i (v, v). Let

Pm,∗,i : �(F (m)
i ) → �(F (∞)

i ) be defined by Pm,∗,iu(x) = Pm,n,iu(x) for some n ∈ N such
that x ∈ F

(n)
i . Let Pm,iu be the continuous extension of Pm,∗,iu.

As in [13], a function which is in the image of Pm,n,i or Pm,∗,i or Pm,i is said to be
m-harmonic on Ki.

We define the bilinear form (Ei, Fi) by

Fi = {u ∈ L2(Ki, µi) : sup
n

E(n)
i (u) < ∞}

and
Ei(u) = lim

n→∞
E(n)

i (u), ∀u ∈ Fi.

Note that Ei(Pmu, Pmu) = E(m)
i (u, u).

In order to prove that we have a Dirichlet form and that the corresponding Laplace
operator has compact resolvent, we follow [19], which uses ideas of [20].

For a point x ∈ Ki we write Dm(x) for the points in ψσ|m(Kσ(m)), where σ|m =
(σ1, . . . , σm) ∈ Em

i , for all σ : π(σ) = x.

Lemma 4.10. There exists a constant c5 such that∫
Ki

|f(x) − f(xm)|2µ(dx) � c5(min
e

θe)−mEi(f, f), ∀xm ∈ Dm(x), f ∈ Fi, ∀i ∈ S.

Proof. This can be built up from results on the zeroth level following either [20]
or [19]. By definition of Ei we have

Ei(f, f) = sup
m

∑
σ∈Em

i

ρσE(0)
σ(m)(f ◦ φσ, f ◦ φσ)

�
∑

σ∈Em
i

θσ

∑
x,y=π(σ,e)

(f(x) − f(y))2µ′
σ

� c min
σ∈Em

i

θσ

∫
sup

y∈Dm(x)
(f(x) − f(y))2µm(dx), (4.4)

for a constant c > 0, where µm(y) is the piecewise constant measure defined by µm(y) =
µ′

σ for y ∈ Dm(x) for all x ∈ Ki. We can take a weak limit of this measure to recover
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the Bernoulli measure µi on the fractal Ki. Let xa
m = π(σa) for σ ∈ Em

i and a is a path
whose projection onto the fractal is a vertex. We can then extend (4.4) to y ∈ Dm+1(x)
by modification of the constant c, giving∫

sup
y∈Dm+1(x)

(f(xa
m) − f(y))2µ(dx) � c(min

σ∈Ei

θσ)−mEi(f, f).

For any point x ∈ Ki we can find a sequence yj ∈ F (j) converging to x so that(∫
Ki

|f(x) − f(xa
m)|2µ(dx)

)1/2

=
(∫

Ki

∣∣∣∣
∞∑

j=m

f(yj+1) − f(yj)
∣∣∣∣
2

µ(dx)
)1/2

�
∞∑

j=m

(∫
Ki

|f(yj+1) − f(yj)|2µ(dx)
)1/2

� c

∞∑
j=m

θ
−j/2
min Ei(f, f)1/2

� c
1/2
5 θ

−m/2
min Ei(f, f)1/2,

as desired. �

This result shows that {Pi,mf}m is a Cauchy sequence in L2(Ki, µi). Following [19]
we can show that the limit is an injective map and hence that the form (Fi, Ei) is closed
in L2(Ki, µi). We write Ei,λ(f, f) = Ei(f, f) + λ‖f‖2

L2(Ki,µi).

Lemma 4.11. The bilinear form (Fi, Ei) has compact λ-resolvent for all λ > 0, for
each i ∈ S.

Proof. Define Tm
i g(x) = g(xa

m). Lemma 4.10 implies that

‖g − Tm
i g‖2

L2(Ki,µi) � c5θ
−m
minEi(g, g).

Let I : (Fi, Ei,λ) → L2(Ki, µi) denote the inclusion map and observe that therefore
Tm

i → I in the operator norm as

‖I − Tm
i ‖Fi→L2(Ki,µi) � c5θ

−m
min .

As the operators Tm
i are compact, we have that I is compact and hence its adjoint I∗ is

compact. As I∗ is the λ-resolvent we have the result. �

Theorem 4.12. Let Pi =
⋃

n∈N
Pn(l(F (n)

i )). Then

(1) Pi is dense in C(Ki, R) in the topology of uniform convergence and is a core for
Fi;

(2) (Ei, Fi) is a regular, local Dirichlet form on L2(Ki, µi);

(3) there is a µi-symmetric Hunt process Wi, which is almost surely continuous, asso-
ciated with the Dirichlet form (Ei, Fi) on L2(Ki, µi); and
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(4) there is a self-adjoint operator ∆i, with compact resolvent, associated with the
Dirichlet form (Ei, Fi) on L2(Ki, µi).

Proof. The proof follows the proof of [16, Theorem 3.4.6]. �

The process Wi will be called the diffusion associated with the triplet (Ki, µi, Ei).
We also introduce a natural measure for the diffusion that could be called Brownian
motion on an FRGD fractal. Even though we have not shown uniqueness for our process,
we will call this diffusion Brownian motion and the associated generator the Laplacian.
Let µb be a measure generated by setting µb

e = ρ−s
e . Let M be the associated matrix

with elements Mij =
∑

e∈Eij
ρ−s

e . We set ΦM (s) to be the spectral radius for M . The
Hausdorff dimension of the FRGD fractal K in the effective resistance metric is given by
dimH,R(K) = S = Φ−1

M (1).

5. Spectral asymptotics

In order to calculate the spectral dimension for FRGD fractals we will prove a result about
the asymptotics of the spectral counting function. This is a straightforward extension of
the ideas of [17], where we use our multidimensional version of the renewal theorem.

For each component of our vector of fractals we have a Laplacian ∆i, on the fractal
Ki, which is the infinitesimal generator of the diffusion on Ki. If we write (·, ·)µi for the
natural inner product on L2(Ki, µi), we can also obtain the Laplacian directly from the
Dirichlet form by defining ∆if , for suitable f , as Ei(f, g) = −(∆if, g)µi for all g ∈ Fi.
We are interested in the eigenvalues of the operators, ∆i, and we define the Dirichlet
eigenvalue λ with eigenfunction u for this operator to be the solution to

∆iu = −λu, in Ki,

u(x) = 0, x ∈ ∂Ki.

Note that ∂Ki = F
(0)
i is the boundary of the component Ki and it is a finite set.

In order to define a Neumann eigenvalue for ∆i, we need a notion of normal derivative.
Let

diu(x) = lim
n→∞

∑
p∈Nn(x)

(u(x) − u(p))H(n)
i (x, p),

where H
(n)
i is the finite difference operator defined by the nth Dirichlet form E(n)

i . The
Neumann eigenvalue λ with eigenfunction u for the operator ∆i is then defined by

∆iu = −λu, in Ki,

diu(x) = 0, x ∈ ∂Ki.

The eigenvalue problems can be expressed in terms of the Dirichlet form as follows. In
the case of the Dirichlet eigenvalue problem, we say that u is an eigenfunction for λ if
u ∈ F0

i = {f : f ∈ Fi, f |∂Ki=0}, and

Ei(u, v) = λ(u, v)µi , ∀v ∈ F0
i .
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Similarly for the Neumann eigenvalues; u is an eigenfunction for λ if u ∈ Fi, and

Ei(u, v) = λ(u, v)µi
, ∀v ∈ Fi.

By Theorem 4.12 the operator ∆i has compact resolvent for each i ∈ S and hence
there is a discrete spectrum of eigenvalues 0 � λ

(i)
1 � λ

(i)
2 � · · ·, whose only accumulation

point is ∞. This enables us to define the spectral counting functions for the Dirichlet
and Neumann eigenvalues as

N0
i (x) = #{λ

(i)
k � x : λ

(i)
k is a Dirichlet eigenvalue of ∆i},

and

Ni(x) = #{λ
(i)
k � x : λ

(i)
k is a Neumann eigenvalue of ∆i}.

These functions are non-decreasing and right continuous with N0
i (0) = 0 and Ni(0) = 1.

Our interest is in the large-x asymptotics of the counting functions and we begin with
some preliminary results. Firstly there is a natural scaling in the Dirichlet form.

Lemma 5.1. For all f, g ∈ Fi, we have

Ei(f, g) =
∑
j∈S

∑
e∈Eij

ρeEj(f ◦ φe, g ◦ φe).

Proof. We prove this by considering the n-level form, which can be decomposed as
for f, g ∈ l(F (n)

i ):

E(n+1)
i (f, g) =

∑
j∈S

∑
e∈Eij

ρeE(n)
j (f ◦ φe, g ◦ φe).

Now let n → ∞. �

As a consequence of this we have

Ei(f, g) =
∑

σ∈En
i

ρσEσ(n)(f ◦ φσ, g ◦ φσ). (5.1)

The key relationships for the eigenvalue counting functions are described in the fol-
lowing lemma.

Lemma 5.2. For all x � 0 and each i ∈ S we have∑
j∈S

∑
e∈Eij

N0
j (θ−1

e x) � N0
i (x) � Ni(x) �

∑
j∈S

∑
e∈Eij

Nj(θ−1
e x), (5.2)

and there exists a finite constant M such that

N0
i (x) � Ni(x) � N0

i (x) + M, ∀x, i. (5.3)

https://doi.org/10.1017/S0013091500000730 Published online by Cambridge University Press

https://doi.org/10.1017/S0013091500000730


22 B. M. Hambly and S. O. G. Nyberg

Proof. We begin by making a crucial observation on the decimation of the eigenfunc-
tions. We define a new Dirichlet form

F̃i = {f : Ki\F
(1)
i → R, f ◦ φe = fe : Kj\F

(0)
j → R, fe ∈ Fj , ∀e ∈ Eij , ∀j ∈ S},

and for f, g ∈ F̃i we define

Ẽi(f, g) =
∑
j∈S

∑
e∈Eij

ρeEj(f ◦ φe, g ◦ φe).

It is easy to see that Fi ⊂ F̃i and Ei = Ẽi when restricted to Fi×Fi. The form (Ẽi, F̃i) is a
local regular Dirichlet form on L2(Ki, µi). The associated resolvent is compact and hence
the operator has a spectrum which consists of eigenvalues. Now let u be an eigenfunction
for the Dirichlet form (Ẽi, F̃i) with eigenvalue k, thus

Ẽi(u, v) = k(u, v)µi , ∀v ∈ F̃i.

If we rewrite this, using the scaling in the Dirichlet form and in the measure, then∑
j∈S

∑
e∈Eij

ρeEj(u ◦ φe, v ◦ φe) = k
∑
j∈S

∑
e∈Eij

µ′
e(u ◦ φe, v ◦ φe)µj .

Thus we have for any h ∈ Fj ,

Ej(u ◦ φe, h) = kρ−1
e µ′

e(u ◦ φe, h)µj , ∀e ∈ Eij ,

so that for e ∈ Eij , ue = u ◦ φe is an eigenfunction of (Ej , Fj) with eigenvalue θ−1
e k.

Clearly, if ue is an eigenfunction of (Ej , Fj) with eigenvalue θ−1
e k for each e ∈ Ei, then

u, defined by

u(x) =

{
ue(x), x ∈ φe(Ki),

0, otherwise,

is an eigenfunction for (Ẽi, F̃i), with eigenvalue k.
Let Ñi denote the eigenvalue counting function for (Ẽi, F̃i). From the decimation prop-

erty of the eigenfunctions we have

Ñi(x) = #{k : k � x}

=
∑
e∈Ei

#{kθ−1
e : kθ−1

e � xθ−1
e }

=
∑
j∈S

∑
e∈Eij

Nj(θ−1
e x).

Observe that as the domain of (Ẽi, F̃i) is larger than (Ei, Fi), by a minimax argument
the eigenvalues of (Ẽi, F̃i) must be less than those for (Ei, Fi). Thus we have Ni � Ñi

and we have the left inequality.
We now define another Dirichlet form for the Dirichlet eigenvalues. Let F̃0

i = {f : f ∈
F0

i , f |F (1) = 0} and define E0
i = Ei restricted to F̃0

i × F̃0
i . Following the same reasoning
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as above we can see that if u is an eigenfunction of (Ẽ0
i , F̃0

i ) with eigenvalue k, then for
each j ∈ S, e ∈ Eij we have that ue is an eigenfunction for (Ej , Fj) with eigenvalue θ−1

e k.
As before we can derive the lower bound for the Dirichlet eigenvalue counting function.

Finally, the middle inequality follows from the minimax argument as F0 ⊂ F .
The second result is a consequence of Dirichlet–Neumann bracketing and the fact that

the space of harmonic functions is finite dimensional. For more on this see [17]. �

In order to state our main result we define the |S| × |S|-matrix Rs to be the one with
entries given by rs(i, j) =

∑
e∈Eij

θ−s
e . We then let Ψ(s) denote the spectral radius of the

matrix Rs.

Theorem 5.3. If the graph is strongly connected and dµ
s /2 is the solution to the

equation Ψ(s) = 1, then

0 < lim inf
x→∞

N0
i (x)x−dµ

s /2 � lim sup
x→∞

N0
i (x)x−dµ

s /2 < ∞,

and

0 < lim inf
x→∞

Ni(x)x−dµ
s /2 � lim sup

x→∞
Ni(x)x−dµ

s /2 < ∞.

Proof. As the underlying graph is strongly connected, the matrix Rs is a primitive
matrix and hence we can apply the Perron–Frobenius Theorem. There exists an eigen-
vector u such that

ui =
∑
j∈S

∑
e∈Eij

θ
−dµ

s /2
e uj .

Let βi(t) = exp(−tdµ
s /2)Ni(et), β0

i (t) = exp(−tdµ
s /2)N0

i (et) and rewrite the right-hand
side of (5.2) in terms of the function β as

βi(t) �
∑
e∈Ei

θ
−dµ

s /2
e βj(t − log θe), t ∈ R.

By iteration of the inequality we can write this as

βi(t) �
∑

σ∈En
i

(θσ)−dµ
s /2βσ(n)(t − log θσ), t ∈ R.

This will remain true if we alter our definition of En
i to be the addresses of variable

length, which ensure that θσ = ρσ/µ′
σ is of size en,

Ên
i = {σ = (σ1, . . . , σm) : θσ � en � θσ,(im,im+1)}.

Note that we still have u as an eigenvector in that

ui =
∑

σ∈Ên
i

θ
−dµ

s /2
σ uj .

Hence we can write
βi(t) �

∑
σ∈Ên

i

(θσ)−dµ
s /2βσ(m)(t − log θσ).

https://doi.org/10.1017/S0013091500000730 Published online by Cambridge University Press

https://doi.org/10.1017/S0013091500000730


24 B. M. Hambly and S. O. G. Nyberg

Let c′
i be such that βi(t) � c′

i for t ∈ [0, maxe∈E log θe] and choose an n such that for
σ ∈ Ên

i ,
t − log (θσ) ∈ [0, max

e∈E
log (θe)].

In which case

βi(t) �
∑

σ∈Ên
i

(θσ)−dµ
s /2βσ(m)(t − log θσ)

� c′
i

∑
σ∈Ên

i

(θσ)−dµ
s /2

� c′
i

minj uj

∑
σ∈Ên

i

uσ(m)(θσ)−dµ
s /2

=
c′
iui

minj uj
,

which is independent of n and hence holds for all t > 0. Similarly for the Dirichlet
eigenvalue counting function, we can obtain a lower bound by obtaining a bound over a
finite interval and then iterating. This gives a bound of the same form. In order to obtain
our result we now use (5.3) to see that there exist constants c, c′ such that

cβ0
i (t) � βi(t) � c′β0

i (t), ∀t > 0, i ∈ S.

Using this, and rewriting in terms of the eigenvalue counting function N , we have the
result. �

We can provide a finer result using our multidimensional renewal Theorem 2.6. Again
we can follow [17] and write equation (5.2) as a renewal type equation.

Let
ξi(t) = β0

i (t) −
∑
j∈S

∑
e∈Eij

θ
−dµ

s /2
e β0

j (t − log θe),

so that ξ is a non-negative bounded function of t. We also define the measure mij to be

mij(ds) =
∑

e∈Eij

θ
−dµ

s /2
e δlog θe

(ds).

Let F (t) denote the matrix of measures, expressed as distribution functions. Note that
by construction the maximum eigenvalue of F (∞) is 1. We can now write

β0
i (t) = ξi(t) +

∑
j∈S

∫ ∞

0
β0

j (t − s)mij(ds), t ∈ R, (5.4)

which can be expressed as

β0(t) = ξ(t) + (F ∗ β0)(t), t ∈ R.
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By taking the transpose, this is a matrix renewal equation of the type considered in § 2.
Recall that the lattice/non-lattice dichotomy depends upon the probability measure
defined by

ν1
11 = m11 + m11̂ ∗

∞∑
k=0

M∗k
11 ∗ m1̂1.

Thus we will be in the lattice case if, for any path γ in the graph from node 1 to itself,
log θγ is supported on a discrete subgroup of R.

We are now ready to state our main results. These describe the behaviour of the
leading-term asymptotics for the spectral counting function and involve a simple appli-
cation of the multidimensional renewal theorem.

Theorem 5.4. For an FRGD fractal which is strongly connected, if ν1
11 is not lattice,

then there exist constants c6(i), c7(i) > 0 such that

lim
x→∞

Ni(x)x−dµ
s /2 = c6(i),

and

lim
x→∞

N0
i (x)x−dµ

s /2 = c7(i).

If the measure ν1
11 is lattice, then there exist periodic functions pi, p′

i such that

lim
x→∞

(Ni(x)x−dµ
s /2 − pi(log x)) = 0,

and

lim
x→∞

(N0
i (x)x−dµ

s /2 − p′
i(log x)) = 0.

Proof. We first observe that the first Dirichlet eigenvalue λ1 > 0. Thus there exists
an x0 ∈ R such that for x < x0, the counting function N0

i (x) = 0. Thus we can shift
our counting function and, as the graph is strongly connected, apply Corollary 2.12. The
case of the Neumann counting function follows from (5.3). �

Remark 5.5. In the case of regular p.c.f. self-similar sets, the spectral dimension ds can
be defined as the maximal value of the spectral exponent dµ

s over all Bernoulli measures
[17]. In our setting, in the corresponding regular case where ρe > 1 for all e ∈ E, we can
maximize over the product measure on the Markov subshift and define ds = maxµ dµ

s .
It is not difficult to see that the measure µb

e = ρ−S
e will achieve the maximum. For

this measure, θe = ρS+1
e and the spectral dimension satisfies Ψ(ds/2) = 1. The remark

at the end of § 4 allows us to write Ψ(u) = ΦM (u(S + 1)) and hence Ψ(u) = 1 when
u = ds/2 = S/(S + 1), where S is the Hausdorff dimension of the set in the effective
resistance metric. This relationship between the spectral dimension and the Hausdorff
dimension in the effective resistance metric has been observed for other finitely ramified
fractals, such as p.c.f. fractals [16] and random recursive Sierpinski gaskets [11].
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We now assume that the graph is not strongly connected. As in [25] we write SC(G)
for the set of strongly connected components of the graph G. Each such component
defines a fractal within the vector of all fractals. For each H ∈ SC(G) we can deter-
mine the spectral exponent within the component dµ

s (H). There is a partial ordering
such that H1 � H2 if for i ∈ H1, there is a directed path σ ∈ E∞

i with σ(m) ∈ H2

for some m < ∞. We can classify the strongly connected components, which corre-
spond to classes in the classification of reducible matrices, into basic classes if the
component has the same spectral exponent as the whole set. As in our discussion of
reducible matrices, we write Sm for the union of the classes of height m + 1. Let
H̃j = {H ∈ SC(G) | there is a path from j to some vertex of H}. We state the results
for the Neumann counting function as exactly the same results (with different constants,
periodic functions) hold for the Dirichlet counting function.

Theorem 5.6. For a general FRGD fractal the spectral exponent is defined by
dµ
s = max{dµ

s (H) | H ∈ SC(G)} and dµ
s (Ki) = max{dµ

s (H) | H ∈ H̃i}. If i ∈ S0, then
there is a periodic function Gi such that

lim
x→∞

(
Ni(x)
xdµ

s /2
− Gi(log x)

)
= 0.

If i ∈ Sm, then there are constants c7(i) > 0 such that

lim
x→∞

Ni(x)
(log x)mxdµ

s /2
= c7(i).

If i /∈ S and there is no path from S to i, then

lim
x→∞

Ni(x)
xdµ

s /2
= 0.

If i /∈ S and there is a path from S0 to i but no path to i from Sl, with l > 0, then there
is a periodic function G′

i such that

lim
x→∞

(
Ni(x)
xdµ

s /2
− G′

i(log x)
)

= 0.

If i /∈ S and there is a path from Sm to i but no path to i from Sl, with l > m, then
there is a constant c8(i) > 0 such that

lim
x→∞

Ni(x)
(log x)mxdµ

s /2
= c8(i).

Proof. We observe again that the Dirichlet counting function can be shifted and hence
we can apply Corollary 2.12 to give the result. �

Note that it would be possible to write out an explicit formula for the constants in
terms of the function ξ and the matrix of measures.

In the case where the limit is 0, we can obtain a refinement by only considering the com-
ponents feeding into that class and derive a corresponding eigenvalue counting-function
result. We only state here the result for the case of the class of height 1. Let the set of
states which have access to a given component H be denoted by S(H).
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Corollary 5.7. If H is a component with dµ
s (H) < dµ

s , and if i is in a class of height 1
in the |S(H)| × |S(H)|-submatrix, then there is a periodic function GH,i such that

lim
x→∞

(
Ni(x)

xdµ
s (H)/2

− GH,i(log x)
)

= 0.

6. Examples

6.1. Plain mandala

In [27] a fractal subset of R2, called plain mandala (inspired by the Buddhist image,
mandala), was defined. Let L denote the upper semicircle of unit radius with origin at
the centre. Set ξ1 = (−1, 0), ξ2 = (1, 0) and define for i = 1, 2 maps Fi(x) = 1

2 (x + ξi).
Also define F3, F4 : L → L by

Fi(x) = φ( 1
2 (ψ(x) + ψ(ξi−2))), x ∈ K, i = 3, 4,

where φ : [0, π] → L is defined by φ(θ) = (cos(θ), sin(θ)) and ψ = φ−1. The fractal is
defined to be the set K which satisfies

K =
⋃

i=1,2

Fi(K) ∪ L.

Though this cannot be directly expressed as a graph-directed fractal, as the maps F3,
F4 are not similitudes, we can still use the above approach. The two types are given by
the semicircle, L and the ‘mandala’ K. Note that the semicircles map into themselves and
into the mandalas but the mandalas only map to themselves and the graph describing
the fractal will not be strongly connected. The graph-directed formulation for the fractal
is

K =
⋃

i=1,2

Fi(K) ∪
⋃

i=3,4

Fi(L),

L =
⋃

i=3,4

Fi(L),

and is illustrated in Figure 4. We can regard the construction graph as having two vertices
(one for each type) and six edges (one for each map) as shown. We assign a resistivity rj

to each edge of the graph which corresponds to map Fj . In the case where r1 + r2 = 1
and r3 + r4 = 1, and t > 1, Murai [27] has shown the existence of a regular Dirichlet
form with scaling:

EK(f) =
∑

i=1,2

(tri)−1EK(f ◦ Fi) +
∑

i=3,4

(ri)−1EL(f ◦ Fi),

EL(f) =
∑

i=3,4

(ri)−1EL(f ◦ Fi).

In order to discuss the asymptotic scaling of the eigenvalues we choose a measure. As
in [27], we take τ , si, i = 1, 2, 3, 4, to be positive real numbers with τ � t, s1 + s2 = 1,
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F3

K L

L K

F4F1 F2
F3

F4

F1

F2

F3

F4

Figure 4. Plain mandala as an FRGD fractal.

s3 + s4 = 1, s1s2 = s3s4. Let (µK , µL) be probability measures on (K, L) defined as
in (4.1) by the measures on the edges µ′

j = τsj , j = 1, 2 and µ′
j = sj , j = 3, 4.

As there are two strongly connected components we can compute the spectral exponent
within each one. Let d1

s , d2
s satisfy

∑
i=1,2

(triτsi)d1
s/2 = 1,

∑
i=3,4

(risi)d2
s/2 = 1.

In [27] a result similar to Theorem 5.3 was established showing that the scaling in the
spectral counting function could require a logarithmic correction factor, but the existence
of the normalized limit was not established. In order to apply our main theorem we let
the matrix renewal measure be

M =




2∑
i=1

(triτsi)d1
s/2δ− log triτsi 0

4∑
i=3

(risi)d2
s/2δ− log risi

4∑
i=3

(risi)d2
s/2δ− log risi


 .

The lattice case occurs for state K if log(tr1τs1)/ log(tr2τs2) ∈ Q and for state L if
log(r3s3)/ log(r4s4) ∈ Q. Thus, writing NK , NL for either the Dirichlet or Neumann
eigenvalue counting function associated with each type K, L, by Theorem 5.6 we have
the following.

(1) If d1
s = d2

s , then there exist constants c9(i), i = K, L, such that

lim
λ→∞

Ni(λ)
λd1

s/2 log λ
= c9(i), i = K, L.
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Figure 5. On the left is the generator of the diamond fractal; in the centre the diamond com-
ponent at level 2 is shown; and on the right are the three component types—the diamond, the
chevron and the crown.

(2) If d1
s > d2

s , then ds = d1
s and there exist periodic functions pK , pL such that

NK(λ) = λds/2(pK(log λ) + o(1)),

and

lim
λ→∞

NL(λ)
λds/2 = 0,

but
NK(λ) = λd2

s/2(pL(log λ) + o(1)).

If state i is in the non-lattice case, then pi is constant for i = K, L.

(3) For d2
s > d1

s , we set ds = d2
s and there exist periodic functions p′

i such that

Ni(λ) = λds/2(p′
i(log λ) + o(1)), i = K, L.

If state i is in the non-lattice case, then pi is constant for i = K, L.

Remark 6.1. We do not have a proof that the periodic function is actually non-
constant in the lattice case.

6.2. Fractals with infinitely ramified generator

In this section we discuss a set of fractals in two dimensions whose generators are not
finitely ramified but for which we can use graph-directed constructions. We will show
the existence of a non-degenerate Dirichlet form on an example fractal from this class
in the next subsection. It is an open problem whether the construction of such a form is
possible in general.

Our starting point will be a regular polygon P with edge set EP and vertex set VP . Let
nP = |VP |. We will let ΘC be the rotation of P sending x ∈ VP to its clockwise nearest
neighbour. For x, y ∈ VP , let Θxy be the mirror symmetry of P that switches x and y.
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Let G be the symmetry group of P . For any line L, let ΘL be the reflection in L. The
ΘL are not necessarily in G. For a pair of points x, y, let Lxy be the line segment from
x to y. Example fractals that we consider here can be found in Figures 3 and 5.

Definition 6.2. A set A �= ∅ is finitely ramified relative to B if B is a proper superset
of A, and |A ∩ Ac| is finite, where the complement is taken with respect to B.

Definition 6.3. Let P be a regular polygon, and consider a set of affine maps {φi}i∈I ,
where I is finite. For a subset J ⊂ I, define φJ(·) =

⋃
i∈J φi(·) and Φ(·) = φI(·). Assume

the following.

(1) For all i ∈ I, φi(P ) ⊂ P .

(2) For all Θ ∈ G, there is a map ΘI : I → I such that for all i ∈ I, Θ(φi(P )) =
φΘI(i)(P ). In particular, Θ(Φ(P )) = Φ(P ).

(3) For an L ∈ EP , for all i ∈ I such that φI(P ) ∩ L �= ∅ there exists a set Ai with
the finite ramification property relative to Φ(P ) and an edge L′ ∈ EP such that
Ai ∩ L′ = ∅.

(4) For all i, j ∈ I, i �= j, either

(i) φi(P ) ∩ φj(P ) = ∅;

(ii) there are x, y ∈ VP such that φi(P ) ∩ φj(P ) = φi(x) = φj(y);

(iii) there are L, L′ ∈ EP such that φi(P ) ∩ φj(P ) = φi(L) = φj(L′) (note that
ΘL ◦ φi(P ) = φj(P )).

Let K be the unique fixed point of Φ. K is then called a decomposable nested fractal.

Observation 6.4. A decomposable nested fractal K is preserved under the symmetries
of P , and K ⊂ P . Indeed, K =

⋂∞
n=1 Φn(P ).

We will keep a parallel indexing system, so that if XI is a collection in I, XY will be
{φJ(Y ) : J ∈ XI}. Typically, Y will be P or K.

For a decomposable nested fractal as above, let AI be the collection of sets J ⊂ I such
that φJ(P ) has the finite ramification property relative to Φ(P ). Then ĀI = AI ∪{∅, P}
is a G-invariant algebra. Let BI = {A ∈ AI : ¬∃B ∈ AI [B ⊂ A]}. BI is then G-invariant
also. Let AP , AK , BP and BK be defined accordingly.

Definition 6.5. For a set A, let Bε(A) = {x ∈ P : d(x, A) < ε}. Bε(x) = Bε({x}).

Lemma 6.6. If A ∈ BP and x, y ∈ A are such that Bε(x) and Bε(y) are contained
in A for some ε > 0, there is a curve C and a β > 0 such that x, y ∈ Bβ(C) ⊂ A.

Proof. We easily see that there must be a sequence S = {s1, . . . , sn} such that x ∈
φs1(P ) and y ∈ φsn

(P ) and each pair φsi
(P ) and φsi+1(P ) intersect at a line φi(L) for

some L ∈ EP .
Build C piecewise by letting C0 be the straight line from x to the centre of φs1(P ),

letting Ci be the straight line from the centre of φsi(P ) to the centre of φsi+1(P ) for
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i = 1, . . . , n − 1, and letting Cn be the straight line from the centre of φsi
(P ) to y. We

have C0
ε , Cn

ε ⊂ A, and Cn
l·rmin

⊂ A, so let C =
⋃n

i=0 Ci and β = ε ∧ (l · rmin). Thus
Bβ(C) ⊂ A as required. �

Lemma 6.7. Let x ∈ VP . If K is connected, there is an i ∈ I such that x ∈ φi(P ).

Proof. By symmetry, there is either an i ∈ I for each x ∈ VP so that x ∈
φi(P ), or there does not exist such an i ∈ I for any x ∈ VP . So assume such
an i ∈ I does not exist. Then Φ(P ) ∩ VP = ∅. By Observation 6.4 we get that
φA(K) ∩ φAc(K) ⊂ φA(φ(P )) ∩ φAc(φ(P )). But at the same time, Definitions 6.3 (3)
and 6.3 (4) give us that φA(K) ∩ φAc(K) ⊂ φA(VP ) ∩ φAc(VP ). These two together with
Φ(P ) ∩ VP = ∅ give us that φA(K) ∩ φAc(K) = ∅, contrary to the assumption that K is
connected. �

Observation 6.8. For nP � 4, let C be a curve in P connecting two points x, y,
belonging to two non-adjacent edges L1, L2 ∈ EP , respectively. By elementary topology,
C ∩ ΘC(C) �= ∅.

Proposition 6.9. If B ⊂ BP intersects with two lines L1, L2 ∈ EP , then L1 and L2

must be adjacent.

Proof. This is clearly true for nP = 3. For nP > 3, assume L1 and L2 are non-
adjacent. Choose ε > 0, x ∈ B ∩ L1 and y ∈ B ∩ L2 such that Bε({x, y}) ⊂ B. By
Lemma 6.6, there is a curve C connecting x and y and a β > 0 such that Bβ(C) ⊂ B.
By Observation 6.8, there is a z ∈ C ∩ ΘC(C), and Bε(z) ∈ B ∩ ΘC(B). This means
there must be an i ∈ I such that φi(P ) ⊂ B ∩ΘC(B), and so BI ∩ΘC(BI) is non-empty,
and therefore in AI . This contradicts the assumption that B ∈ BP , unless B = ΘC(B).
But if B = ΘC(B), then Definition 6.3 (3) for decomposable nested fractals gives us an
Ai such that B ∩ A is a proper subset of B in A, again contradicting B ∈ B. �

Corollary 6.10. A set B ⊂ BP intersects at most two lines L1, L2 ∈ EP .

Proof. Assume that B intersects three or more lines in EP . If nP = 3, B intersects
all L ∈ EP , contradicting Definition 6.3 (3) for decomposable nested fractals. If nP � 4,
at least two of the lines will be non-adjacent, contradicting Proposition 6.9. �

Corollary 6.11. If B ∈ B and B intersects Lxy on both sides of z = 1
2 (x + y), then

B = Θxy(B), and B intersects no L ∈ EP , L �= Lxy.

Proof. To prove B = Θxy(B), we notice that if it was not, then B ∩Θxy(B) would be
a proper subset of B and at the same time an element of A, contrary to the assumption
that B ∈ B. From this it follows that if B intersects with an edge L �= Lxy, it must also
intersect L′ = Θxy(L), contradicting Corollary 6.10. �

Let ∠x = Lxy′ ∪ Lxz′ , where y′ = 1
2 (x + y), z′ = 1

2 (x + z), and y, z are x’s nearest
neighbours in VP . Let α be the angle in ∠x. Further let E =

⋃
L∈EP

L.
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Corollary 6.12. There is, for each x ∈ VP , a Θyz-symmetric B ∈ B such that x ∈ B

and B ∩ E = B ∩ ∠x.

Fix x, set P1 = Φ(P ) and let Pn be the union of Φ(P ) and a clockwise rotation by
α degrees of Pn−1 around x. P1 = Φ(P ). We define such Pn for all n smaller than or
equal to the maximum number of rotations 360/α. Let Bn be the corresponding smallest
components, and let C′ = ∪nBn. Define an equivalence relation ‘∼’ on C′ by letting A ∼ B

if and only if there is a bijection f : A → B such that d(x, y) = c · d(f(x), f(y)). Let
C = C′/ ∼, and let Cn = Bn/ ∼.

We want to see how C differs from C1; which new element types (C) have we added from
the old types (C1) by the procedure above? It is clear that all of the new elements must
be unions of old elements. Unions of elements can, again, only happen if two or more
old-type elements have intersections of infinite cardinality. This can, again, only happen
with C1-elements intersecting E. Let us then divide the old-type elements of C1 into three
disjoint classes: CA, elements which do not intersect with E; CB, elements which intersect
exactly one L ∈ EP ; and CC, elements which intersect exactly two L ∈ EP . The previous
results describe these sets, and guarantee that CC is non-empty.

Proposition 6.13. The types in the set C are in one-to-one correspondence with the
elements of FRGD(K).

Proof. We need only show that each of the equivalence classes of Ψ2(P ) is in one-
to-one relation with C. This, however, is now quite easy. We can divide the elements of
Ψ2(P ) into three classes. Firstly, those that are images, by some φi, of an element of CA

will correspond exactly to an element of CA. Then we have the elements that have been
created by a union of two images, by maps φi and φj , respectively, of elements of CB.
They will correspond to elements of C2. Finally, we have the unions of images of elements
of CC. They are easily seen to correspond to elements in some Ck for k � 2. �

An example of a decomposable nested fractal, called the diamond fractal in [18], with
its vector of types is shown in Figure 5.

6.3. Existence results

The key assumption in our construction of the Laplacian on the graph-directed fractals
was that there exists a fixed point for the map T . It is a difficult problem to determine
the existence of fixed points for the map, even in the single-component case. For the class
of nested fractals, [24] showed that a fixed point would exist by using the symmetry of
these fractals. In [30] conditions are given which show the existence of a fixed point for
more general fractals, but these are very difficult to check in general.

We will follow [24] and give an existence result for a particular subclass of graph-
directed nested fractals which are highly symmetric. We assume that the vector r has
re = 1, for all e ∈ E.
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Let {φe : e ∈ E} denote a family of similitudes in Rn associated with the edges of a
graph G. As before there exists a set of compact subsets Ki ⊂ Rn such that

Ki =
⋃
j∈S

⋃
e∈Eij

φe(Kj).

We call K a graph-directed nested fractal if it satisfies the following assumption.

Assumption 6.14.

(1) K is a finitely ramified graph-directed fractal.

(2) If x, y ∈ F
(0)
i , then reflection in the hyperplane Hxy = {z : |z − x| = |z − y|} maps

F
(n)
i to itself.

The second part of the assumption is strong as the symmetry condition is required for
each component. With it we can apply the approach of Lindstrøm [24] (or see [1]) to
show that the map on transition probabilities has a fixed point. Such a fixed point can
be used to construct a fixed point for the T map.

The fractal which appears in Figure 3 is a graph-directed nested fractal and hence there
will be a solution to the fixed-point problem for this set. For the fractal in Figure 2, which
is not a graph-directed nested fractal, discussions with Dr V. Metz have shown that, by
techniques developed in [26], a fixed point will exist. The existence of the fixed point for
the fractal of Figure 5 has also been demonstrated by a direct calculation in [18] and
indirectly in [26].
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