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NORM INEQUALITIES FOR ULTRASPHERICAL 
AND HANKEL CONJUGATE FUNCTIONS 

K E N N E T H F. A N D E R S E N 

1. Introduction. The notion of conjugate functions associated with 
ultraspherical expansions and their continuous analogues, the Hankel trans­
forms, was introduced by Muckenhoupt and Stein [14], to which we refer the 
reader for general background and an excellent discussion of the motivation 
underlying these notions. The operation of passing from a given function to its 
conjugate is in many ways analogous to the passage from a function to its 
Hilbert transform, indeed, Muckenhoupt and Stein proved, among other 
things, that these operations acting on appropriate weighted Lebesgue spaces, 
Lp(n), satisfy inequalities of M. Riesz type analogous to those satisfied by the 
Hilbert transform on the usual Lebesgue spaces, Lv( — oo , oo ). The purpose of 
this paper is to show that even in the broader context of rearrangement in­
variant spaces, of which the Lebesgue spaces are but one example, the con­
jugate function operators associated with ultraspherical expansions and Hankel 
transforms satisfy inequalities analogous to those satisfied by the classical 
trigonometric conjugate function operator (periodic Hilbert transform) and 
the Hilbert transform, respectively. We give necessary and sufficient conditions 
for these operations to map a given rearrangement invariant space continu­
ously into another, in particular, we obtain new results for these operations as 
they act on the Lorentz and Orlicz spaces. 

We refer to [3] for definitions and elementary properties of rearrangement 
invariant spaces, and although our notation is not identical to that of [3], the 
reader should have no difficulty making the translation. The Lorentz spaces 
A($, p) and the Orlicz spaces LM^ are all examples of rearrangement invariant 
spaces, see [1] for the definitions. Since they are used frequently in what follows, 
we note here for easy reference, two facts concerning rearrangement invariant 
norms <r: 

(1.1) /**(*) ^ g**(t)(t > 0) =>cr(/*) ^ *(g*) 

where as usual/** denotes the integral mean of/*, the non-increasing rearrange­
ment of/, and if m denotes Lebesgue measure, 

(1.2) m{t: | / ( 0 | >y] t£cm{t: \g(t)\ > y) (y > 0) =» cr(| / |) ^ ca(\g\) 

provided c ^ 1. 
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As usual, we adopt the convention that letters A, B, c denote absolute 
constants but which are not necessarily the same at each occurrence. 

2. Ultraspherical conjugate functions. For X > 0, let dm\(0) = sin 2Xddd 
and denote by Lv(m,\) the space of measurable functions / denned on (0, w) 
for which the (mx-rearrangement invariant) norm 

11 /1 U = ( J j f(e) \p sin2X ode)VP (i^p<œ) 

is finite. The ultraspherical polynomials of type X are denoted by Pn
x(t) a n d 

are defined by the generating relation 
oo 

£ WnPn(t) = (1 - 2tW + W2)-\ 

For each fixed X > 0, the set {Pn
x (cos 6)}™ is orthogonal with respect to the 

measure m\(0) on the interval (0, T) and is in fact complete in L2(m\). 
Now, if / G L1(m\) has the ultraspherical expansion 

oo 

/ ( 0 ) ~ E anPn\cosd), 
ra=0 

the conjugate harmonic function associated with/ , denoted/(r, 0), was defined 
by Muckenhoupt and Stein [14] and is given by the expansion 

ftr, 6) ~ 2X g ^ f | ^ P ^ ' C c o s 6) (r < 1). 

One of their main results is that the conjugate function f (6), given by 

J(0) = l im/M) , 

exists a.e., and that the operation T : / —»/ is of weak-type (1,1) and of 
(strong) type (p, p) for all p} 1 < p < oo , that is 

mx{0: | r / (0) | >:y} ^ (A/y)\\f\\ltX (y > 0) 
\\Tf\\p*£Ap\\f\\Pt (l<p<co) 

where A, Ap denote absolute constants, independent of/. 
In this section, we shall extend these results to the situation of rearrange­

ment invariant spaces by obtaining necessary and sufficient conditions in 
order that inequalities of the form 

(2.i) !|r/|U>2 â^i | | / |U' i 
should hold for some constant A. Indeed, if we define Pa, Pa

f : ^ ( 0 , a) —• 
«^(0, a), (abbreviated: P = P œ , P' = P œ ' ) , by 

(Pa/ ) (f) = 7 / / ( * ) * , tfV/ ) (0 = / ' / ( * ) 7 

whenever the required integrals exist for almost all /, 0 < t < a, we have: 
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THEOREM 2.1. Let pi and p2 be m\-r ear rangement invariant junction norms on 
(0, 7r) which are generated by <ii and a2 respectively, and let a = m\(0, w), Then, 
in order that there exist an absolute constant A such that 

(2.2) P2(|r/ |) £APl(\f\) 

for allf £ Lpl(0, ir), it is both necessary and sufficient that there exist an absolute 
constant B such that 

(2.3) <r,(|(P. + P a ' ) / | ) g S e n d / | ) 

for allf £ L'i(0, a) . 

Remark 2.1. The constant B which appears in (2.3) depends in general on 
the value of a, however, it is easily verified that if (2.3) holds for some a, 
0 < a < oo, then it also holds (with a suitable modification of B) for every 
other choice of a, 0 < a < oo. 

Proof of Theorem 2.1. According to [14, p. 42], both T and its adjoint T* are 
of type (2, 2) and of weak-type (1, 1), and hence the appendix of [4, p. 299] 
shows that there exists c, such that 

But then it follows by an elementary inequality and Fubini's theorem, that 

so that, if (2.3) holds, by (1.1) we have 

P . ( | r / | ) = <r2((r/)*) S ca2((Pa + Pa')f*) ^ cBnif*) = cBPl(\f\), 

so (2.2) holds. 
Conversely, according to [14, Lemma 4, p. 35],/(r, 6) is given by 

f(r,6) = I Ç(r, 0, «)/(«) sin2X< t̂f> 
J o 

where 

0(r, », *) - c,r (sm » sm *) j _ 2 r c o s (9 _ ,„ + ,* 

+ o[wff"(l-H^(1_t:t-J)] 
provided (9 and <j> are related by 6/2 S <t> ^ 26. Hence, if 0 < 0 < TT/6, 0 < * < 
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7r/6, we have 

4.1+», ~ - *) - «*<« » - *>- ,_ 2 ;^^ ) + r , 

and therefore, there exists a constant b,0 < b ^ 71-/6, and a positive constant c 
such that 0 < 6, <j> < b implies 

o(i.| + . . f - * ) i 4> + 0* 

Now, l e t / ^ 0 with support in (0, 6) and define g(<f>) by 

ç(é) = (f(w/2 ~ 0 ) ' i f T / 2 ~ 6 < * < ^Z2 ' 
^ W (0, otherwise. 

Then 

(2.4) m{<t>:g*(<t>) > y) = wx{0 G (O,*-):g(0) > y} Û *»{*:/(*) > ;y} 

and if 0 < 0 < b, simple manipulations show that 

2(TT/2 + 0) ^c((Pb + Pb')f)(d). 

Hence, if h(6) is defined on (0, 00 ) by 

(2(TT/2 + 6), if 0 < 6 < b 

(0, otherwise 
we get 

(2.5) m{6 : h(d) > y} g cos~2X & mx{0 G (TT/2, TT/2 + 6) : g(0) > 3/} 

^ cos~2Xôw{6> : (g)*(0) > 3;} 

and therefore, if (2.2) holds, applying (1.2) to each of (2.4) and (2.5), we have 

<r2((P6 + P 6 ' ) / ) ScAPl(\g\) £ 5 e n ( l / l ) 

and (2.3) follows in view of Remark 2.1. The theorem is proved. 

Remark 2.2. Since the estimates for the adjoint of T, T*, are essentially the 
same, (2.3) is also necessary and sufficient for (2.2) to hold with T* in place 
of T. 

The analogue of Theorem 2.1 for the classical trigonometric conjugate func­
tion operator C, given by the principal value integral 

(Cf)(6) = ~ £T f{t) cot ( ^ ~ ) dt, 9 6 (0, 2 T ) , 

was proved by Kerman [8]. Applying his result to our Theorem 2.1, we obtain 
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THEOREM 2.2. Let pi and P2 be m\-r ear rangement invariant function norms on 
(0, w) which are generated by <n and a2 respectively. Then, there exists an absolute 
constant A such that 

P î ( |r / | ) ^APl(\f\) 

for allf Ç Lpl(0, ir) if and only if there is an absolute constant B such that 

(2.7) <x2(|Çf|) ÛBtnQfl) 

for allf e L"(0, 2TT). 

For fixed, v, v ^ 1, let the Young's functions $ and $i be given by 

$ 0 ) = tt(log+ u)% $i(«) = «(log (2 + w))'"1. 

Then according to [16, Exercise 6, p. 296 and Theorem 10.14, p. 174] we have 

11 C-f II < R11 f 11 
IIW 11%$! = n\\ J \\LM$ 

and hence, by Theorem 2.2, 

\\Tf\\LM9l£A\\f\\LMV 

In particular, the special case v = 1 yields LM^X = L1, LM$ = L /og+ L and 
since we have ||/||z,iog+£ â 1 + M$(\f\) (see [12, Lemma 1, p. 45)] we 
obtain an analogue of Theorem 2.8 of [16]: 

COROLLARY 2.1. There exist absolute constants A, B such that 

f \Tf(9)\ sin2X m ÛA f | / (0) | log+ | / (0) | sin2X Odd + B. 
J 0 *J 0 

Now, if Lp(0, 7r) is an Orlicz space, the result of Ryan [15], together with 
Theorem 2.2 yields 

COROLLARY 2.2. If Lp is an Orlicz space, then there exists an absolute constant 
A such that 

\\Tf\\L>£A\\f\\L> 

if and only if Lp is reflexive. 

Conditions under which (2.3) (equivalently (2.7)) hold have been studied 
extensively by Kerman [8] and result in: 

COROLLARY 2.3. A necessary condition for (2.2) to hold is that Lpl C Lp2 and 
a sufficient condition is that 

r 
J o 

min (1, l/s)h(s,Lpl,Lp2)ds < oo. 

COROLLARY 2.4. In order that (2.2) hold with pi = p2 = p it is both necessary 
and sufficient that the upper and lower indices a, f$ of Lp satisfy 0 < /3 :§ a. < 1. 
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COROLLARY 2.5. In order that (2.2) hold with Lpl = Lp2 = A(0, p), p > 1, 
it is both necessary and sufficient that A(#, p) be uniformly convex. 

Conditions under which an inequality of the form 

(2.8) AP(\f\) £P(\Tf\) 

should hold for every / Ç Z> with 

I / ( « ) sin2X<^</> = 0 
•/ o 

can be given. Indeed, examining the proof given in [14, p. 43-44] for the LP case, 
and in view of Remark 2.2, an inequality of the form (2.8) will hold provided: 

(i) p(\Tf\) ^ S p ( | / | ) f o r a l l / É i > 
and 

(ii) polynomials of the form 23oûwPw
x(cos 6) are dense in Lp. 

Now it follows from the closed graph theorem and [3, (6)] that for any m\-
rearrangement invariant norm p, there exists a constant c such that 

P( l / I ) =MI/l l».x ( / € i " ( » » x ) ) , 

and since polynomials of the form ]£o anPw
x (cos 0) are dense in the space of 

continuous functions on (0, IT) with the Lœ(m\) norm, it follows from [12, 
Theorem 7] and Lusin's theorem that (ii) may be replaced by (ii) ;: 

(ii); Lp is separable. 
Now, according to [12, Theorem 4 and Corollary 1, p. 35], it follows that 

( i i / holds for any reflexive space Lp, and we therefore obtain an immediate 
strengthening of our Corollary 2.2: 

COROLLARY 2.2/ Let La be an Orlicz space. Then there exists a constant B 
such that 

P(\Tf\) £Bp(\f\), / € i " 

if and only if Lp is reflexive, and in that case there is a constant A such that 

Ap(\f\) èp(\Tf\) ûBP(\f\) 

for every f G Lp with 

I f(4>) sin2X<^<£ = 0. 
J o 

Further, since for any Banach space X, X is uniformly convex implies X is 
reflexive (due to Milman), our Corollary 2.5 is similarly strengthened. 

We note, however, that our Corollary 2.4 can not be so strengthened. For 
example, the space Ma which is the associate of Aa = A(aPx~1

f 1), 0 < a < 1, 
has both upper and lower indices equal to 1 — a, so (i) holds, but Ma is never 
separable. 
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3. Hankel conjugate functions. In this section we describe briefly how 
results analogous to those presented in the previous section for the ultra-
spherical expansions may be obtained for the expansions associated with 
Hankel transforms. 

For X > 0, let dn\(z) = z2Xdz and denote by LP(MX) the Lebesgue space of 
jLtx-measurable functions for which the norm 

11 / I U = ( f~ I /(*) I V\fe) VV (l^<o)) 
is finite. As usual, Ja{t) denotes the Bessel function of order a. Corresponding 
to an / £ Lv(ix\), Muckenhoupt and Stein [14, p. 84] define the conjugate 
harmonic function, f(x,y) by 

/ (* , J) = I <2(*> y, *)f(z)z2Xdz (x>0,y>0) 
J o 

where 

Q(x,y,z) = -(yz)-X+1/2 P e-xtJx+1/2(yt)Jx_1/2(zt)tdt. 
J o 

Their main result is that f o r / 6 Lp(fjL\), limx_+o+f(x, y) — f(y) exists a.e. and 
the o p e r a t i o n ^ : / — » / is of (strong) type (p, p), 1 < p < oo, and of weak 
type (1, 1). We shall extend these results to the situation of jux-rear range ment 
invariant spaces by giving necessary and sufficient conditions in order that 
inequalities of the form 

P2(m\) ^ P l ( | / | ) , / e 2 > i ( 0 , o o ) 

should hold. Recall the definition of P and P' given in § 2. We have: 

THEOREM 3.1. Let pi and p2 be ^-rearrangement invariant function norms on 
(0, oo ) which are generated by a\ and o-2 respectively. Then, in order that there-
exist an absolute constant A such that 

(3.1) p , ( | ^ 7 | ) g ^ p i d / l ) , / € £ « ( 0 , o o ) 

it is both necessary and sufficient that there exist an absolute constant B such that 

(3.2) a2(\(P + P')f \) £ 3 < n ( | / | ) , / € L " ( 0 , ° o ) . 

The proof of this theorem requires the following easy lemma. 

LEMMA. Let f £ ^ ( 0 , 00 ). Then for any s, s > 0, and (Esf ) (t) = f(st), 
(i)m{t: | / ( 0 | >y\ =sm{t: \(Esf)(t)\ > y} ( ^ 0) 
(ii) ( £ , / ) * ( 0 = (£,2x+i/*)(0 ( * > 0 ) 

(iii) iff exists, {Ej)~(y) = (£ ,?) (?) (y > 0). 

Proof of Theorem 3.1. The proof of the sufficiency follows the same line as 
the sufficiency part of Theorem 2.1 and is therefore omitted. To prove the 
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necessity, note first that according to [14, p. 87], if y, z satisfy y/2 ^ z ^ 2y, 
then 

Cfe,.,) - a W - > ? f ^ ? + o[,-~ (l + *• ( ^ ) ) ] . 
Therefore, if n is an integer, w H , and 0 < y, z < y/n, we have 

Q(0, » + y, » - z) - c [(W + ffi" Z)]"X + o| (» + y)~^ 

x ( 1 + l l s + ( (^^i)) ] 
3> + s 

3> + 2 
[(n + y)(n - z)] x / J " ? + s 

and hence, there is a positive constant c and an integer iV such that n ^ N 
implies 

(3.3) Q(0, ?* + y,n - z) ^ c 1&+JÙ& ~ Z^~X (0<y,z<Vn). 
y ~T z 

Now let / 6 Lvl(0f co ) with / ^ 0 and define g{z) = f(n — z) if n — \Jn < 
z < n and g(z) = 0 otherwise. Then for n ^ N, 0 < y < y/n, we have, by 
(3.3), 

(3.4) g{n + y) ^ c[(P + P')fX(o,vn)](y). 

Hence, if we define h(y) = g(n + y) if 0 < y < \/n and h(y) = 0 otherwise, 
from (3.4) we have 

(3.5) <r2([(P + P')/X«W»)]XC(W,)) ^ Ca2(h). 

Now, noting the support of h we easily obtain 

(3.6) m{z :h(z) > y} S nr2*m{z : (g)*(z) > y} 

and if we put s2X+l = n2X in the lemma, (3.6) becomes 

m{z : h(z) > y} ^ ra{z : LE,2M-i(2)*](s) > y] 
= m{s : [(£,g)1*(2) > y} 

so that, by (1.2), 

(3.7) <r2(ft) S <r2([(Esg)~]*) = P2«Esgr). 

Again, noting the support of g, we have 

rr2Xm{z : g*(z) > y) ^ m{z :f(z)xtotvn)(?) > y\ 
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and therefore if (3.1) holds, (3.7) and the lemma together with (1.2) yield 

(3.8) a2(h) S Aa^Esg)*) = Aa^E^+ig*) = Aa^E^xg*) S Anifxto.^)). 

Finally, taking (3.5) and (3.8) together we get 

*2([(P + P')fX(o,Vn)]x(o,vn)) S cAtnUxw.vn)) ^ cAn(f) 

which, together with the Fatou property of a2, yields (3.2). The proof is 
complete. 

Boyd [1, Theorem 2.1, p. 602] has proved the analogue of Theorem 3.1 for 
the classical Hilbert transform H, defined by the principal value integral 

(Hf)(x) = P° ^-.dt, x 6 ( - co .oo ) . 
J " G O X ~~ l 

His result together with Theorem 3.1 proves: 

THEOREM 3.2. Let pi and p2 be \x\-rearrangement invariant junction norms on 
(0, co ) generated by ai and a2 respectively. Then, in order that there exist an 
absolute constant A such that 

p 2 ( | ^ f | ) ^ ^ P I ( | / | ) , / 6 I " ( 0 , o o ) 

it is both necessary and sufficient that there exist an absolute constant B such that 

a2(\Hf\) ^ Z M I / I ) , / G L ' i ( 0 , o o ) . 

Now the results of [1] and Theorem 3.2 show that the obvious analogues of 
Corollaries 2.2-2.5 given in § 2 for the operator T also hold for 34?. 
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