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CENTRAL QUOTIENTS AND COVERINGS OF 
STEINBERG UNITARY LIE ALGEBRAS 

BRUCE N. ALLISON AND YUN GAO 

ABSTRACT. In this paper, we calculate the center and the universal covering algebra 
of the Steinberg unitary Lie algebra stu„(-#, —, 7), where (.#, —) is a unital nonassocia-
tive algebra with involution and n > 3. 

0. Introduction. Let & be a field of characteristic ^ 2 or 3. Suppose that n > 3 
and 7 is an n x ^-diagonal matrix over k with nonzero diagonal entries 7 i , . . . ,7W. If 
(Si, —) is an arbitrary unital nonassociative algebra with involution over k, the Steinberg 
unitary Lie algebra is the Lie algebra stu„(-#, —,7) over k generated by the symbols 
Ujj(a)9 a E SA., 1 < / ^j < n, subject to the relations: 

(stul) utJ(a) = Uji{-iajxa\ 

(sru2) a i—• uy(a) is a A>linear mapping, 

(stu3) [uij(a\ ujk(b)] = uik(ab), for distinct i,j, k, 

(sru4) [Uy(a\ Uki(b)] = 0, for distinct i,j, k, /. 

where a,b G Si, 1 < ij,k,l <n [AF]. 
Recall that if Q is a perfect Lie algebra, a central quotient (respectively a covering) 

of Q is a pair (jF, 7r) where 7 is a perfect Lie algebra and n is an epimorphism of Q 
onto SF (respectively SF onto Gj) so that the kernel of 7r is contained in the center of Q 
(respectively jF). In this paper we consider the following two basic problems regarding 
the structure of the Lie algebra stu„(J?, —,7): 

• The description of the central quotients of stu„(J?, — ,7), and 
• The description of the coverings of stu„(J?, — ,7). 

Now by the fundamental homomorphism theorem, the first problem is equivalent to the 
calculation of the center of stu„(^[, — ,7). On the other hand, since stu„(J5, —,7) is per­
fect, there is a universal covering of stun(J?, —,7) which factors through any covering 
of stuw(J?, —, 7) [Ga]. Also, the center of this universal covering is the second homology 
group H2 (stuw(J?, —, 7)) of stu„(.#, —, 7). Thus the second problem is equivalent to the 
calculation of the space H2(stu„(J2, — ,7)). 

Let 3 be the kernel of the map a —• utj(a) from SA. to stuw(.#, —,7). Then 3 is inde­
pendent of the choice of/ ^ j [AF, Lemma 2.1], and we say that (Si, —) is n-faithful if 
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3 = (0). In [AF, Lemma 2.1], it is shown that the quotient algebra {% - ) = (.#, -)/J 
is w-faithful and that the canonical map (J2, —) —* ($ , —) induces an isomorphism of 
stuw(J2, —,7) onto stu„($, —,7). These facts reduce our problems to the case when the 
algebra (.#, —) is H-faithful. 

Now if (J?, —) is associative, then stu„(J^, —, 7) is a covering of the elementary unitary 
Lie algebra eu„(-#,— ,7) generated by the matrices aetj—1 f1Jx ae^, a e Sl,l <i ^j < n. 
Thus, if (.#, —) is associative then (J2, —) is ^-faithful. Moreover, if n > 4 the converse 
is true [AF, Lemma 2.2]. That is, if n > 4, then 

(J2, —) is ^-faithful <==> (J?, —) is associative. 

The case n = 3 allows a larger class of coordinate algebras. Indeed, it is shown in [AF, 
Section 5] that 

(J?,-) is 3-faithful <=> (J3, - ) is structurable. 

Recall that (J?, —) is said to be structurable if it satisfies the operator identity 

[VaJ>, Vc,d\ = V{a,b,c},d ~ K,{b,a,d}> 

where Vajb £ End(J?) is defined by Vaj,c := {a, b, c} := (ab)c+(cb)a—(ca)b. There are a 
number of nonassociative algebras with involution satisfying this operator identity—for 
example alternative algebras with involution—and an extensive theory of structurable 
algebras has been developed (see for example [K], [Al], [Sh], [Sm], [AF] and [F]). In 
any case our problems are reduced to the cases when (J?, —) is associative and n > 4 or 
(J5, —) is structurable and n = 3. 

In this paper, we prove two main results regarding the two problems. For the first 
problem, we prove: 

THEOREM A. Suppose that (J%, —) is n-faithful and char(&) / « . Then, 

center(stu„(J?, - , 7 ) ) = HF(^L, - ) . 

The space HF(J2, —), which we call the full skew-dihedral homology group of (.#, —), is 
defined precisely in Section 1 below. It is a subspace of the vector space (ft, J4) generated 
by the symbols (a, b), a,b £ -#, subject to the relations that (•, •) is bilinear and skew-
symmetric and 

(a, b) = (a, b) and (ab, c) + {be, a) + (ca9 b) = 0. 

In the case when (J?, —) is associative, HF(J2, —) contains as a subspace the first skew-
dihedral homology group _i HDi (J2, - ) studied in [L], [KLS] and [G]. We note that The­
orem A is false if char(&) | «, which we prove by calculating the center of stu„(-#, —,7) 
in that case as well. 

Regarding the second problem, we prove 
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THEOREM B. Suppose that (JZ, - ) is n-faithful. Then, 

\ (0) ifn ± 4, 
*(-**-.?>)* i&-> % 

Here L(.#, —) is the vector space generated by the symbols £(a9 b), a,b G Jl, subject to 
the relations that £(-, •) is bilinear and skew-symmetric and 

t{ab9c) + l(bc9a) + l(ca9b) = 0 and I(c(ab -~ab) + (ba - ba)c,d) = 0. 

In the proof of Theorem B we consider only the cases n = 3 and n = 4 since the theorem 
was proved in the case n > 5 in [G, Theorem 2.37]. The theorem says that if n ^ 4 then 
stu„(.#, —,7) is centrally closed. If n — 4 we prove the theorem by explicitly calculating 
the universal covering of stU4(J?, —, 7). It is interesting to note that the three cases of the 
theorem (n = 3, n = 4 and n > 5), are proved using three quite different methods. 

The organization of the paper is as follows. In Section 1, we introduce the space 
HF(.#, —) and obtain its basic properties. In Section 2, we introduce some elements t(a9 b) 
and h(a9 b)9 a,b G .#, of stun(J5, —, 7) which play a key role in our discussion. In Sec­
tions 3 and 4, we prove Theorem A. Finally in the last two sections, we prove Theorem B. 
We conclude the final section by using our results to calculate ^ (peu^J? , — ,7)) when 
(JA9 —) is associative. 

Throughout the paper we will assume that £ is a field of characteristic not 2 or 3, 
n > 3, and 7 = diag(7i,... ,7«), where 7 i , . . . ,7„ ^ 0 G A:. All algebras, except Lie 
algebras, are assumed to be unital. 

Yun Gao would like to thank Professors R. V. Moody and A. Pianzola for their gener­
ous support during the preparation of this paper. He would also like to thank Professor 
S. Berman for his constant encouragement. 

1. Skew-dihedral homology for structurable algebras. Suppose in this section 
that (SI, —) is a structurable ̂ -algebra. We will introduce the full skew-dihedral homology 
group HF(^[,-) of (J?,-). 

Recall that a derivation of (.#, —) is a derivation of ^ which commutes with —. For 
a9beS^ we define Da,b G End(J2) by 

(1.1) Dajbc := ^[[a9b] + [a9b]9c] + ( c , M ) - (c9a9b\ 

where [a9b] := ab — ba and (a9b9c) :— (ab)c — a(bc)9 for a9b9c G A. Then Dab G 
Der(Jl, —), where Der(J2, —) is the Lie algebra of derivations of (J?, —) [ A1, Corollary 9]. 
We call any linear combination of derivations of the form Da,b an inner derivation. The 
inner derivations satisfy the identities: 

(1.2) Dajb+Db/l = 09 

(1.3) Da,b-DdJ) = 09 

(1.4) Dab,c+Dbc,a+Dca,b = 09 

(1.5) [D9Da,b]=DDa,b+DaJ)b9 
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for any a, ft, c G J3, and any D G Der(J2, —) [Al, Section 3]. Thus the space spanned by 
the Datb% denoted by Inder(J2, —) or D^^9 is an ideal of Der(J?, —). 

Write !A = S\+ 0 #_ where 

fl+ = {a e A | a = a}, -#_ = {a G J? | a = - « } . 

The following fact will be used later. 

LEMMA 1.6. For any a9b9c G A, one has 

(1.7) (c, ft, A) - (c, 5,5) = - ( c , A, ft) + (c, ft, a) 

(1.8) (c, ft, a) - (c, a, 5) = (ft, a, c) - (a, 5, c) 

PROOF. By [Al, Proposition 1], we have 

(1.9) (s,a,b) = -(a,s,b) = (a,b,s) 

for a, b G JZ, s G .#_; and 

(1.10) (d9e9f) - (f,d,e) = (e,d,f) -<f,e9d) 

for d, e,f G JU. But, by (1.9), it follows that (1.10) also holds if/ G J?_. Hence, 

(1.11) (d9 e9x) — (x, d9 e) = (e, d,x) — (x, e9 d) 

for JC G J? and <i, e G J3+. 
To prove (1.7) and (1.8), we may assume that a, b G $U U -#_. If a, ft G J3+, then (1.7) 

is trivial and (1.8) follows from (1.11). If a e A- and ft G .#_ or a G -#_ and ft G .#+, 
then (1.7) and (1.8) follow from (1.9). Finally, if a, ft G #_, then (1.7) is trivial and (1.8) 
follows from (1.9). • 

We can now introduce the full skew-dihedral homology group of (J?, —). Let / be the 
A:-subspace of fA (g)*. $1 spanned by the elements 

(1.12) a(8)ft + ft(g)a, a (g) ft — a (g)ft, ab<g> c + bc®a + ca<g)b, 

for all <z, ft, c G J3L Then we can form the factor space 

(1.13) (Sl9A) = (Jl®kSl)/L 

For notation we let (a, ft) denote the coset a <g> ft + / of (.#, J?). Then it follows that 

(1.14) (a9b) + (b9a) = 09 and 

(1.15) (a9b)-(a9b) = 09 and 

(1.16) (ab9c} + (bc9a) + (ca9b) = 0, 
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for all a,b,c G A. Also, (•, •) is A>bilinear. Because of (1.2)-{l .4) there exists a surjective 
linear map p: (A, A) —* Inder(J?, —) such that 

p((a,b)) = Da,b. 

The full skew-dihedral homology group of (A, —) is the subspace HF(J2, —) of (A, J?) 
defined by 

HF(J*,-) = kerp = {EM) G ( « ) | £Z)« l A = 0}. 

EXAMPLE 1.17. Suppose that (A, —) is associative. Recall that t he i r s / sfew-
dihedral homology group -\HD\(A, —) of (J?, —) is the space defined by 

_iHDi(J?,-) = {EM) € <^-«> | E ( [ ^ * / ] + [5,-,S/]) = 0}. 

(See [L], [KLS] and [G].) Then, -iHDx(A, - ) is a subspace of HF(J?, - ) . (This is the 
reason for our use of the term full skew-dihedral homology group for H¥(A, —).) Fur­
thermore, the elements [a, b] + [a, b], a,b £ A, satisfy the relations (1.14)-{ 1.16). Hence, 
there exists a unique linear map \ from (SI, A) to A_ n [A, SI] so that x((a> b)) = 
[a, b] + [a, b]. This map is surjective, and since 

HF(J*,-) = {EiaiM E (A, A) \ £([ t f ,A] + feAl) € center^)}, 

we have HF(-#, —) = x - 1 ( c e n t e r e d J?_ n [A, Afj. Thus, x restricts to a linear homo-
morphism of U¥(A, - ) onto center^)n J?. D [J?, SI] with kernel _iHDi(.#, - ) . Hence, 
as vector spaces, we have 

HF(J?, -)/_1HD1(J?, - ) ^ center(.#) H J?_ H [J2, J?], 

and so 
U¥(A, - ) ^ _iHDi(J?, - ) 0 center(.#) Pi J?_ n [A, J?]. 

EXAMPLE 1.18. Suppose that (SI, —) is associative and commutative. The space of 
Q^/dSL of Kdhler differentials modulo exact forms is defined to be the vector space 
A (g> A modulo the space spanned by the elements of the form a§§b + b§§a and ab ® 
c + be<g>a + ca<g> b, a,b,c e A [KL]. Thus, (A, A) is a quotient space ofQ^/dA and 

- i f f l M * , - ) = H F ( * , - ) = <*,#) . 

In particular, if — is the identity map, then these three spaces are each equal to Cl^/dA. 
Returning to the general case of a structurable algebra, we next want to define a mul­

tiplication on (A, A) by 

(1.19) [(a,b), (c,d)] = (Da,bc,d) + (cDajbd). 

To see that this multiplication is well-defined we need: 
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LEMMA 1.20. For any a9 b9c9d G SI, 

(1.21) ((b9a9c)9d) - ((d9b9a)9c) + ((c9d9b)9a) - ((a9c9d)9b) = 0 

(1.22) (Dated) + (c9DaJbd) + (Dc4a9b) + (a9Dc4b) = 0. 

PROOF. From (1.14) and (1.16), the left hand side of (1.21) is 

((ba)c - b(ac)9 d) - ((db)a - d(ba)9 c) + ((cd)b - c(db)9 a) - ((ac)d - a(cd)9 b) 

= {((ba)c9d) + (d(ba)9c)) - {(b(ac)9d) + ((ac)d9b)) - (((db)a9c) 

+ (c(db)9a)) + ((a(cd),b) + < (a / )M» 

= —(cd9 ba) + (Jfe, ac) + (ac, db) — (ba9 cd) = 0. 

So (1.21) holds. 
LetDf

abc := [[a,6],c]+3(c,6,a)inwhichcaseDfl^ = | (D^- JD^).Now,by(1.14) 
and (1.16), we obtain 
(1.23) 

(D'^c, d) + (c,D'afid) = ([a, b]c, d) - (c[a, b], d) + (c, [a, b]d) 

-(c,d[a,b]) + 3((c,b,a),d) + 3(c,(d,a,b)) 

= (([a, b]c,d) - (c, d[a,b])) - ((c[a, b], d) - (c, [a, b]d)) 

+ 3 ((c, b, a), d) + 3 (c, (d, a, b)) 

= -(cd, [a, b]} + (dc, [a, b]) + 3((c, b, a), d) 

+ 3(c,(d,b,a)) 

= -([c, d], [a, b]) + 3((c, b, a), d) + 3(c, (d, b, a)). 

Thus, 

(1.24) (D'BjC,d) + (c,D'Bad) = -([c,d],[b,d])+3((c,a,b),d) + 3(c,(d,d,b)). 

Combining (1.23) and (1.24) gives us 

(Da<bc,d) + (c,Da<bd) = --([c,d],[a,b] + [a,b]) + ((c,b,a) - (c,d,b),d) 

+ (c,(d,b,a)-(d,d,b)). 

So the left hand side of (1.22) is 

(Da,bc,d) + (c,Da,bd) + (Dc4a,b) + (a,Dc4b) = --([c,d], [a,b] + [6,5]) 

+ <(c, b, a) - (c,a, b),d) + (c, (d, b, a) - (d,a, b)) - l-([a, b], [c,d] 

+ [c,d]) + ((a, d, c) - (a, c, d), b) + (a, (b,d, c) - (b, c, d)). 

But from (1.15), one has 

([a, b], [c, d] + [c, d]) = (fab], \^d\ + \dj]) = ([a, b], [c, d] + [c, d]). 
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This yields 

([a9 b], [c9d] + [c9d]) = -([a9b] + [a9b]9 [c,d] + [c9d]) 

and 

([c9d]9 [a9b] + [a9b]) = \{[c,d\ + [c9d]9 [a,b] + [d, 6]). 

Therefore the left hand side of (1.22) becomes 

((c9 b, a) - (c, a, b)9 d) + (c, (d, b, a) - (d9 a, b)) 

+ ((a9 d, c) - (a, c, d)9 b) + (a, (b9 d, c) - (b, c, d)), 

which by Lemma 1.6 equals 

((b9 a9 c) - (a, b, c), d) + (c9 (</, 6, a) - (rf, a,«)) + (-(a, c,</) + (a, rf, c), b) 

+ (a, - ( c , rf, b) + (J, c, 6)> = ((b, a, c), </) - ((</, 6, a), c) 

- ((a9 c, d)9 b) + ((c, d, b),a)- ((a, b, c), d) + <(</, a, b), c) 

+ ((a9d9c)9b)-((d9c9b)9a). 

Now since 

((a9d9c)9b) = (-J^a\a)9b) = -((c9d9a)9b) 

and similarly ({d9 c, b\a) = —({b9c9d)9a)9 this equals 

({(b9 a9 c\ d) - {(d9 b9a)9 c) - {(a9c9 d)9 b) + ((c,d9 b)9 a)) 

- « ( * , b9c\d) + ((rf,a, b\ c) - <(c, d9 a)9 b)) + ({b9 c9 d)9 a)) 

which is 0 by (1.21). This completes the proof. • 
From (1.22), we see that the multiplication on (SI, Si) defined by (1.19) is well-defined 

and anti-commutative. Next we claim the linear space (Si9 Si) with the multiplication 
defined as above is a Lie algebra. 

PROPOSITION 1.25. The linear space (Si, Si) is a Lie algebra under (1.19). Moreover 
the map p is a Lie algebra epimorphism and hence HF(J?, —) is a central ideal of (SI, Si). 

PROOF. The second statement follows from the first statement and (1.5). To prove 
the first statement we only need to check the Jacobi identity. Let a, b9 c9 d9 e9f G Si. Then 

[[{a, b), (c, d)l {e,f)] + [[(c, d), (e,f)], (a, b)} + [[(e,f), {a, b)], (c, d)} 

= [[(a,b),(c,d)],(e,f)}- [(a,b),[(c,d),(e,f)]}+[(c,d),[(a,b)AeJ)]\ 

By definition this equals 

[{Dajbcd) + {c,Da,bd), (e,f)] - [(a,b),{Dc4e,f) + {e,Dc4f)] 

+ [(c,d),(Da,be,f) + (e,DaMf)]. 
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Using (1.5) and our definition of the bracket again this becomes 

(DDa,bc,de,f) + {e,DDabC/) + {DcJ)atde,f) + {e,Dcfiabdf) - {Dafi{Dc4e),f) 

- {Dc4e,DaJf) - (DaJ)e,Dc4f) - (e,DaJ,(Dc4f)) 

+ {Dc4{Da,be),f) + {DaJ,e,Dc4f) + (Dc4e,Daybf) 

+ {e,DcJPajf)) = {DDatc4e + DcJ)atde,f) 

+ {e,DDabC<df + DcfiaJ>df) - (Da,b(Dc4e) - Dc4(Da,be),f) 

- (e,Da,b(Dc4f)-Dc4(Da,bf)) = ([DaJ,,Dc4]e,f) 

+ {e, [Da,b,Dc4V) - ([DaJ,,Dc4]e,f) - (e, [DaMDc4V) = 0. . 

2. The elements t(a, b) and h(a, b) of stu„(-#, —, 7). We suppose in this section that 
n > 3. We also suppose that (JZ, —) is structurable if n = 3 and associative if n > 4. 
In other words, we assume that (^?, —) is n-faithful. We will introduce some important 
elements of stu„(J?, —,7) and describe their properties for use in later sections. 

First let 
Tij{a,b) = [Ujj(a),Ujj(b)] 

for 1 < I\±j < n and a, b e A. Put 

T : = £ Ty&Jt). 
1 <i<j<n 

The following proposition is proved in [AF, Lemma 1.1]. 

PROPOSITION 2.1. T is a subalgebra of the Lie algebra stu„(.#, —, 7) containing the 
center of stun(Si, —,7) and [T^u^ty] C Uij(J%). Moreover, 

stuw(^,- ,7) = < T e U UyiA). 
\<i<j<n 

Indeed, one can easily check that the following identities hold. 

(2.2) [7V(a, b\ uik(c)] = uik{a{bc) - 6(acj), 

(2.3) [Ttj(a, b), Ujj(c)] = Uij{a(bc) — b(ac) + c(ba — abfj, 

for a,b,c E A and distinct ij\ k. We also have 

PROPOSITION 2.4. For any a,b,c E A, and distinct ij, k, we have 

(2.5) TtJ(a9 b) = -Tjt(b9 a) = Tjt(a, b\ 

(2.6) Tij(ab, c) = Tilc(a, be) + TkJ(b, ca\ 

(2.7) Tkj{\,c) = -Tjk(hc) = Tkj(cM and 

(2.8) 7V(l,a) = 0, ifaeA*. 
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PROOF. This is proved in [G, Proposition 2.17]. We note that in [G] algebras were 
assumed to be associative. However, associativity was not used in the proof of (2.5)-
(2.9). 

Next, as in [G] (where (.#, —) was assumed to be associative), we define 

(2.9) t(a,b) = Ty(a,b)-Ty(\,ba). 

The elements t(a, b) are analogs of elements used in [KL] and [BGKN] in the study of 
the Steinberg Lie algebra st„(.#). As in the discussion following [G, Proposition 2.17], 
one easily checks using Proposition 2.4 that t(a, b) does not depend on the choice of/, 
2 <j < n. Moreover, one checks using (2.2) and (2.3) that 

(2.10) [t(a,b\ uu(c)] = uu(a(bc) - (ba)c + (ab)c - b(ac)), if i > 2, 

(2.11) [t(a,b)9Uij(c)] = Uij((b,a,c) - (a,b,cj), if ij > 2, i ±j, 

for a,b,c G J?. We also have the following basic properties: 

PROPOSITION 2.12. For a,b,c eJZ,we have 

(2.13) t(a,b) + t(b9a) = 09 

(2.14) t(a, b) - t(a, b) = 0, and 

(2.15) t(ab, c) + t(bc, a) + t(ca, b)=Tn(l, (c, a,bj) + Tl3(\, (b, c, a)). 

PROOF. Since Tn(ab, c) = T{3(a, be) + T32(b, ca) by (2.6), we get 

t(ab,c) + Tl2(Uc(abj) = t(a,bc) + Tl3(l,(bc)a) + T32(b9ca). 

Also, since 

T32(b9ca) = T3i(b,ca)+Ti2(\,(ca)b) = -TX3(ca9b) + Tn(l,(ca)b), 

we have 

t(ab,c) + Tl2(1,c(abj) = t(a,bc)+Tl3(\,(bc)a) - Tl3(ca,b)+Tl2(l,(ca)b) 

= t(a,bc) + Ti3(l,(bc)a) - t(ca,b)-Ti3(l,b{ca)) 

+ Tl2(l,(ca)b). 

This gives us 

t(ab9c) - t(a,be) + t(ca,b)=Tu(l,(c,a,b)) + 7^(1,(b,c,a)). 

Setting a = 1 and using the fact that t(l,bc) = 0 we have t(b, c) + t(c, b) = 0 which 
proves (2.13). Also, we have 

t(ab, c) + t(bc, a) + t(ca, b)=Tl2{h (c, a, b)) + TX3 (1, (b, c, a)) 

which is (2.15). Using (2.9), we have 

t(a,b) = Ty(a,b) - Ty(l,ba) = -Ty(b9a) + Ty(b^9 1) 

= -Ty(b,a) + Ty(ab, 1) = -(Ty(b,a) - Ty(l,ab)) = -t(b,a) = t(a9b\ 

which yields (2.14). • 
We will also need the following: 
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LEMMA 2.16. For a9b9c E J% and i ^ j , we have 

PROOF. We may assume that / = 1 andy = 2. Replacing a, b9 c by b9 c9 a in (2.15), 
we get 

t(bc9a) + t(ca9b) + t(ab9c)=Tl2(l9(a9b9c)) + Tu(\9(c9a9b)). 

Combining this with (2.15) one sees that 

Tu(h(c9a9b)-(a9b9c))^Tl3(\9(b9c9a)-(c9a9b)) = 0. 

Thus, Ti2(l,x) + 7 B ( 1 , j ) = 0. wherex = (c,a,b) — (a,b9c) andj = (b9c9a) — (c,a,b). 
But putting^ = Tn(l,x) + Tn(l,y) = 0, we have, by (2.2) and (2.3), that [X9 «i2(l)] = 
un(2(x - x) + y -y) and [X,wB(l)] = un(x-x + 2(y-yj). SinceX = 0and(J? , - ) 
is 3-faithful, we have 2(x — x)+y — y = 0 and x — x + 2(y — y) = 0. Thus, x — x = 
—2(y— y) = 4(x — x) and hence since the characteristic of k is not 3, we have x — x — 0. 
Thus, 7'i2(l,x) = ^Ti2(l,x — x) = 0 as required. • 

For the rest of the section we suppose that the characteristic of k does not divide n. 
This assumption allows us to define 

(2.17) h(a9b) = t(a9b) - - £ TXj{\9 [a9b])9 
nj=2 

for a9b G JZ. By (2.8), we also have 

(2.18) h(a,b) = t(a9b) - i - £ TXj{\9 [a9b] + [5,5]). 

PROPOSITION 2.19. Suppose a9b e SI and put D = \Daj>. Then 

(2.20) [h(a9b)9uij(c)] = uiJ(Dc)9 

(2.21) [A(a,6), Tif(c9d)] = Tij{Dc9d) + Ty(c9Dd)9 

(2.22) [h(a9 b)9 t(c9 d)] = t(Dc9 d) + t(c9 Dd)9 and 

(2.23) [h(a9 b)9 h(c9 d)] = h(Dc9 d) + h(c9 Dd) 

for c9d G 21 andi ^j. 

PROOF. Since D is a derivation, it suffices to show (2.20). Also, if i9j ^ 1, we have 
Ujj(c) = [w/i(l), uy(c)]9 and hence it suffices to prove (2.20) when / = 1 ory = 1. Thus, 
by (stul), we may assume that / = 1. In that case, putting s = [a9 b] + [a9 b]9 we have, 
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using (2.2), (2.3) and (2.10), 

[h(a9b)9uy(c)] = 
1 " 

Ka9b)--Y,Tlk(l9[a,b]),uijic) 
nrr k=2 

= u\j(a{bc) — (ba)c + (ab)c — b(ac)) uy(sc + cs) 

1 n 

- E uv(sc) 
n k=2 

Hi 
— u\j(a(bc) — (ba)c + (ab)c — b(ac) sc cs) 

V n n J 
— u\j\sc — (a, b9 c) + (b, a9 c) sc cs) 

V n n J 
= uy(-[s9c]-(a9b9c) + (b9a9c)J. 

But if (.#, —) is associative, then Dc = ^[s,c] and so (2.20) holds. So we may assume 
that n = 3. But in that case, using (1.8) and (1.2), we have 

- [s, c] - (a, b, c) + (b9 a9c)= - \[a, b] + [a9 b], c] - (a, b, c) + (b, a, c) 
n 3L J 

= - 3 [V>, <*] +1>> "lc] ~ (A <*, b) + (c, b9 a) 

= -DbyaC = DajC9 

as required for (2.20). • 
The basic properties of h(a9 b) that we will use are: 

PROPOSITION 2.24. For a9b9c e ft, the following identities hold: 

(2.25) 

(2.26) 

(2.27) 

h(a9b) + h(b9a) = 09 and 

h(a9b)-h(a9b) = 09 

h(ab9 c) + h(bc9 a) + h(ca9 b) = 0. 

PROOF. (2.25) and (2.26) are clear from (2.18) and the corresponding properties of 
t(a9 b). From (2.15) and Lemma 2.16 we have 

h(ab9 c) + h(bc9 a) + h(ca9 b) = t(ab9 c) + t{bc9 a) + t(ca9 b) 

- " E Ty(l,[ab,c] + [6c,a] + [ca,b]) 
"j=2 

= Tu(\9(c9a9bj) + Tl3(l9(b9c9a)) 

- - i ; r i y ( l , ( f l , 6 , c ) + (6,c,fl) + (c,fl,6)). 
nj=2 
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If (J3, —) is associative, this is 0. So we may assume that n — 3. Then, by Lemma 2.16, 
this expression is 

Tl2{h(c,a,bj) + Tn(l9(b9c,aj) - ^Tl2(l,3(a,b9cj) - ~Tn(l93(a9b9c)) = 0, 

as desired. • 
Let h(^L9 A) denote the space spanned by the elements h(a9 b)9 a9b £ A. Then, by 

(2.23), h(J&9 X) is a subalgebra of stu„(^[, —,7). Also, by Proposition 2.24, the elements 
h(a9b)9 a9b £ 2l9 satisfy the relations (1.14)—(1.16). Thus, there exists a unique linear 
map 77/,: (J?, A) —> h(A9 X) so that 

Then, by (2.23), rjh is a homomorphism of Lie algebras. We will see in the next two 
sections that r)h is an isomorphism. 

3. The center of stuw(J^, —, 7) when (J?, —) is associative. Suppose in this section 
that (A9 —) is associative and n > 3. We calculate the center of stu„(-#, — ,7). 

Let gl„(-#) be the Lie algebra of all n x n matrices over J%. Let eu„(J^, — ,7) be the 
subalgebra of gl„(-#) generated by the elements 

(3.1) aetj - injxaejh a £ !A9 1 < i ^j < n. 

Here, as usual the elements ey are the matrix units. Let 

Z = center(eu„(J3, -7 ) ) and peu„(.#, - , 7) = eu„(-#, - , 1)/Z. 

euw(-#, —, 7) (resp. peuw(.#, —, 7)) is called the elementary unitary Lie algebra (resp. the 
projective elementary unitary Lie algebra). 

Now the elements (3.1) satisfy the relations (stul)-{stu4). Hence we have a unique 
Lie algebra homomorphism <j>: stu„(-#, —,7) —• eu„(-#, —,7) so that 

(3.2) <t>(uij(a)) = aetj - W^aeji 

for a £ J?, 1 <i^j<n. Then we have the commutative diagram: 

stuw(.#,-,7) - ^ eu„(J?,-,7) 

peiU.3, - ,7) 

where a; is the canonical projection and £ = u o </>. 
Straightforward calculation yields the following 

(3.3) 0(7V(a, 6)) = (flfc - ba)eu - (ba - ab)ejj 

(3.4) ${Tij(hs)) = 2s(eu - eM), and 

(3.5) $(t(a9b)) = ([a9b] + [a9b])eu 

https://doi.org/10.4153/CJM-1996-023-6 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1996-023-6


CENTRAL QUOTIENTS AND COVERINGS 461 

for a,b € J%,s e JZ_, and / ^j. 
Let t(JZ, A) denote the space spanned by the elements t(a, b), a,b E J?. An easy 

computation, which we leave to the reader, using (2.10), (2.13) and (2.15), shows that 

(3.6) [t(a, b), t(c, d)] = t(s, [c, d]) = t([s, c],d) + t(c, [s, d\) 

for a, b,c,d E -#, and s = [a, b]+[a, b]. Thus, t(J%, J?) is a Lie subalgebra of stu„(J?, —, 7). 
Next since (J2, —) is associative, it follows from Lemma 2.12 that the elements t(a, b) sat­
isfy relations (1.14)—(1.16). Thus, there exists a unique linear map r\t: (J?, J?) -—> t(J%, 2L) 
so that 

nt{(a,b))=l-t(a,b). 

Since Dab{x) = j [[a, b] + [a, 6],JC], it follows from (3.6) that rjt is a homomorphism of 
Lie algebras. 

The next two propositions are proved in the first part of Section 2 of [G]. 

PROPOSITION 3.7. (a) Each element o/stu„(J?, —, 7) can be uniquely expressed in 
theform 

(3.8) r+£r„(U,)+ E "</(*//)> 
/=2 1 </</<« 

w/zere T E f(.#, .#), si E #_. a/irf Jt,y E A. 

(b) stuw(j?,-,7) = /(^^eiij^ri/O^jeui^^^«,>•(-«) 
(c) T)t is an isomorphism of (A, J%) onto t(J%, A). 

PROOF. Except for uniqueness, (a) is proved in Lemma 2.27 of [G] (using (2.5), 
(2.6), (2.8) and (2.9)). Uniqueness follows from (3.2), (3.4) and (3.5). (b) follows from 
(a), (c) is part of the proof of [G, Theorem 2.33]. • 

REMARK 3.9. The major tool used in the proof of Proposition 3.7 is the explicit 
construction of a Lie algebra L = (J?, J?) © eu„(J2, —,7) which contains an isomorphic 
copy of stu„(J?, —,7) as a subalgebra. This is used to show that rft is injective (see the 
proof of Theorem 2.33 of [G]). 

PROPOSITION 3.10. 

ker</> = {ZKahbi) | £([<*,,*,•] + [aub{\) = <>} = -1HD1 ( * , - ) . 

PROOF. The equality is proved in Lemma 2.30 of [G]. The isomorphism is the re­
striction of rjt. m 

PROPOSITION 3.11. We have 

(3.12) eu„(^ , - ,7) = {Xe g\n(A) | 7 ~ ^ 7 = -X,tr(X) €= [* ,# ]} , 
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and 

(3.13) Z = {sln | s G A_ H center^), ns G [A, A]}. 

PROOF. Since euw(.#,-,7) = </>(stuw(.#,-,7)), it follows from (3.2), (3.4), (3.5) 
and Proposition 3.7(a) that the elements of euw(.#, —,7) are the elements of the form 

n 

sen + J2si(en ~ en) + £ (*</% ~ ^HJX^ijeji\ 
i=2 \<i<j<n 

where 5 G J?_D [J?, .#], 5/ G .#_ andxiy G J?. (3.12) follows easily from this observation. 
Suppose next that JfG Z.Then ,7 - 1 ^7 = -Xandtr(X) G [.#,.#]. SinceXcommutes 

with the elements etj — lfljxeji for 1 < i ^ j < «, it follows that X = sln, for some 
5 E J?_ so that ns = tr(Z) G [-#, SI]. SinceXcommutes with the elements (3.1) it follows 
that s G center(J?). This proves the inclusion "C" in 3.13. The reverse inclusion follows 
from 3.12. • 

PROPOSITION 3.14. We have 

center(stuw(J^,—,7)) = ker( 

= [Y,HfliM - E T\jil9s) | s G A_ Hcenter^),a,,6, G SU 
i j=2 

i 

PROOF. We first prove that ker£ equals the last set. Let X G ker£. Then, by Propo­
sition 3.7 (a), Xcan be expressed in the form 

X=Y,t{ahbi) + tJTXj{Uj)+ £ tufa), 
i j=2 \<i<j<n 

where ahb( G A, sj G #_, xtj G J?. But <j>(X) G ker(o;) = Z. Hence, by (3.13), </>(X> = 
2sln for some s G .#_ Pi center(J?) so that ns G [.#, J?]. It follows then from (3.2), (3.4) 
and (3.5) that xy = 0 for all ij. Then, by (3.4) and (3.5), 

n 

Efltf/, bt] + [ai9bi])eu + £ 2s/(en - ejj) = 2sln. 
i j=2 

Thus, £,-([fl/, 6/] + [«/, bi]) + 2 £?=2 -ty
 = 2s anc* ~~2sy = 2s for 2<j <n. Consequently, 

sy = — ̂  for 2 < j < n and E/([«/, 6/] + [#/, £/]) = 2ns. This proves the inclusion "C". 
The reverse inclusion follows from (3.4), (3.5) and (3.13). 

It remains to prove that center(stu„(.#, — ,7)) = ker£. Let X G ker£. But then by 
what we have just proved, X G T. Thus, by Proposition 2.1, [X,Uij(J%)] C u^X) 
for all / ^ j . Hence, [X9Uy(X)] is contained in ker( n *///(-#) which is {0}. So 
X G center(stu„(.#,-,7)). Conversely, letX G center(stu„(J?,-,7)). Thus, <j>(X) G 
center(eu„(-#,, 7)) = Z and so C(X) = a;(0(*)) = 0 . • 

If char(A:) | «, we now have the desired description of center(stuw(-#, —,7)). 
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COROLLARY 3.15. Suppose that char(£) | n. Then 

center(stuw(J?,-,7)) = X>(fl/,ftz) 

s G Si_ H center(j?) | 

^ _i HDi (Si, - ) 0 jl_ n center(.#). 

e £7V(U) 

PROOF. This follows immediately from Propositions 3.7 and 3.14. • 
For the rest of this section we assume that char(£) / n. Thus, as noted at the end 

of Section 2, we have a Lie algebra homomorphism r]h: (Si, Si) —•* h(Si,Si) so that 
r]h((a, ft)) = \h(a, ft). Moreover, we have the following analog of Proposition 3.7. 

PROPOSITION 3.16. (a) Each element ofstu„(J2, —,7) can be expressed uniquely in 
theform 

(3.17) H+£Tu(\,Si)+ £ %<*</). 
1=2 1 </'</'<« 

w/iere / / G /*(.#, .#), J,- G .#_ and xy G .#. 

(ft; stuw(^,-,7) = HSi,X) e u ; = 2 r l y ( i , J ^ J e Ui</<,<wu^si\ 
(c) rjh is an isomorphism of (SI, J?) twfo h(Si, Si). 

PROOF, (a) The fact that every element can be expressed in the form 3.17 follows 
from Proposition 3.7 (a) and 2.18. For uniqueness suppose that 

£*(«,,*>,)+ £7V(i,*,-) + £ M*«/) = o. 
i j=2 1 <i<j<n 

Then, by Proposition 3.7(a) and 2.18, we have £/*(«/, ft/) = 0. Thus, by Proposi­
tion 3.7(c), Ei(fl/, ft,-) = 0 and hence, by Example 1.17, £/([>/, ft/] + [«/, ft/]) = 0 and so, 
by (2.18), £,- /*(#/, ft/) = E/ t(at, ftz). Thus, uniqueness follows from Proposition 3.7(a). 

(b) follows from (a). 
(c) Only the injectivity of r\h needs to be proved. For this suppose that £/(<*/, ft/) = 0. 

Then, as in the proof of (a), we get £/ h(ai9 ft/) = £,- t(at, ft/). But by Proposition 3.7 (a), 
£/ t(ah ft/) = 0. Hence, £, /*(a/? ft/) = 0. • 

THEOREM 3.18. Suppose that (Si, —) is associative and char(fc) / « . 77ze«, 

center(stuw(.#,-,7)) = I £*(« / , ft/) £ A * A = O ^ H F ( ^ , - ) . 

PROOF. By Proposition 3.16 (c), it is enough to prove the equality. For this, suppose 
that X G center(stu„(J2, —,7)). Then, by Proposition 3.14, we have, X — £/ t(au ft/) — 
Tj=2Ty(l,s) for some ahbi G SL,s G SL_ncenter(SL) sothat£/([tf/,ft/] + [a/,ft/]) = 2ns. 
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Then, s = ± Xi([ai9bi] + [ahbi]) and so, by (2.18), X = £,/*(<*/A). But £,([<*/A] + 
[di,bi]) = 2ns G center(J?) and so E/AZ.A — 0- This proves the inclusion "C". The 
reverse inclusion follows from Proposition 3.14 and 2.18. • 

REMARK 3.19. Theorem 3.18 is false if char(£) | n. For example suppose that 
char(A:) | n and (# , —) = (k(&k, ex), where ex denotes the exchange involution. Then, an 
easy calculation, using only 1.14 and 1.15 shows that (J?, J?) = {0}. Thus, HF(.#, —) = 
{0}. However, by Corollary 3.15, we have center(stu„(J2, — ,7)) = #_, which is 1-
dimensional. 

4. The center of stU3(J2, —, 7). In this section we assume that n = 3 and that (J2, —) 
is a structurable algebra. We compute the center of stU3(J2, — ,7). Our approach will be 
similar to the approach in the previous section where (# , —) was assumed to be asso­
ciative. That approach used the three Lie algebras eu3(.#, — ,7), peu3(J?, — ,7), and an 
explicit construction of stU3(.#, — ,7) as a subalgebra of a Lie algebra constructed us­
ing (J?, J?) (see Remark 3.9). In the present generality, we no longer have an analog of 
eu3(.#, —, 7). However, we do have an analog of the Lie algebra peu3(.#, —, 7) as well as 
an explicit construction of the Lie algebra stU3(J2, —, 7) using (J?, J?). We begin by intro­
ducing these Lie algebras which we denote respectively by 3C(#, —, 7) and ^C(#, —, 7). 

We define an involution J7 on the algebra M^JZ) of 3 x 3 matrices over ft by 

y7(X) = 7 - ^ 7 , 

where Xt is the transpose of the matrix X. We put 

(4.1) <P := 2>(#,",7) := {X e M3(ft) : MX) = -X,tr(*) = 0}, 

where tr(X) = £?=1 x„ for X = (x,y) G M^ft). A general element of fP is then of the 
form 

(en ~ en)r + (eu ~ e33)s + a[23] + b[31] + c[12], 

where a, b, c G ft and r,s G #_. Here we use the notation 

«[(/] '.^aeij-in^aeji 

for a G .#, 1 < / 7^7 < 3. So we have 

(4.2) ff = (e n - e22)#_ 0 (en - e33)#_ © #[23] 0 #[31] 0 jl[12]. 

Next define A*,r G Inder(Jl, - ) for X = (jc,y), 7 = (y/y) G M3(J2) by 

1 3 

Now we can define an algebra 

(4.3) % := %£ft, - , 7 ) := Inder(J*, -)®<P 
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with the multiplication given by 

(4.4) [A +XUD2+X2] = ([DuD2] + AX]j2) + (DlX2-D2X]+[XuX2]ol 

where DjXj is obtained by Dt acting on the entries of Xj, and 

[Xi,X2]o = X\X2 —X2X\ — -Xx(X\X2 —X2X\)L 

Then we have (see [A2, Corollary 4.11]): 

PROPOSITION 4.5. %{&, - , 7) is a Lie algebra. 

REMARK 4.6. The Lie algebra 9({JZ, - , 7) was first studied by H. Asano and K. Ya-
maguti [AY], G. B. Seligman [Se], and then in its present form in [A2]. A version of this 
Lie algebra construction which works in arbitrary characteristic is given in [AF]. 

Next we put 

(4.7) K := W , - , 7 ) := <*,#) 0 <P9 

and define an anti-commutative bilinear product [, ] on %. so that 

[(a,b), (c9d)] = (Dajbc9d) + (c9DaJbd), 

[(a9b),X] = Da,bX, 

[X9Y]=Ex,Y + [X9Y]o9 

where 
1 3 

Exj := T E (xij>yji)> 

for X = (xy) and Y = (y,y). The fact that there is a unique well-defined product with these 
properties follows from (1.22) and the existence of the map p: (SI, J%) —• Inder(j?, —) 
defined in Section 1. Moreover, we have a ^-linear map a: %{&, — ,7) —> %i^L, — ,7) 
defined by 

^ i ' i 

for a,, bf G J? and X G fP. By the definition of the products, cr is an algebra homomor-
phism. Moreover, a is surjective with kernel HF(J2, —). 

PROPOSITION 4.8. %, w a Lie algebra under the product [, ] defined as above. 

PROOF. Let J(x,y,z) = [[x,x|,z] + [[y,z],jc] + [[Z,JC],J] for x,y,z G X Then / 
is an alternating function of its variables. We want to show that J(x,y,z) = 0 for all 
x,y9z G $C- Now aJ(x,y,z) = 0, and so J(x,y,z) G (-#, A) for allx,j,z G ^ . We denote 
by K the projection of %^ onto (J2, J?) relative to the decomposition %, = (J?, .#) 0 IP. 
Then ft («/(*, j ,z)) = ./(JC,J>,Z). Hence, it suffices to show that K,(j(x,y,z)) = 0. Thus, it 
suffices to show that K applied to each of the following is (0): 

J((A, A)9 < *, #) , <*, * » , J((A, *>, <*, *>, n 
J{(&, A), 2>, <P) and J((P, V, 2). 
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But JiiSLJZ), {A, A), (SI, A)) = (0) by Proposition 1.25. Also J((A9A)9(A9 A)9P) 
C ¥ and hence K(J((S19 SA)9 (A9 A)9 T)) = (0). Thus, it remains to show that 

(4.9) K (J((A, SA)9 &9 V)) = (0), and 

(4.10) K ( J ( 2 \ 2 \ ! P ) ) = ( 0 ) . 

We first consider (4.9). If X = {xtj)9 Y = (y/y) G <P9 

J((a9b)9X9 Y) = [DaJbX, Y] - [Da,bY9X] - [(a,b), [X9 Y]} 

= EDabX,Y + EXj)abY - [(a, b),EXj] (mod T). 

So now we have to show 

(4.11) [{a, b)9EXJ] = EDabXJ + EXJ)abY, 

for*, 7 E £ \ Indeed, 

[(a9b)9EXJ] 
1 3 

1 i V = l 

1 3 
0 £ ((Da,bXij,yji) + (xij9Daibyji)) = EDabXJ + EXjc>a 
1 ij=\ 

J-

For (4.10), we letX, Y9Z G 2>, then 

[[X9Y\9Z]=[EX,Y + [X9Y\O9Z] 

= [£jr,y,Z] + %>y]0fZ + [[X, 7]o, Z]Q = E{x^z (mod <P). 

Hence /«([[*, Y]9Z]) = E[X,Y]0,Z- But if a G .#, Z G IP, we obtain 

£*/,z - \ £ <(«%,*/«•> = x £<*>*«> = ^<*,tr(Z)> = 0. 
z i V = l z 1=1 z 

It follows that E[X,Y]0yz = EXY-YXZ and thus (4.10) is equivalent to 

(4.12) EJCY-YX,! + EYZ-ZYJC + EZX-XZ,Y = 0, 

forX, Y9ZE(P. In fact, if X = (peg), Y = (ytj)9 Z = (Zij)9 

E)CY-YX,Z + EYZ-ZYJC + EZX-XZ,Y 

= ~ £ (*i*y# - ^ % ' z y < ) + o £ 0 ^ z * / - zikyig>Xji) 
\<ij,k<3 

1 
1<IV\JK3 

+ x £ (z'*% _ xikzkj9yji) 
\<ij,k<3 

~ £ (xikyk/,Zji) + - £ (yucZkjiXji) + - E (ztkXkj,yji) 
Z l < y , ^ < 3 Z l<y ,*<3 Z l<y,A:<3 

- ~ E ( y / j R / ^ y / > + ~ E (zikykj,xji) 
V Z l<y,A:<3 z l<y,A:<3 

+ ~ E fo*^^}) 
z l<y , JK3 V 

Fx-F29 
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where 

F i = o E (*ikyig,zJi) + ~ E (yikZkj,Xji) + ~ E (^*%>.fy) 
z l<y^<3 z 1<«M<3 z 1<«V,*<3 

= 0 E (* /o^y / ) + ~ E {yk?ji,Xik) + ~ E {zjiXik,ykj) 
L \<ij,k<3 L \<ij,k<3 L \<ij,k<3 

= o E ((xiky/g,Zji)+ (ykjZjhXik) + (zjixik,y/g)) = 0. 
Z 1<V,*<3 

Similarly, F2 has the obvious meaning and, as for F\, we get F2 = 0 as desired. • 
By the universal property of stu3(.#, — ,7) there is a unique Lie algebra homomor-

phism v\ stu3(.#, - , 7) —> 3C(-#, - , 7) so that 

K"iy(fl)) = flt^ 

for a E A, 1 <i^j<3. 

PROPOSITION 4.13. £ac/* element o/stu3(.#, — ,7) c#« 6e expressed uniquely in the 
form 

(4. 14) / / + r i 2 ( l ,S 2 ) + r i 3 ( l , 5 3 ) + Wl2(*12) + W23(̂ 23) + Wl3(*13), 

whereH E h(J%,J%), S2,s^ E J?_ flw/jci2,X23,*i3 E .& 77w.s, 

stu3(J?, - ,7) = h(su %) e r12(i, -a.) e r13(i, AJ e w23(^) 
(4.15) 

®U3i(Sl)®Ui2(Jt). 
Moreover, 

(4.16) v(Ty(l9sj) = 2s(en-ejj). 

for s E .#_, j = 2,3, a«d 

(4.17) v(h(a,b))=Da,b 

for a,b E J^L 

PROOF. First of all 

i/(Tij(a,bj) = K\ij],b\ji\ + [«&1,6D*]]0 

= -(Z>flj + Z\*) + e„(flA - &) + ejj(ab - to) 

(4.18) 1 . . 
— -(ab — ba + ab — ba)I 

= Da$ + eu{ab — ba) + ejj(ab — ba) — -([a, b] + [a, b])I. 

for fl,feEi?, 1 7^7. In particular, 

(4.19) i /(^(l ,c)) = ( c - c ) f e - % ) . 

https://doi.org/10.4153/CJM-1996-023-6 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1996-023-6


468 BRUCE N. ALLISON AND YUN GAO 

for c £ J?, and so we have (4.16). Also, using (4.18) and (4.19), we have 

v(t(a9b))=v(TX2(a9b)-TX2(\9ba)) 

= Dab + e\\(ab — ba) + e22(ab — ba) 

- \([a9 b] + [a, b])I -(eu- e22)(ba - ah) 

= Da,b + ^ (en ~ e22)([a9 b] + [a, b]) 

+ ^(en-e33)([a,b]^[a,b]). 

Hence, by (4.20) and (4.19), we have 

i/(A(a,fe)) = i/(/(a,fc) - | r 1 2 ( l , [a,6]) - |^13(1, [«,&])) = £>a^, 

which proves (4.17). 
Next, the fact that every element of stU3(A9 —, 7) can be expressed in the form (4.14) 

follows easily using Proposition 2.1, (2.5), (2.6), (2.8), (2.9) and (2.18). Uniqueness of 
this form follows then from (4.16) and (4.17). This concludes the proof of the first state­
ment. The second statement follows from the first. • 

By the universal property of sui3(.#, — ,7) there is a (unique) Lie algebra homomor-
phism T: stu3(.#, —, 7) —• 3JX#, - , 7) such that 

r{uij(a)) = a\ij] 

foraeJZ,\ <i^j<3. 

PROPOSITION 4.21. The map r\h (defined in Section 2) is a Lie algebra isomorphism 
of (J?, A) onto h(!A9 J3). Moreover, r is an isomorphism ofstn^Ji, —,7) onto %. 

PROOF. Exactly as in the proof of Proposition 4.13 (with A replaced by E and Da$ 
replaced by {a, b))9 we establish the formulas 

(4.22) r(Ty(\9s))=2s(en-eMy 

for s £ !A_9j = 2,3, and 

(4.23) r(h(a9b)) = (a,b). 

Thus, r{h(!A9 J?)) = (J3, J?) and r restricted to h(Si9 J%) is an inverse of 77/,. This proves 
the first statement, and the second statement follows using (4.22), (4.23) and Proposi­
tion 4.13. • 

THEOREM 4.24. We have 

center(stu3(^,-,7)) = keri/ = {£*(««,*«) | £ A*,A = o) ^ HF(J*,-). 
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PROOF. Let Z denote the center of stu3(J3, - , 7). Since ken/ C f and [T, w/y(J?)] C 
utj(Ji) for all i 7^7, it follows that kerz/ C Z. On the other hand, one easily checks that 
^C(J?, —,7) has zero center. Hence Z = keri/. This proves the first equality. The second 
equality follows from Proposition 4.13. The final isomorphism is the restriction of ry/,. • 

REMARK 4.25. If (J?, —) is associative, it follows from the first equalities in Theo­
rem 4.24 and Proposition 3.14 that 

flCtfl, - , 7 ) ^ stu3(J?, -,7)/center(stu3(^, - , 7 ) ) ^ peu3(J?, - ) . 

(See[AF],p.9.) 
We conclude the section by noting that Theorem 4.24 together with Theorem 3.18 of 

the previous section establish Theorem A in the introduction. 

5. Coverings of stu3(J2, —, 7). We begin this section by recalling a few facts about 
central extensions of Lie algebras. A good reference for these facts is [Ga, pp. 13—15]. 

Suppose that Q is a Lie algebra. A central extension of Q is a pair (</,7r), where 
7r: Q —> Q is a surjective Lie algebra homomorphism whose kernel lies in the center of Q. 
A covering of Q is a central extension (£7,7r) of Q so that £7 is perfect, i.e., [Q, Q\ = £7. 
A universal covering of (7 is a covering (£7,7r) of £7 such that for every central extension 
({7, T) of £7 there is a homomorphism 1/;: £7 —> £7 so that TO -0 = 7r. If ((7,7r) is a universal 
covering of Q, then 

H2(^)^ker7r, 

where Hiity is the second homology group of Q. (See [Ga, p. 13] and [KL, p. 123].) 
Now it is clear that if Q has a universal covering then Q is perfect (in fact this is true if 
Q has any covering at all). Conversely, it is shown in [Ga] that if Q is perfect, then Q 
has a unique universal covering (up to isomorphism). 

A perfect Lie algebra Q is said to be centrally closed (or simply connected) if every 
central extension of Q splits. We then have the following characterization of universal 
coverings (see [Ga, pp. 14—15]): 

LEMMA 5.1. Suppose that (£7,71-) is a covering of Q. Then, ((7,71-) is a universal 
covering of Q if and only if Q is centrally closed. 

Our goal in the rest of the paper is to compute H2 (stu„(.#, —, 7)). If n > 5, it is shown 
in [G, Theorem 2.37] that H2(stun(J?, - , 7 ) ) = {0}. In this section, we will show that if 
n = 3 then we also have H2(stu3(J?, — ,7)) = {0}. In the final section, we will treat the 
case when n = 4. 

For the rest of the section then we will assume that n = 3 and that (J2, —) is a struc-
turable algebra. For brevity, we put 

£ = stu3(.3,-,7). 

In order to prove that £12(̂ 7) = {0}, it is necessary and sufficient, by Lemma 5.1, to 
prove that Q is centrally closed. 
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LEMMA 5.2. Let (M = u\3(J%) 0 u23(^L). Then, 

(5.3) [[M,M]9M]c<M 

and 

(5.4) Q=M®[M,Ml 

PROOF. From (stu3) and Proposition 2.1 clearly [fW, fW] = T 0 wi2(-#) and thus 
(5.3H5.4) follow. • 

Now put D = ad(u\2(lj) and<5 = 7 i 7 ^ . Then 

D(uu(a) + «23(*)) = Su23(a) + Mi3(6) = uu(b) - 8u2?>(a\ 

and hence 

£>2(wi3(tf) + «23(*)) = -<5«13(fl) - l>U23(b). 

So we have DL\U = —81. In otherwords 

(5.5) (D2 +67)1^=0. 

We claim 

LEMMA 5.6. 77ze restriction ofD(D2 + 467) to [fW, fW] w zero. 

PROOF. For this we can extend the base field and assume that — 8 = a2 for some 
a ^0 e k. Hence, by (5.5), Z)2 - a2/! = 0. It follows that D| is diagonalizable with 
eigenvalues ± a so that we can write 

M = !Ma 0 M-a, 

where 51^, fWla are the eigenspaces for Z ) ^ . But then 

[M9 af ] = [i»4, f»4] + [f»4,fMlj + [<MLa, fMlj. 

Therefore, 
(D-2aI)D(D + 2aI)\[MM]=0 

which gives the desired result. • 
It follows from (5.4H5.6) that 

(5.7) D(D2 + 6I)(D2 + 467) = 0. 

Moreover, the polynomials A, A2 + 8 and A2 + 48 are pairwise relatively prime. Thus, we 
have 

(5- 8 ) £ = (?(A2+«5) ® £(A) ® £(A2+4<5)> 
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where Q(p(\)) is the null space of p(D), 

(5-9) M=QQ?Mi), 

and 

(5.io) [M,M] = g{X)®g{X2+4Sy 

Now, in order to prove that Q is centrally closed, we assume that (Q, IT) is a central 
extension of Q with kernel V. Thus, V is contained in the center of Q. Our goal is to 
show that the homomorphism TT splits. 

Choose x G Q so that 7r(Jc) = W12O). Let D — ad(x). Then, by (5.7), 

D02 + 8[){& +48I)Q(ZV. 

Since ^ is central and so bV — 0, we have 

D2(D2+^/)(D2+46/) = 0. 

But the polynomials A2, A2 + 8 and A2 + 48 are pairwise relatively prime. So we obtain 

(5- 1!) £ = (̂A2+5) © £(A2) © G(\2+46)> 

where (^A) is the null space ofp(D). 
Now clearly 7r(^(A2+(5)) C g{X2+6) and IT{g{Xi+AS)) C g{X2+AS). Moreover, it follows 

from (5.8) that (̂A) = Qixy Hence, we have 

As 7r is onto it follows from (5.8) and (5.11) that 

(5.12) 7r(^(A2+45)) = £(A2+45)> 

( 5 - !3 ) 7r(^(A2+^) = g^L+s), 

(5.14) 7r(^(A2)) = g(X). 

So now we put M = g^+s), then, by (5.9) and (5.13), we have 

(5.15) TT(9&) =<M = UI3(A) 0 u23(A)-

LEMMA 5.16. [[9&, M\ M] C fAf. 

PROOF. For this we can assume again that — 8 = a2, where a ^ 0 E £. Thus, 
££ + £ 7 | ^ = 0 im p i i e s 0 _ aj)0 + a / ) | ^ = o. so we have 

https://doi.org/10.4153/CJM-1996-023-6 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1996-023-6


472 BRUCE N. ALLISON AND YUN GAO 

where M±a are the eigenspaces of Z)|^v. It follows that 

[[f*f, Ml M) = [[<*&, 5i4], f*4] + [[f»4,!*&], *£-«] + [[3fc, ^ « ] , flfe] 

+ [[3i4,fMLj, fWLa] + [[5iLa, fWLj, 3fc] 

+ [[5iLa,3iLa],fML4 

For any JC,J>,Z G fW", it follows from (5.3) and (5.15) that there is a w G M such that 
[[jt,Xl,z] — w G ^ . If Jt,j>,z G !A4, we have 

Dw = D[[x9y],z] = 3a[[x9y]9z] G M9 

and so [[JC,)>],Z] = (3a)-1Z)w G Z)fW" C M. A similar argument covers the other cases 
for x,>>,z and so we get (5.16). • 

LEMMA 5.17. We can choosepreimages iiij(a) ofuy(a) in Q under ir so that 
(i) a \—» Uij(a) is linear, 

(ii) Uij(a) = -la^ujiia), 
(Hi) [u\2(a)9U23(b)] = iin(ab), and 
(iv) [U2\(a),un(b)] = u23(ab\ 

for distinct ij and a,b G SI 

PROOF. By (5.15), using a basis for SI, we can choose un(a), #23(6) G M so that 

7r(wi3(a)) = u\3(a), 7r(u23(bj) = u^{b\ 

and (i) holds for (/,/) = (1,3) and (2,3). Then choose W31 (a) and #32(6) so that (ii) holds 
for (/j) = (1,3) and (2,3). Put u{2(a) = [iin(a)9u32(\)] andw2i(a) = -l2l^

xun(a). 
Thus we have (i) and (ii). 

Now 

[fil2(fl),«23(6)] = [[fil3(fl),«32(l)],«23(ft)] = " W ^ [[«13(<0, W23(l)], ifotfO] 

and so by Lemma 5.16, \u\i(a\ #23(6)] € ^ - On the other hand, 

|wi2(a),W23(6)] = «i3(fl6) + v(fl,6) 

for some v(a9 b) G V. Hence, 

v(a9b) = [u\2(a)91123(b)] - u\*(ab) G M = £(A2+£3). 

But of course Z)v(a, Z?) = 0 and so v(a9 b) G Q^y It follows that 

v(a9b)e ^(A2+5) PI ^(A2) - (0), 

and so we have (iii). Similarly, 

[U2\(a)9ui3(b)] = -727r1[wi2(«),wi3(^)] = -727r1[[wi3(«),w32(l)],wi3(ft)], 

and so as above [u2\(a)9 u 13(b)] G M. Again, 

[U2\(a)9un(b)] = u23(ab) + v'(a9b) 

for some v'(a9 b) G V. Then, v'(a, b) E 0i{ and v'(<z, 6) = 0 as above. This completes 
the proof. • 

Now we are in a position to prove the following: 
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THEOREM 5.18. If {Si, —) is a structurable algebra, then stii3(y?, —,7) is centrally 
closed and hence 

H2(stu3(J?,- ,7))={0}. 

PROOF. AS we have already noted, it is enough to show that the central extension 
(^,7r) of ^splits. 

Let Uij(a) be the preimage of Uy(a) in Q under IT chosen as in Lemma 5.17. Also, 
replacing 94 = uu(ty 0 1*23(•#) by 94 = unity © unity (correspondingly, D — 
ad(un{l)) by D = ad(uu(l))) in the procedure (5.2) through (5.17), we can choose 
u'ijia) as the preimage of Uy{a) in Q under IT satisfying 

a 1—* u'ijia) is linear, 

u'ij{a) = -injlu'ji{a\ 

[u'l3(a)9 u'32(b)] = u'n{ab\ and 

[u3l{a),u'l2{b)] = u'32{ab). 

Note that 7r(wy(fl)) = Uy(a) = 7r(w»(a)), so we have Uij{a) — w,y(tf) G ^ . Therefore, 
if we choose uf{2(a) = u'X2{a\ u"3{a) = un(a) and u23(a) = #23(0), and then choose 
u2\(a)9 u3l(a) and u32(a) so that (stul) holds, then the elements ufy(a) for a e J%, 1 < 
i ^ ;* < 3 satisfy the defining relations (stul)-(stu3). Actually we get (stu3) first for 
(z'J, A:) = (1,2,3), (2,1,3) and (1,3,2). The other cases of (stu3) follow from these using 
(stul) and (stu2). Then by the universal property of stU3(J2, —, 7), there exists a (unique) 
Lie algebra homomorphism 

V>:stu3(^,-,7)-+£ 

such that ^(w//(a)) = u"j{a). Evidently, ir o i/j = id which implies that the original 
homomorphism splits. So stU3(J?, —, 7) is centrally closed. • 

In view of Theorem 4.24, we obtain the following corollary of Theorem 5.18: 

COROLLARY 5.19. The pair (stU3(J2, —,7),^) (defined in Section 4) is a universal 
covering of %{%-> — > 7) and hence 

H2(5C(J?,- ,7))^HF(J?,-) . 

REMARK 5.20. Theorem 5.18 generalizes a result in [G] in which it is assumed that 
(J2, —) is associative and J?_ contains an invertible central element. 

REMARK5.21. If7 = diag(l ,- l , l) , then!?C(^[,- ,7)^ ! £ ( # , - ) , where 3C(J?,-) 
is the Z-graded Lie algebra obtained from (J2, —) using the Kantor construction [A2, 
Theorem 2.2]. Thus, it follows from Corollary 5.19 that 

(5.22) H 2 ( ^ C ( ^ , - ) ) ^ H F ( ^ , - ) . 
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In particular, if Si is a linear Jordan algebra and — is the identity involution, then 
(KSSi9 —) = %iSA)9 where %{%) is the classical Tits-Kantor-Koecher Lie algebra con­
structed from SA [J, Section 8.5], and hence (5.22) gives a determination of H2(^C(-#)). 

REMARK 5.23. Suppose that $ is an alternative algebra. Let st3(#) be the Steinberg 
Lie algebra of $ (see for example [AF, Section 7] or [BGKN, Section 2] for the definition 
of st3((8)), and let psl3($) be the quotient of st3((B) by its center. The second homology 
group of the Lie algebra psl3((8) has been calculated in [BGKN, Section 2]. The same 
result can also be obtained from Corollary 5.19 using the fact that st3($) is isomorphic 
to stu3($ 0 (B°P, ex, 73), where $°P is the opposite algebra of # and ex is the exchange 
involution [AF, Theorem 7.1]. 

6. Coverings of stU4(J ,̂ —,7). Throughout this section we assume that (J2, —) is 
associative and (except in the final corollary and example) that n=4. We will compute 
H2(stU4(^,-,7)). 

Let J be the subspace of !A 0* A spanned by the following elements: 

a <g> b + b ® a, 

db (g) c + be <S> a + ca 0 b, 

(c(ab -~ab) + (ba - ba)c) <g) d9 

for a9 b,c,d e Si. Define L(J2, —) := ^ ^ to be the quotient space and write £(a, b) = 
a<g)b+J. Then 

(6.1) l(a9b)+e(b,a) = 09 

(6.2) l(ab9 c) + £(5c, a) + £(ca, 6) = 0, 

(6.3) I (c(ab - ~ab) + (6a - te)c, d) = 0. 

Next we collect some identities which can be easily derived from (6.1)—(6.3). 

LEMMA 6.4. For a9 b9c9d E Si, we have 

(6.5) l(a9b)=l(a9b)9 

(6.6) £(«£, c) + t(bc9 a) + £(ac, i ) = 0, 

(6.7) £ ((c - c)a + a(c - c\ b) = 0, 

(6.8) l(a9 (c - c)b) -l((c- c)a9 b) = 0, 

(6.9) l([c9 d]a + [c, </]«, b) = 0. 

PROOF. Taking b = c = 1 in (6.2) gives £(a, 1) = 0 and so 1(19 a) = 0. Now taking 
c = 1 in (6.2) and using (6.1) yields (6.5). Substituting a by a in (6.2) and then using 
(6.5) gives (6.6). (6.7) follows from (6.3). Replacing c by c in (6.6), we have 

t{ab9 c) + l(bc9 a) + l{ac9 b) = 0. 
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Combining this with (6.6) and using (6.5) and (6.7) gives (6.8). Finally, by (6.7) 

l(c(ab -ab) + (ab - ~ab)c, d) = 0, 

and combining this with (6.3) gives (6.9). • 

REMARK 6.10. If J? is commutative, then (6.3) can be deduced from (6.1) and (6.2). 
Let 

£ = S t U 4 ( . # , - , 7 ) . 

Our goal is to show that H2(^) = L(JZ, - ) . 
By [AF, p. 3], we know that Q is ~L\-graded Lie algebra such that deg(w,y(a)) = e,-+ey, 

where e, = (0, • • •, 1, • •, 0) with 1 in the /-th place. Moreover, by Proposition 2.1, 

Q = St!l4(-a, -,l)=Qo® U £,-*, 
l<K/<4 

where 

g0 = <T= £ [uijW,Uji(Sl)] and & * , = %(*)• 
i<i'<y'<4 

Thus, by Proposition 3.7(b), we have 

(6. ii) g0 = t(j*,x) e r12(U.)er13(U.)®ri4(u.). 

We now define an anti-commutative bilinear bracket on the vector space 

£ = L(J?,-)0stU4(.#,-,7) 

by 

(6.12) [ L ( * , - ) , £ ] = (0), 

(6.13) [x,y] = the product [x,y] in g for x e ga, y G Q^ a + /? ^ e, 

(6.14) [ii12(£i),«34(A)] = ^ , 6 ) , 

(6.15) [«24(a),«i3(6)] = -Ull2i(a,b\ and 

(6.15) [«32(«),M*)] = - ^ 6 ) , 

where 
e = ei +62+^3 +e4. 

Then ^ is a Z^-graded algebra with g0 = (70, (fo+e,- = (je,+e, and ^e = L(.#, —). 

PROPOSITION 6.17. ^ w a Lie algebra. 

PROOF. Since g is a Lie algebra, to prove the Jacobi identity in g it suffices to check 
J(x,y,z) = 0 for deg(x) + deg(y) + deg(z) = e. We can also assume that deg(x), deg(y) 
and deg(z) are not equal to e. This leaves only two possibilities: 

Case 1: deg(x) = e, + ey, deg(y) = e* + e/ for distinct i,j, k, /, and deg(z) = 0; 
Case 2: deg(x) = e; + ey, deg(y) = e,- + e*, deg(z) = e, + e/ for distinct ij, k, I. 
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For Case 1, we assume that {ij} = {1,2}. We omit the other 2 subcases when {i,j} = 
{1,3} or {1,4} since they are very similar (although not identical). Thus, we suppose 
that JC = un(a) and y — 1124(b), where a9b G Si. By (6.11), we can assume that either 
z - t(c9 d)9 where c, d G Si, or z = Ty(c)9 where 2<j <4 and c e Si. When z = J(c, d)9 

then, by (2.10), (2.11) and (6.9), we have 

J(x9y9z) = [[t(c,d),un(a)lu34(b)} = £([c,a> + [c,d\a,b) = 0. 

Whenz = 712(l,c),by (2.3) and(6.7), 

J(x9y9z) = [[Ti2(l,c),u\2(a)]9UM(b)] = l((c - c)a + a(c - c\b) = 0. 

Whenz = r13(l,c), by (2.2), (2.5) and (6.8), 

J(x9y9z) = [[1134(6), r13(l,c)], w12(a)] + [ri3(l,c),i*i2(a)],M&)] 

= [«34((c - c)Z?), wi2(a)] + [u\2((c - c)a)9u34(b)] 

= -t(a9 (c - c)b) + £((c - c)a, Z>) = 0. 

Whenz = 714(l,c), by (2.2), (2.5), (6.7) and (6.8), 

J(x9y9z) = [[1134(6), Tu(l9c)]9un(a)} + [[Tl4(l9c)9uu(a)]9u34(b)} 

= I (a, b(c - cj) + t((c- c)a9 b) = 0. 

For Case 2, we assume that / = 1. We omit the other 3 subcases since they are very 

similar. So we suppose that x = u 12(a), y = uu(b) andz = u\4(c)9 where a9b G Si. 

Then, using (6.5) and (6.6), 

J(x9y9z) = [[u\2(a)9u\3(b)]9u\4(c)\ + [[1/13(6), "14(c)], 1*12(0)] 

+ [[ui4(c)9ui2(a)]9u\3(b)] 

= 717^ [ M M , "14(c)] - 7i73
_1[w34(^), i/12(fl)] 

+ 7i7^[w24(ac),wi3(6)] 

- liljl(-l(Ba9c)+ l(a9bc) - £(ac9b)) 

= l\lil(-l(ab9c)- l(bc9d)- l(ac9b)) =0 m 

Define 7r: Q —> (7 by 7r(L(J?, —)) = (0) and 7r| g = id. Then, it follows from Proposi­
tion 6.17 that (Q9 7r) is a covering of £7. We will show that (Q9 IT) is the universal covering 
of Q. To do this, we define a Lie algebra tf to be the Lie algebra generated by the sym­
bols Ujj(a)9 a G Si9 1 < / ^j < 4 and the vector space L(-#, —), subject to the relations: 

(still*) 4 ( a ) = i ^ ^ T , " 1 * ) , 

(stu2*) a 1—> u\j(a) is a A:-linear mapping, 

(stu3«) [4(a), uj.k(b)] = u\k(ab\ for distinct ij9 k9 

(stu4*) [L(SL9 - ) , u]j(d)] = 0, for distinct ij, 

(stu5«) [i/«2(a),44(fc)] = £(a,fo), 

(stu6«) [14(a), 1^3(6)] = -73"172£(a, 6), 

(stu7«) [u\2(a)9 u\4(b)] = -£(a9 b). 
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where a, b G Si, 1 < i,j, k < 4. Clearly, there is a unique Lie algebra homomorphism 
^\Cfr-^Q such that (̂w£-(tf)) — "//(«)• We claim that -0 is actually an isomorphism. 

LEMMA 6.18. IJJ:C^ —* Q is an isomorphism. 

PROOF. Let 7|(<z, b) = [u\j(a), u^(b)]. Then one can easily check that for a, b G Si 
and distinct ij, k, one has 

(i) 7j(fl,&) = - 7 { ( M ) = 7 j ( a , 5 ) , 

(ii) 7}<a6,c) = 7*l(fl,AC) + 7j(i,ca), 

(iii) 4 ( l , c ) = - 7 j ( l , c ) - 7j(c, 1), and 

(iv) 7}.(l,a) = 0 , i fa€J l f . 
Indeed, the proof of (i)~0v) is t n e s a m e a s t n e proof of [G, Proposition 2.17]. Put 
fi(a,b) = l\j(a,b) - l\j(l,ba) for a,6 € ft, 2 < j < 4. Then, as in the discussion 
following [G, Proposition 2.17], it follows that fi(a, b) does not depend on the choice of 
/ Also, one easily checks (as in [AF, Lemma 1.1]) that 

l</</<4 

where 

&••= E t4(^),4(^)]. 
l</</'<4 

It then follows from (i)-(iv) above that 

T ^ ^ C ^ ^ + ^ C l ^ J + ^ C l ^ J + ̂ Cl,^,) 

where fi(Ji,Ji) is the linear span of the elements fi(a,b). So by Proposition 3.7(a) it 
suffices to show that the restriction oft/; to $(SA, J?) is injective. 

Now the argument given in the proof of Proposition 2.12 shows that the elements 
fi(a,b), a,b G SI, satisfy the relations (1.14)—(1.16). Thus, it follows from Proposi­
tion 3.7 (c) that there exists a linear map from t(SL, S%) to t\Si, SR) so that t{a, b) —» fi(a, b) 
for a,b G Si. This map is the inverse of the restriction oft/; to fi(Si, S%). • 

THEOREM 6.19. ( Q, IT) is the universal covering ofs\^(Si, —, 7) and hence 

H 2 ( s tU4(^ , - , 7 ) ) ^L(^ , - ) . 

PROOF. Suppose that 

0 —• V —• Q - ^ stmCfl, - , 7) —> 0 

is a central extension of stU4(J2, —,7). We must show that there exists a Lie algebra 
homomorphism A: Q —» £7 so that r o A = 7r. Thus, by Lemma 6.18, it suffices to show 
that there exists a Lie algebra homomorphism £: Gfr —» £7 so that r o £ = TT O t/;. 
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Using a basis for !A, we choose a preimage w,y(a) of Ujj(a) under r, 1 < / ^ j < 4, 
a G J?, so that the elements w,y(a) satisfy the relations (stul^) and (stu2^). For distinct 
Uj,k9 let 

[iiijia), ujk(b)] = uik(ab) + vj^a, fc) 

where ^ , 6 ) G ^ . Take / £ {/j,fc}. Then 

[w/i(̂ )» [«i/(«)9 «/Jt(*)]] = [w//(c),%(afe)]. 

But the left hand side is, by the Jacobi identity, 

[[uii(c)9Uij(a)lUjk(b)] + [uijiaXluuicXujkib)]] = [uij(ca),uJk(b)] 

as [uu(c\ Ujk(b)] G V. Thus 

(6.20) [uu(c\ uik(ab)] = [uij(ca\ ujk(b)]. 

In particular, [w/,(c), %(&)] — ["#(<?), W/*(6)]. It follows that v^c,^) = v^c,^) which 
shows that vl

llc is independent of the choice of/. Setting v/^(c, 6) = v} (̂c, Z>), we have 

(6.21) [uu(c\ uik{b)] = %(cZ>) + vtt(c, fc). 

Taking c— 1, we have 

(6.22) [uu{\\ uik(b)] = ulk(b) + vlk(l,b). 

Now for / > k, we replace %(&) by %(&) + v^(l,Z>), and then we rechoose uki(b) = 
—~idjxuik(b). Then, the new elements w,y(6) still satisfy the relations (srultt) and (stu2tt). 
Moreover, we have for / > k that 

(6.23) [uu{\\Uik{b)\ = uik(b). 

We next check that (6.23) holds for / < k. In fact, using (6.20) and k > I we have 

[uu(l),Uik(b)] = [uij(b),ujk(l)] = [-inylUji(b),-lj%lUki(\)] 

= -7/7^[%(l),wy/(£)] = -Wtlukl(b) = uik(b). 

It follows from (6.20) and (6.23) that 

(6.24) [uij(a)9 ujk(b)] = [«/,•( 1), uik(ab)] = iiik(ab) 

for a,b G J? and distinct / j , A:. Thus, the elements w//(<z) satisfy (stu3^). 
Next for distinct ij, k, /, 

[Uij(ab\uki(cd)\ = [[Uik(a\ukj(b)luki(cd)] 

= - W / 1 [%(<*), «,-/(&**)] - [uig(b)9 Uji(acd)]. 

Meanwhile, 

[fi,y(fl*),M^] = [[Uii(<*\uij(b)luki(cd)] 

= [Ukj(cdb\ uu(a)] - ICiJl [uij(b), uia(cda)]. 
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Also, using (6.25), 

[Uij{ab\ukl(cd)~\ = -[uki(cd)9Uij(ab)] 
(6.27) , 

= 7/7/ [utd(c\ uij{dab)] + [ua{d), U/g(eab)]. 

Taking a = b = d=lin (6.26) and (6.27) and subtracting gives us 2[w//(l), %(c)] = 0. 
It follows that 

(6.28) [Uij{\\ uM{a)] = [utjial ukl(l)] = 0 

for a E J? and all distinct ij, k, I. But then taking b = d = 1 in (6.25), we get 

(6.29) [%(a), uji(c)] = - irWyp^fl) , «tf(c)], 

while taking a = </ = 1 in (6.25), we obtain 

(6.30) [iikf(b)9 uu{c)] = -[ugJ(b), uki{c)l 

It follows from (6.29) and (6.30) that (6.25) and (6.26) become 

^ 1 U [Uij(ab\ uki(cd)] = [Uij(a)9 uki(bcd)] + [w/y(ft), uki(acd)] 
(6.31) 

= -[Uij(cdb),uki(a)] - [Uij(adc\ukl{b)\ 
Letting b = c = 1 in (6.31) gives 

(6.32) [Uij(a\ uki(d)] = -[%(</)> %(<*)], 

while letting d = 1 in (6.31) gives 

(6.33) [«//(tfft), %(<?)] = [Uij(a)> uki(bc)] + [fi,y(ft), uki(ac)]. 

Finally, we have, using (2.3), 

(6.34) [uij{{ab - db)c + c(ba - bd))9uu(d)] = [[f^a,ft),fiiy(c)],ukl(d)) = 0, 

where f^a, ft) = [Uij(a)9 w//(ft)]. 
Now put 

i(a9b)=[ui2(a)9uM(b)] 

for a9beA. Then, by (6.32),(6.33) and (6.34), we have 

(6.35) l(a,b)+£(b,a) = 0 

(6.36) l(aft, c) = l(a, be) + l(ft, ac\ and 

(6.37) I ((aft - ab)c + c(fta - fta), d) = 0, 

for a, b,c,d e SI. Putting 0 = ft = 1 in (6.36) gives £(1, c) = 0, and so putting c = 1 in 
(6.36) gives l(a9 ft) = I(q9 ft). But then l(d, be) = l(a9 be) and l(b9 ac) = l(b9 ca). Thus, 
(6.36) becomes 

(6.38) l(ab9 c) + £(bc, a) + l(ca9 ft) = 0 
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for a, b, c G .#. Let L(J%, —) be the space spanned by the elements l(a9 b), a,b e J%. It 
follows from (6.35), (6.37) and (6.38) that there exists a linear map from L(J?, —) onto 
L(^[, - ) so that £(a, b) \-•> £(a9 b). But since [u 12(a), 1134(b)] G V for a9 b G .#, we have 
[L(-#, —), w,y(fl)] = (0). Moreover, using (6.29), we have 

[U24(a\ui3(b)] =727417i7r1
 ["42(A), «3i(*)] = -%ll\[uA3(a)9U2i(b)] 

= -73"
172[w34(«),w12(^)] = 7r172<(6,fl) = -ljll2t(a9b)9 

and, by (6.30), 
[u32(a),u\4(b)] = -[un(a),U34(b)] = -l(a9b). 

Thus, the elements w,y(a) and £(#,&) satisfy the relations (stulti)-(stu7N), and so there 

exists a Lie algebra homomorphism £: ^ —* ^ so that £(iA(a)) = «//(«) for \ <i ^ 

j < 4 and a € ^ . But then r o ^(uUafj = r(tt,y(a)) = «//(<?) and 7r O t/;(w?.(a)) = 

n(uij(a)) = M,y(a), and thus r o £ = TT o 1/; are required. • 
We note that Theorem 6.19, together with Theorem 5.18 in the previous section and 

Theorem 2.27 of [G] (which treats the case n>5) establish Theorem B of the introduc­
tion. 

As a consequence of Theorem 6.19, we also obtain the following result which was 
proved in [G,Theorem 2.46]: 

COROLLARY 6.39. Suppose that J%_*J?L=JZL, where * is the Jordan product a*b = 
\(ab + ba) and JZL_*J% = {£t at * bt \ at G !A_9 bt G A). Then stii4(-#, —,7) is centrally 
closed. 

PROOF. It follows from (6.7) that L(A9 - ) = (0) and hence Q = Q. • 
Clearly, if (.#, —) is an associative commutative algebra with identity involution, then 

L(J?, —) = Ql^/dSl. This explains a counterexample in [G, Example 2.50] which says 
that stU4(J?, —, 7) is in general not centrally closed. It also gives us the following corollary 
of Theorem 6.19: 

COROLLARY 6.40. If (Pi, —) is an associative commutative algebra with identity in­
volution, then H2(stU4C#,-,7)) = Cl^/d^L 

We conclude the paper by using the results of Sections 3, 5 and the present section to 
calculate H2 (peu„(.#, - , 7)). 

THEOREM 6.41. Suppose that (J2, —) is associative and n > 3. Then, 

f HF(J?, - ) ifn ^ 4 and char(&) / n, 
H2(peu„(J?, - , 7 ) ) = < _iHDi(^[, - ) 0 &_ n center(J?) ifn ± 4 and char(£) | n, 

[ L(JZ9 -) 0 H¥(A9 - ) ifn = 4. 

PROOF. If n ^ 4, this follows from Theorem B, Propositions 3.14 and 3.15 and 
Theorem 3.18. So suppose that n = 4. Then, by Theorem 6.19, Q is centrally closed. 
Moreover, we have the coverings ix\Q —> Q and Q.Q-^ peu(J2, — ,7) defined in this 
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section and Section 3 respectively, and, by Propositions 3.14 and Theorem 3.18, we have 
ker(C o TT) = L(J?, - ) 0 HF(J?, - ) . • 

EXAMPLE 6.42. Suppose that A = k[t,t~l]9 where t is an indeterminant and 
char(A:) = 0. Since the units of J? are af, 0 ^ a G k, n £ Z, it follows that any in­
volution — on J? satisfies either 

? = *, t=—t or f = a/-1 for some a ^ 0 E k. 

Now it is well known that Q^/dJi is the 1-dimensional space spanned by the image 
of t ® t~l under the canonical map from A ® 2L to Cl^/dA (see the argument in [Ga, 
pp. 19-20]). Using this fact and the fact that HF(J?,—) is a quotient of Q^/dfL (see 
Example 1.18), it is easy to establish that 

_!HDi(J?,-) = H F ( J ? , - ) ^ 

It is also easy to establish that 

*• ift = tort=-t, 
(0) otherwise. 

v ' ; 1(0) otherwise. 

We leave the details of those two calculations to the reader. Hence, by Theorem 6.41, we 
have 

(0) ift = ar\a^0ek, 
k if t = -t, 
k ift = tandn^4, 

{k<§>k if/ = fand« = 4. 

H 2 (peu„(* , - ,7 ) )^ 
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