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A rea l matr ix A i s said to be non-negative if and only if 
none of its entr ies i s negative . Suppose A is an r by r non-
negative matr ix . We want to examine: 

(A) The f irst power of A to max imize the number of 
posit ive entr ies in A n , 

(B) For each 1 < i < r the f irst power of A to maximize 
the number of posit ive entr ies in the i - th row of A n . 

We shall ca l l the former f irst power the index of A and 
the latter the i - th row index of A (index ( i ,A)) . 

More p r e c i s e l y , letting W(A ) denote the number of 
pos i t ive entr ies in A n , 

index A = min { n > 0 : W(An) = m a x W(A m ) } 
m>0 

and letting W(iA ) denote the number of posit ive entr ies in the 
i - th row of A n , 

index (i , A) = min { m > 0 : W(iA m ) = m a x W(iAn)} . 
n>0 

2 
If A i s pr imit ive , i. e. for some N there are r posit ive 

N 
entr ies in A , then the largest of the index (i, A) is index A 

and, as Wielandt stated in [ l ] , index A < (r-1) + 1 . Proofs 
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were supplied by Rosenblatt [2] and J. C. Holladay and R. S. 
Varga in [3]. This resul t is best possible in the sense that 

2 
for each r there is a mat r ix whose index is (r-1) + 1 (see 
[1]). Mendelsohn and Duimage [4] have found bounds for index 

2 
A for primitive mat r ices for which index A < (r-1) + 1 . 

The purpose of this paper is to obtain resul t s of a s imilar 
charac ter for non-primitive ma t r i ce s . For example we show 
that if A is non-primitive and det(A) i 0 (more generally if 
per(A) i 0) then 

2 
max index (i, A) = indexA < ( r - 2 ) + 1 . 

i<i<r 

A natural simplification of the problem is to put into one 
equivalence c lass all those mat r ices whose positive entr ies 
occur at the same position. That i s , (a ) t& (b ) iff for ail 

i, j : a =0 when and only when b = 0 . Each equivalence 
ij iJ 

c lass can then be identified with a ma t r ix over the Boolean 
algebra of two elements { 0 , 1} . That i s , the c lass of 
A = (a ) is identified with T = (v ) where v = 0 iff 
a.. = 0 . As Wedderburn observed [5], there is a 1 to 1 cor­
respondence between the r by r Boolean mat r i ces T and 
the set of those jo in-pre serving opera tors f on the family of 
subsets of { 1, 2, . . . , r} which fix 0. The correspondence 
is this: 

* r (x) = U ( J : V r = *) f o r e a c h 3 c Ç { l , 2, . . . , r} . 
i€ x l j 

In the sequel we shall r e se rve the word "operatorM for just 
these . Instead of writing f we shall simply write f , or 

r A A 

we shall say that f is the operator corresponding to A. 

If A and B are r by r non-negative ma t r i c e s , then 
f (f ) =^T3A- ^ e t W(x) denote the number of elements in 

each subset x of V = { 1, 2, . . . , r} ; Then W(f n ({ i} ) ) is 
r x\ 

the number of positive entr ies in the i-th row of A n , and the 
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r 
number of positive entr ies in A is 2 W(f ({i}))- We 

1 = 1 
therefore define 

index (x,f) = m i n { n > 0 : W(fn(x)) = max ( W f ^ x ) ) ) } 
m>0 

and 
r r 

index (f) = min{ n > 0 : S W(fn({ i} ) s max ( 2 W(fm({i})))} 
i = l m>0 i = l 

obtaining index ({ i} , f ) = index (i, A) and index (f ) = index (A)-

Notice that A is primitive iff there is an N such that for each 
N 

non-empty subset x of V , f (x) = V . This condition is also 
r A r 

equivalent to requiring that for each element i of V there be 
N. r 

an N. such that f ({i}) = V . Such operators will, of course, 
be called primit ive. 

The connection between the operators and the mat r ices 
enabled Holla day and Varga to obtain their resul t s [3]. We 
shall exploit these connections more fully to obtain ours . 

As a f i rs t step in this direction, let us say that xC V 

is repetitive (with respect to f) iff for some n > 0 : x C i (x), 
and for each such x let d(x) be the first such n. Then for 
each n : 

(i) r (x )Cf (x) 

because f p rese rves join and hence preserves inclusion. The 
V 

finiteness of 2 r ensures that equality hold in (1) for some n ; 
let b(x) be the least such n. On the basis of these definitions 
we have: 

(2) index (x, f) < (b(x)+l)d(x) - i 

for all repetitive x. Next we find est imates for b and d on 
the bas is of the observation that: 
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(3) if x , x , . . . , x , . • . a re finite non-empty sets 
1 2 M w, , 

M ! +i 
then for each M either W( ( J x.) > M! + W(x ) 

i = i x ~ i 

for all M1 < M or for some M1 < M : x t C ( J x . • 
t1 +1 — . . I 

M1 

r 
M i = i 

( i)d( ) ^ 
By letting x =f (x) and noting that x = M x. we 

m M . i 
1 = 1 

obtain: 
(4a) W(fb ( x ) d ( x )(x))> b(x) + W(x) for repetit ive x 

and 

(4b) max (W(fn(x))) - W(x) > b(x) . 
n > 0 

If { i} is repetit ive we shall say that i is repeti t ive, 
and to simplify the notation from now on we shall write 

A i ) , b(i), d(i) for ^ ( { i } ) , b({i}) and d({ i} ) respectively. 

Again using (3) with x = i (i) and the definition of d we 
m 

obtain for each repetitive i : 

(5) d(i) < W( ( J f ^ i ) ) » W(f(i)) + 1 
m>l 

and hence d(i) < r . 

One immediate consequence is that if i is repetitive 
2 

then index (i,f)<Cr - 1. In mat r ix theoretic t e r m s , if 
a.. > 0 for some n > 0 then index (i, A) < r » 1 . For 

i l — 

example, if A is a stochastic matr ix , then the first time n at 
which it is possible to reach the largest number of states from 

2 
state i is at most r - 1 . 

We can also use these observations to obtain a short proof 
of "WlelandtT s resul t which is similar to that given in [3]. 
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THEOREM 1 (Wielandt). If f is primitive then 

2 
max, index (i,f) = index (f) < (r-1) + 1 . 

l — 

Proof. The primitivity of f ensures that each subset x 
is repetit ive, that index (x, f) < b{x)d(x) and (assuming r > 1) 
that W(f(j)) > 2 for some j € V . Applying the definition of d 

we see that d(f(j)) < d(j). But d(j) < r - 1 by (5) and 
b(f(j)) < r - 2 by (4a); hence index (f(j),f) < (r - i)(r - 2). 

r -1 
The primitivity of f and (3) imply that V = ( J f^i) . 

m = 0 
Therefore j € f (i) for some 0 < t < r - 1 and hence 

f t r - 1 H r - 2 ) ( r -2)(r- l )+t but the left member is V by 
— r 

the definition of index and the sentence before last. Thus 

for ail m > ( r -2 ) ( r - l )+ ( r - l ) . Consequently index 
r 2 

(i,f) < (r-1) + 1 . As we remarked at the beginning, max 
l<i<r 

index (i,f) = index (f), so we have proven Wielandt' s resul t . 
We also remark that for each x C V , if f is primitive then 

2 ~ r 

index (x, f) < (r-1) + 1. It would seem from the proof that 
equality might be achieved if d(j) = r -1 and W(f(j)) = 2 for 
some j . This is indeed the case if W(f(i)) = 1 for all i i j . 
The corresponding mat r ix is exhibited by Wielandt in [ l ] . 

Many of the convenient features of primitive operators 
are enjoyed by another class of opera tors . These are the ones 
which do not reduce the size of subsets. We shall say that an 
operator is non- singular if and only if for each xC V , 

W(x) < W(f(x)). It then follows that W ^ x ) ) is monotone 
non-decreasing in n for fixed x and hence that for ail non-
singular f : 

(6) max { index (i,f)} = index (f) 
i<i<r 

and 

(7) each xC V is repetit ive. 
"— r 
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To prove (7), we let T = (J f^i) . f(T \J { i} ) = T ; hence 
n>0 

W(T) > W(T.v_/{ i} ) because f is non-singular. But 
T C T U ( i ) î hence T = T u { i } and therefore 

i € {J i (x). Thus i is repetitive for each i € V . Conse-
n>0 

quently each subset of V is repetit ive. We also have: 

(8) If f is non-singular then for each x : index (x, f) < b(x)d(x). 

To see why this is so, we observe f irs t that, from the definition 
b(x)d(x) (b(x)+n)d(x) ^ 

of b , f (x) =f (x) for all n. Secondly, we 
use the monotonicity of W(t (x)) to see that for all 

m < b(x)d(x) < n : 

WCf^x)) < W(fb ( x ) d ( x )(x)) < WtAx)) . 

Consequently, by the definition of index, index (x, f) < b(x)d(x). 
In fact 

(b(x)-l)d(x) < index (x, f) < b(x)d(x) • 

.We shall call a ma t r ix essentially non-singular iff the 
operator corresponding to it is non-singular . The following 
lemma states some alternative character izat ions of this 
property. 

LEMMA 1. If A is an r by r non-negative matr ix , 
and r and f are the Boolean mat r ix and operator corresponding 
to A, then the following conditions a re equivalent: 

a) f is non- singular ; 

b) r contains a permutation matr ix , i. e. for some 
permutation q of V , v. ,.% = 1 for each i : 

r Tiq(i) 

c) each r by m mat r ix formed by extracting 
1 < m <C r rows from A (respectively F) has at least m 
non-zero columns; 
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d) the p e r m a n e n t of A is not z e r o , (per (A) i s the sum 
r 

ove r a l l p e r m u t a t i o n s g of V of II a. ..,) . 
r i » ! l g ( l ) 

e) T h e r e i s a m a t r i x B ^ A whose d e t e r m i n a n t i s not 
z e r o . 

Proof. a) i m p l i e s b) : The union of any m of the f(i) 
( l -< i < r ) h a s at l e a s t m e l e m e n t s b e c a u s e f p r e s e r v e s join 
and f i s n o n - s i n g u l a r . A t h e o r e m due to P . Hall ( see e. g. [6]) 
i m p l i e s tha t if the union of any m of r se t s has at l e a s t m 
e l e m e n t s (1 < m < r) then t h e r e ex i s t r d i s t inc t po in t s , one 
in each of the r s e t s , no two of which a r e in the s a m e se t . 
Consequent ly t h e r e ex i s t r d i s t inc t points j . such tha t 

j . € f(i) (1 < i < r ) . Now let q(i) = j . ( i < i < r ) . . 

b) i s evident ly equivalent to both d) and e) . 

b) i m p l i e s a) : Let g(x) = {q( i ) : i € x} . Then 
W(g(x)) = W(x) b e c a u s e q i s a p e r m u t a t i o n ; but g ( x ) C f ( x ) 
for a l l x and hence W(f(x)) > W(x) for a l l s u b s e t s x of V „ 

— r 

a) iff c) : The i - t h row of F c o r r e s p o n d s to the i m a g e 
of { i} under f, i . e. , v . . = 1 iff j € f(i), whose non-

s ingu la r i t y m e a n s tha t the jo in 

1 1 ù ù 1 ù i ù 

of any m r o w s of r h a s a t l e a s t m n o n - z e r o e n t r i e s . Thus 
any m by r s u b m a t r i x of r h a s a t l e a s t m n o n - z e r o c o l u m n s . 
T h i s c o m p l e t e s the proof of l e m m a i . A l t e r n a t i v e p roofs of 
d) iff c) and b) iff c) can be obtained f rom Ore 1 s r e s u l t s 
on t e r m r a n k in [7] and [8]. 

In o r d e r to s ta te and obtain the r e s u l t s in the s eque l we 
m u s t t u r n our a t ten t ion for a m o m e n t to the set V . If the 
m a t r i x A i s s tochas t i c (i. e. , e ach row sum is 1) or if A i s 
*^ -equ iva len t to such a m a t r i x (i. e. , no row of A is 0) , 
then us ing the c l a s s i c a l r e s u l t s (e .g . Doob [9]) on s t o c h a s t i c 
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matr ices we may decompose V into two disjoint subsets T 

and E, (E^ .0 ) . E in turn is the disjoint.union of v subsets 
E each of which is the disjoint union of t subsets C .. 

k J k kj 
These sets have the following proper t ies , letting f be the 
operator corresponding to A: if i € T then for some m > 0, 

f ( i ) o E O ; f(E, ) = E, for each l < k < v and, in fact, 
k k — — 

f(C ) = C (the second subscript is read modulo t, ). 
kj kj+1 t k 

Moreover, the restr ic t ion of f to C, . is primit ive. In 
kj 

probabilistic terminology: V is the set of s tates , E the 
ersodic s tates , T the t ransient s tates, E, is called an 

te , k 
ergodic class and C is called a cyclically moving c lass . 
Borrowing this terminology we shall say that A is ergodic iff 
T = 0. 

LEMMA 2. If A is ergodic and non-primitive then 

2 
max index (i, A) < (r-2) + 1 . 

l<i<r 

Proof. In the terminology of the last paragraph, let E 

be the ergodic c lass to which i belongs and r, = W(E ) . 
k k 

Let Cf be a cyclically moving c lass of minimal size c1 , 
and Cu be one of maximal size c", both in E . If c1 = c11, 

k 
choose C" = C! . For some 0 < t, s < t : 

fS(i)C C and f ^ C ) = Cf! . 

2 
t [(c1 -1) + l]+s+t 

Using Theorem 1 we obtain: f (i) = C", 

because f res t r ic ted to Cf is primit ive. Consequently 

(9) index (i, f) < t, f(cf - 1) + 1] + s + t 
— k J 

< t k [ ( c T - l ) 2 + 3] - 2 . 
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But cf t < r, ; thus 
k— k 

r k 2 
(9a) index <i,f)< — [{C-1) + 3] - 2 . 

— c 

(10) If c ! = c", then we may choose C r so that s = t = 0 

2 
and hence index (i,f) < t [(c1 - i ) + i ] . 

Case 1: c' = r . In this case CT = Cu and t, = 1 so, 
k 2 

by (10), index (i, f) < (r -1) + 1 . The non-prim.itivity of f 
ensures that r, < r when t = 1, and so the lemma follows 

k k 
in this case . 

Case 2: cf = r, - 1. In this case c' =cM ; but then 
k 

t c1 = r and hence r, - 1 divides r, . Therefore 
k k k k 

r, = 2 = t and so lemma 2 follows from (10) in case 2, since 
k k 

we may assume r > 2 . 

r k 2 
Case 3: cf < r - 2. In this case — [(c1 -1) + 3] - 2 

— k c1 

is maximized relative to 1 < cf < r, - 2 at r - 2. Therefore 
— ^ — k k 

2 8 
by (9a), index (i,f)^< (r - 2) + r - 2. Lemma 2 then 

k r fc-4 
follows from this inequality when r > 4. If r =3 or 4 the 
lemma is obtained by considering the possible values of 
c* , c n , s and t and by applying (10). 

As we noted above, each transient state leads eventually 
to an ergodic state i. e. , for each i € T there is some n for 

which i (i) r\E £ p. In the sequel we shall need to know how 
soon this occurs . To answer this we have: 

LEMMA 3. If f is non-singular and T # 0 then 

a) g, defined by: g(x) = f(x) A T for all xC T, is also 
non» singular and for each i s T : d(i) < W(T); and 
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W(TÎ 
b) for e a c h H x Ç T : f V (x) ^ E t 0 . 

Proof, a) i s m o s t ' r e a d i l y seen by looking at T , the 
| Z 0 j 

Boo lean m a t r i x c o r r e s p o n d i n g to f. T = w h e r e A 

1 + A I 
c o r r e s p o n d s to g. g' s non» s ingu la r i t y follows f r o m l e m m a 
l c . Consequen t ly A con ta ins a W(T) by W(T) p e r m u t a t i o n 
m a t r i x . T h i s e s t a b l i s h e s p a r t a) . Now suppose 0 + x C T . 

W(T) k 

A c c o r d i n g to (3), e i t h e r W( ( J f (x)) > W(T) + 1 
k = 0 

W(T)-1 
o r f ( X )C ( J f (x). If the l a t t e r i s t r u e t h e n , by 

k = 0 
W(T)-1 

W(T)+n k 
induc t ion on n : f ( x ) C ( J * (x) ^ o r a i i n a n d hence 

k = 0 
W(T)-1 

( J 1 (x) r \ E ^ P . If t he f o r m e r i s t r u e then 
k = 0 

W(T) 
T _ i ( J t (x). T h i s e s t a b l i s h e s p a r t b . 

k = 0 

T H E O R E M 2. If A i s e s s e n t i a l l y n o n - s i n g u l a r and non-
p r i m i t i v e then 

2 
m a x i ndex ( i , A) = index A < ( r - 2 ) + 1 » 

Proof . In v iew of (6) we need only p r o v e tha t i ndex 
2 

( i , f ) <C ( r - 2 ) + i for a r b i t r a r y i in V . If A i s e r g o d i c 

the r e s u l t fol lows f r o m l e m m a 2. We now a s s u m e tha t T ^ 0. 
If i € E then , s ince the r e s t r i c t i o n fJE of f to E i s an 
e r g o d i c o p e r a t o r on the s u b s e t s of a set of fewer than r e l e -

i 2 

m e n t s , index ( i , f (E) < ( r - 2 ) + 1 by l e m m a 2 o r by t h e o r e m 1, 
depending on w h e t h e r f | E is n o n - p r i m i t i v e o r not . The 
d e s i r e d inequa l i ty then fol lows f rom the fact t ha t f(E) = E . 

Now suppose i € T. By l e m m a 3 , d(i) < W(T). Then , 
by (4b) and (8), index ( i , f) < d(i)b(i) < W ( T ) ( r - l ) . So we m a y 
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assume that W(T) > r - 2 . If W(T) = r -2 we may assume that 
d(i) = r -2 and b(i) = r - i ; then, as we shall now show, g (in 
the notation of lemma 3) is primitive. According to (4b) 

max W(fn(i))=r when b ( i ) = r - l , so W(t?{ i)) = r for some N. 
n>0 
Let j € T. According to 1c applied to g, there is a permuta­
tion q of T for which q(j) e g(j); but d(i) = r -2 therefore 

T = { q ( i ) : l < n < r -2} and hence T = {q (j) : 1 < n < r -2} . 
n,_ _ n... „ , , ,Ji+N. 

r 
Consequently g is primitive. 

n n j i + N 
Therefore i = q (j)C g (j) for some n and hence V =i (j). 

2 
According to theorem 1, T C f (i). Letting y be 

the right member we have d(y) < d(i) and hence d(y) < r - 2 . 
Now y ^ T by lemma 3b. But T C y ; therefore W ( y ) > r - 1 
and hence b(y) < 1, by (4b). Consequently index (y,f) < r -2 

by (8). Now max 'W{f*(y)) =max W t ^ i ) ) and hence 
2 n n 

(r-2)+(r-3) +1 = m a x w t ^ i ) ) . Therefore index 
2 

(i,f) < r - 8r + 8. 

If W(T) = r - 1 then W(fn(i)) = 1 + W(g
n(i))- for each 

n > r -1 by lemma 3b and the fact that f(E) C E. Therefore 

(11) index (i,f) = max { index (i, g), r - l } . 

2 
If g is primitive then index (i, g) < (r-2) + 1 by theorem 1, 

2 
and hence index (i, f) < (r-2) + 1. Suppose g is non-primitive. 
Theorem 2 holds vacuously for 1 by 1 mat r ices . Assume it 
is true for R by R mat r ices (1 < R < r -1) . g is non-singular 

2 
by lemma 3a; consequently index (i, g) < (r-3) + 1, and hence 

2 
index ( i , f )< (r-2) + 1 by (11). 

W(T) <[ r - 1 because E is not empty. This completes 
the proof of theorem 2. 

In [ l ] Wielandt provided, for each r , a primitive 
r by r ma t r ix whose index is (r-1) + 1. It is 
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( w . . ) = 
1J 

0 
0 
0 

0 
1 

t 
0 
0 

0 
1 

0 
1 
0 

0 
0 

0 
0 

1 

0 
0 

0 
0 
0 

0 
0 

0 
0 
0 

i 
0 

where w r i r 2 
w_ , - 1 ( l < i < r - l ) a re the only non-zero 

ii+1 - - J 

i j 

That theorem 2 is best possible may be seen by observing 

that index A = (r-2) 4» 1 when A = W 0 
0 i 

where W is a 

primitive ( r - i ) by ( r - i ) ma t r ix whose index is (r-2) 4- 1 
as furnished by Wielandt. 

Finally we exhibit an r by r ma t r ix A for which 
max, inder (i,A) < index A and for which index A > ( r -1 ) 2 + 1. 

Let 

0 0 i 0 0 .. . 0 0 
0 0 1 0 0... 0 0 
0 0 0 1 0 - . , 0 0 

0 0 0 0.». 0 1 0 
0 0 0 0... 0 0 1 
1 1 0 0... 0 0 0 

for each n > 3. That i s , the only non-zero entr ies in (b J = A 
ij n 

a re b _ =b = b = b . . =1 ( 2 < i < n-1). One can then 
13 n i n2 i, l+l — — 

show that index (i, A) < n - i , and that W(A ) < n+2 with 
— n — 

equality iff m is a positive multiple of n - 1 . We now let A 
be the 41 by 41 ma t r ix 

12 
0 A 

0 

0 
14 

0 A 15 
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and obtain: max index (i, A) = 14, and index (A) = 1cm (11, 13, 14) 
i 

so that A is a mat r ix of the required type» 
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