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ON LINEAR FUNCTIONALS AND SUMMABILITY 
FACTORS FOR STRONG SUMMABILITY II 

W. BALSER, W. B. JURKAT AND A. PEYERIMHOFF 

Introduction. The first part of this paper, which will be referred to by 
I, appeared in Volume 30 of this journal. The present paper will use the 
same bibliography as I. 

Theorem 1 in I shows that the knowledge of all continuous linear 
functionals in o[A]p is essential in determining convergence and sum-
mability factors for strong summability. So far, Theorem 7 in I was for 
a general A the only tool in deciding whether a given sequence e generates 
such a functional. We mentioned in a remark following Theorem 7 the 
difficulties in verifying the conditions of this theorem (two parameters 
are involved). In the present paper, we study continuous linear func­
tionals in o[A]i in more detail, and we obtain in a corollary to Theorem 
22 a condition which appears to be a more satisfactory answer to the 
question, whether a given sequence e generates a continuous linear 
functional in o[A]i. 

In Section 7, the first section of this paper, we estimate a form 

/ .v \ i/P 

yLmwn 
\fc=0 / 

(with rjk ^ 0) in terms of the norm oî s = (sk) in o[A]\ and the value 
of the form at certain extremal sequences (Theorem 14). If we only 
consider the (N + 1)-dimensional subspace of tf|yl]i, consisting of all 
s = (sk) with sk = 0 for k > N, then the unit sphere with respect to 
the norm in o[A]i can be seen to be bounded by parts of hyperplanes, and 
the extremal sequences mentioned above turn out to be the extreme 
points of the part of the sphere containing the sequences with all non-
negative coordinates. One consequence of Theorem 14 is a comparison 
theorem for strong summability (Theorem 15), another consequence 
(and the more important one for the present paper) is a characterization 
of all continuous linear functionals in o[A ]i in terms of extremal sequences 
(Theorems 16, 17). 

In Section 8 we give another characterization of these functionals by 
stating that e generates a functional in tf[yl]i* if and only if it is monotone 
in a certain sense (Theorem 18). This result refines I, Theorem 7, (d) by 
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characterizing sequences 5 for which the functional attains its (func­
tional-) norm. Theorems 19 and 20 discuss some properties of this type 
of monotonicity. 

In Section 9 we show that to every e G 0[^4]i* there exists a uniquely 
determined majorant which is monotone in a certain sense, and the 
construction of this majorant leads to the characterization of e Ç 0[y4]i* 
(Theorem 22 resp. its corollary) which we mentioned above. In the 
concluding Section 10 we indicate how some of our results can be 
extended to the case p > 1. 

7. Linear functionals on o[A]i. In what follows the following 
assumptions on a matrix A will frequently be used: 

(7.1) A is normal, 0 :g ank J, as n | , n ^ k, 

(7.2) A is normal, 0 ^ ank J, 0 as n j , n ^ k, 

(7.3) A is normal, 0 < ank j 0 strictly as n ] , n ^ k. 

Let A = (ank), n, k £ N0 be normal. For any index set J, i.e., any 
subset of No, there exists a unique sequence s (J) = ($o(J), Si(J), . . .) 
such that 

(7.4) Z < W J ) = i if w € J, **(J) = 0 if k d J. 

Clearly, s*(J) is independent of those elements of J which are greater 
than k. 

LEMMA 5. Let A satisfy (7.1). 
a) sn(i) ^ 0, X * anksk(J) S lforne N0 and every J. 
b) If s = (so, Si, . . . , sN) satisfies 

(7.5) 5W ^ 0, X * <W* ^ 1 for n = 0,1,..., N, 

then 

(7.6) 5, = 2 J a j s t d ) /or £ = 0, 1, . . . , N, 

where J runs through all subsets of {0, 1, . . . , N}, and where the aj are 
independent of k and satisfy a3 ^ 0, ̂ j a3 = 1. 

Proof. Statement a) is an immediate consequence of (7.1) and (7.4). 
In order to prove b) we use induction with respect to N. UN = 0, then 
the only J 's in (7.6) are Jo = 0, J i = {0}, and (7.6) is satisfied when 
«Ji = SoAo(Ji), «jo + «ji = 1- I n order to carry out the induction, let 

- 1 / ^ _ 1 \ 
IN = <%NN \ 1 ~~ 2 - / aNksk / • 

\ k=0 / 

It follows from (7.5) that 
$N = t'N' Let $1 + $2 — 1, 02 — sN/tN (02 — 0 

if/^ = 0). 
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STRONG SUMMABILITY 771 

We may then assume that 

^ = Z K « ( K ) , k = Ofl,...,N -1, 

«K = 0 and independent of k, 2 3 K «K = 1, and K runs through all subsets 
of {0, . . . , N - 1}. If J is a subset of {0, . . . , N\, we define 

= jjSiâj if N <Z J, 
aj \^âj-[N] if N € J. 

We have aj ^ 0, independent of k and 23jaJ = 1- Furthermore, if 
k = 0, 1, . . . , N - 1, 

23j«J**(J) = (01 + 0 2 ) X K « K S * ( K ) = 5*, 

and (by (7.4)) 

23 <WJ) = ft 23 «K^(K U {JV}) 
J K 

= ftE «K^W-1 (l — 23 ^ A ( K ) I = fta^"1! 1 - 23 ̂  23 «K^(K) I 
K \ jfc=o / \ fc=0 K / 

= 02t>N = SN. 

THEOREM 14. Let A satisfy (7.1), let N 6 N0, £ G [ l , °o) , and let 
sic è 0, if* è 0/or jfe = 0, 1, . . . , TV. 77w?w 

( AT \ 1/p /AT \l/p n 

23 ^ / ) ^ max I 23 *7^/ (J ) ) max 23 ankSk, 
k=0 / J \Jc=0 ' ra</V k=0 

where J runs through all subsets of {0, . . . , N}. 

Proof. We may assume that 
n 

max 23^»»*$* = 1-
n<7V k=0 

It follows from (7.6) and Minkowski's inequality that 
/ N \l/p / N \l/p / N \l/p 

123 Vksk
p) ^ 23 «J 123 W(J) ) ^ max ( 23 W(J ) ) • 

\k=0 I J \fc=0 / J \fc=0 / 

Remark. It can be shown that (7.7) is not true in general if one J 
(except J = 0) is left out in the maximum. 

The following Theorems 15 and 16 discuss applications of Theorem 14. 
Theorem 15 and its corollary give an answer to the problems mentioned 
at the end of I, Section 4. 

THEOREM 15. Let A satisfy (7.2), let p £ [1, oo), and let B ^ 0. Then 
o[A]i Ç o[B]p if and only if bnJc —» 0 for n —» oo , k fixed, and 

(7.8) sup few (J)) " = 0(1) asn-+co, 

where J runs through all finite subsets of No. 
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Proof. It follows from (7.2) that s(m) = {ômk) G o[A]h hence if 
o[A]i C o[B]p, then s(m) Ç o[B]p, i.e., bnm —> 0 as n —» oo , m fixed, and 
(note that then (]T^ &mfc|s*|p)1/p is a continuous seminorm on tf[4]i) there 
exists C > 0 such that 

( 7 . 8 ' ) ( Z ) 6 m * | s * | P ) ^ C s u p X ° n * k * | 
\ A; / n k 

for all m G No and 5 G #14]i. Conversely, if this inequality holds and 
è„ro —> 0 as n —> oo , m fixed, then the identity mapping, considered as a 
mapping of the set of all sequences with finitely many non-zero terms 
(as a subset of tf[4.]i) into o[B]p, is bounded. Using the fact that these 
sequences form a dense subset of o[A]i (cf. I), we conclude that the 
identity maps even o[A]i boundedly into o[B]p, which means o[A]i C 
o[B]p. Since (7.8) is equivalent to (7.8'), this proves the theorem. 

COROLLARY. A sequence X is a sequence-to-sequence factor from o[A]i to 
o[B]p if and only if o[A]i Q o[B]py where B = (ewfc|Xfc|

p), hence Theorem 15 
also gives a general characterization of sequence-to-sequence factors from 
o[A]i to o[B]p. 

Our next theorem characterizes absolute convergence factors in o|y4]i. 

THEOREM 16. Let A satisfy (7.2). Then e = (ek) is an absolute con­
vergence factor for o[A]i if and only if 

(7.9) sup S \ek\sk(J) < oo, 
J k 

where J runs through all finite subsets of No. 

Proof. This is an immediate consequence of Theorem 14. 

Remark. The quantity in (7.9) is also the norm of fe G o[A]i*,f€(s) = 
^eksk. It follows from the isomorphy between o[4]i* and the absolute 
convergence factors (see I, Section 1) that 

(7.10) ||c|| = ||/,|| = sup £ |« t |*(J) . 
w k 

Our next theorem shows that the supremum in (7.9) is attained for 
some J wrhich is not necessarily finite. 

THEOREM 17. Let A satisfy (7.2), and let e be an absolute convergence 
factor for o[A]\ (i.e., e 6 tf[4]i*). Then there exists an index set J = J(e) 
such that 

(7.11) ||c|| = £ k M J ) . 
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Proof. It follows from (7.10) that 

(7.12) ||e[| = lim £ |e*|s*(Jn) 
w->oo k 

for some sequence Jn of finite index sets. For fixed k, the sequence (sk(Jn)) 
is bounded (since akksk(Jn) ^ ^m^kmSmi^n) ^1)» hence we may assume 
that limnsfc(Jn) = sk exists for every k G N0. Let 

J = lim inf in = U Pi Jn-

If k G J then H Jn for infinitely many w, and sk = limnS;fc(Jn) = 0. If 
k G J, hence K JK for w ^ n0, then 

k k 

2s akm,Sm = h n i 2^i akmSm\dn) ~ 1-

It follows that s = (s*) = s(J). By Theorem 7, (d) (note that the 
theorem can be seen to hold even if A is not regular but satisfies (7.2)), 
we have 

oo 

l€*l = S amdmk for some a = (pcn) G /i, <*„ ^ 0. 
m=k 

Hence, given 8 > 0 we can find iVÇ N such that for all n 

CO CO W CO 

Yl \ek\Sk(Jn) ^ Z « m E am f cS*:(Jn) ^ ] C «m ^ 5. 
k=N m=N k=N m=n 

This and (7.12) show that (7.11) holds. 

Remark. We could also have taken J = lim sup in in the proof above. 
This already indicates that J with (7.11) is not unique. For details see 
Theorem 20. 

8. -4 j -monotone sequences. Lçt A satisfy (7.2). Given an index set J 
we call a sequence e = (ek), ek ^ 0, an Aj-monotone sequence if a sequence 
a = (an) exists such that 

(<xn H , a „ = 0 if X * anksk(J) < 1, 

( 8 . 1 ) < €k ^ J2mamamk f o r fe G N 0 , 

\tk = ]Cm « A * if 5*(J) > 0. 

If e is ^ -monotone for J = N0, then it is called A-monotone. As an 
example we mention that e is Ci-monotone if and only if 0 S tk I 0, and 
it is Ci-monotone with a G h if and only if in addition ^k ek < oo . 

The following theorem gives a characterization of absolute convergence 
factors for o[A]i in terms of ;lj-monotonicity. 

THEOREM 18. Let A satisfy (7.2). A sequence e = (ek), ek è 0, belongs 
to o|yl]i* if and only if e is A3-monotonefor some J and a G l\. Moreover, 
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£ a n = ||e|| and the index sets J for which e is A y monotone are exactly 
those for which (7.11) holds. 

Proof. Let e £. o[^4]i*. It follows from Theorem 7, (b) (note again that 
Theorem 7 also holds if A satisfies (7.2)) that H = (hnk) with 

||H|| = £ n s u p * \hnk\ < co 

exists such that 

(8.2) ek = ] T n hnkank, k G No, 

and the proof of Theorem 7 shows that hnk may be chosen such that 
||H|| = ||e|| (this follows from the Hahn-Banach-Theorem). Also, we may 
assume that hnk = supm \hnm\ whenever ank = 0. Using (7.11) we find 

\\t\\ = Z^k eksk\J) — l^nl^k Sk\ô)hnkank 

^ Zlnsupw \hnJ£,k anksk(i) ^ ||H|| = ||e||, 

so that equality must hold in each estimate. Let an = s u p ^ / ^ . If 
^kanksk(J) < 1, then an = 0, i.e., the first condition in (8.1) is satisfied. 
If sk(i) > 0, then 

hnk = supw \hnm\ = an for all n G N0, 

i.e., the third condition in (8.1) follows from (8.2), and the second 
condition is an immediate consequence of (8.2). This part of the proof 
shows that (7.11) for some J implies that e is ^4j-monotone for this J 
and a £ h (even £ an = ||e||). Next, assume that e is A Jo-monotone, and 
let a G h. It follows from (8.1) that 

Z f̂c £kSk(Jo) = z^k sk(Jo)2^,nanank = Z^nan2^k anksk(Jo) = /_^n <*n, 

and similarly 

]C* tkSk(J) ^ L <*n for any J. 

Hence e É o[4]i* (Theorem 10), £ an = ||e|| (by (7.10)) and (7.11) holds 
for J0. This completes the proof. 

There is another way of characterizing ylj-monotone sequences, which 
uses the inverse of A and related matrices. This will be discussed next. 

Let A be normal. Given an index set J we define A3 = (ank(J)) by 

(8.3) ank{i)={lnkln
nll' 

[ônk il n d J . 

The inverse of the matrix A3 will be denoted by A3' = (ank(J)). 

LEMMA 6. Let A satisfy (7.3), and let e 6 0[-4]i*. Then 
^k \*kO>km (<&)\ < °° for every m £ N 0 and every J . 
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Proof. We consider the cases m G J and m g J separately. Let m £ J, 
hence sm(J) > 0 (observe (7.3)), and let J = J — {m}, s = (sk), 
Sk = s* (J) - **(J). It follows from (7.10) that 

E |€*S*| < °°-

A short calculation shows that b = (bk) = A3s is given by 

^ f c == Okm&mmSmKy ) i 

hence 5 = Aj'b, i.e., 

which implies 

]£* I €*<**»/(J )| < 00. 
Let m g J. If J = J U {mj, then m Ç J, hence 

]£* ka*m'(J)| < oo. 

A short verification shows that 

U"mm akm 

' ( J ) , 
and Lemma 6 follows. 

THEOREM 19. Let A satisfy (7.3) and let e = (e*), e* ^ 0, k £ N0 6e 
given. Then e is Aj-monotone and a (z hif and only if E ^ ^ ( J ) < °° flwd 
/fee numbers 

Pm = H^kakm
f{i), rn G No 

e#is/ and satisfy 

(8.4) 0m ^ 0 ifmeJ, A* ^ 0 if rn $ J. 

If this is the case, the sequence a of (8.1) w unique and satisfies 

oLm = $m if m £ J, am = 0 if m & J. 

Note that (7.3) implies 2 * a«*s*(J) < 1 if and only if w g J and 
sk(J) > 0 if and only if k £ J. It follows that (8.1) can be written in 
the form 

(aw T̂  0 implies n £ J, and this implies en = ]>^w «mamw. 

Proqf 0/ Theorem 19. Let e be ^4j-monotone and a £ /i, and note that 
aJ(J) = d*w if k £ J. If m £ J, then 

0m = Z-*k£J €kakm
f(J) = 22k^km,(^)z2nOinank(J) 

= z2n<XnjL*k ank(J)akm'(J) = Otmt 
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and if m $ / , then 

'(J) + '(J) 

It follows that (8.4) holds, that a is unique and am = ftm if m Ç J. From 
Theorem 18 we conclude ]Ce*sA(J) < oo. 

To prove the converse, assume that J^eksk(J) < oo and (8.4) hold 
for some J. From Theorem 18 we see that e is v4j-monotone with a £ h 
if and only if 

Heksk(J) ^ Y,eksk(J) 

for all index sets J . Therefore we assume ^ e ^ ( J ) < ^€ksk(J) for some 
J, and we furthermore may assume ^,eksk(J) < co (we actually may 
take J finite). Choose N such that 

oo N 

0 0 

and concatenate J and J by introducing 

j = (j n {o, l , . . . , N}) yj (J n {iv + 1, iv + 2,...}). 
It follows that Sfc(J) = s*(J) for k S N, hence 

(8.6) £ * e * M J ) " ^ ( J ) ) > 0. 

Let \n = 52* anfc(J)(s*(J) — Sfc(J)). A short calculation shows that 

(0 if w G J H J or » £ J U J, 

(8.7) X, = <L(J) è Oif n G J - J , 

( Z * fl»*(J)5*(J) - 1 ^ 0 i f n G J - J , 

and especially \n = 0 if w > iV. 
It follows from ^ ( J ) — sk(3) = 2 W a*/(J ) Xn and (8.7) that 

0 k n n k 

= Z X.A. = £ * A + £ XA ^ 0, 
rc n£j—J nÇj—J 

and this contradicts (8.6). 

To illustrate Theorem 19, let A be the weighted mean MP1 pn > 0, 
Pn —» oo, and let J = {no, n\, . . .}. A short verification shows that 

k < fli-u 
k = tii-i, 

\ Pm/Pm if * = ni 

(when i = 0, we define w_i = —1), and ank'(J) = dnk if n (£ J . 

( 0 if, 

_ )-Pni-i/P« if (8.8) ani*'(J) - x 
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Let e = (ek), ek ^ 0 be given. Then 

Pn = Pn(Cn/Pn ~ *nk/Pnk) # »*- l < » < »*, 

Pn* = *nh\*ndPnk ~ ^nk+l/Pnk+1) • 

It is therefore easy to determine a J such that the pn have the right signs, 
just by considering the sequence (en/pn). Then Theorem 19 can be easily 
applied by calculating s (J). 

Another case where Theorem 19 can be effectively used to calculate 
||e|| is when ek = 0 for all but finitely many k. In this case the Simplex 
Method applies and gives J and ||e|| effectively (cf. Stoer, Einfùhrung in 
die Numerische Mathematik I, Springer-Verlag, Berlin-Heidelberg-New 
York). 

THEOREM 20. Let A satisfy (7.3), and let e G o[i]i*, ek ^ 0, k Ç N0, 
and choose any a* € /i, an* ^ 0, n Ç N0 awd J0 C N0 swc& //m£ e is 
AjQ-monotone with respect to a*. Let 

(8 .9) J i = \n\On* 9* 0 } , J 2 = {tt|€n = Y,m<Xm*arnn\-

Then the following statements hold: 
(a) If e zs Aj-monotone with respect to a, then a = a* and J i ÇZ J Ç J2. 
(b) 7/ J i Q J C J2 , ^ew e is Aj-monotone with respect to a*. 

Proof. Let e be ^4j-monotone withaand^4j-monotone with â (in (8.1)). 
It follows from Theorem 18 that 

ll€ll =]C*€*S*(J) ^ ]C*5*(J)Z)n«n^«* 
= Sn«n£*ant^*(J) ^ Z « a « = llell> 

hence (since equality must hold in each estimate) ek = 22w anank if 
s*(J) > 0, and an = 0 if X ^ Û W ^ ( J ) < 1. It follows that (8.1) with J 
holds for a and â, and Theorem 19 shows that a = à — a*. The inclusion 
J i Q J Q J2 follows from (8.1). Conversely, if J satisfies J i Ç J Ç J2, 
then (8.1) holds. 

9. The smallest ^ - m o n o t o n e majorant. As an application of 
Theorem 20 we prove 

THEOREM 21. Let A satisfy (7.3), and let e £ o[A]i*, ek ^ 0, k £ N0. 
Then there exists a uniquely defined sequence ê = {ek) such that 

( i is A-monotone and a £ /i, 
(9.1) je* ^ i*f fc € No, 

(Ml = Hill-
Proof. Let a* be the sequence which corresponds to e by Theorem 20. If 

h = ^n Oi^ank, k Ç No, 
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then (9.1) is satisfied (note that ||ê|| = ^k eksk(N0) = E a / = IHD- I n 

order to prove that I is unique, let I be any sequence satisfying (9.1). It 
follows that 

h = 12n àndnk, k G N0 for some à G /i. 

Let ||€|| = Y,eksk(J). The relation 

(9.2) ||i|| ^ Z* ^ ( J ) ^ Z* e***(J) = INI = Hill 

implies 
(i) 6A; = ê  for k G J, 
(ii) i is .4j-monotone (Theorem 18). 

It follows from (i) and (ii) that e is also ^4j-monotone with a = â, there­
fore we see from Theorem 20 that â = a*, i.e., e is unique. 

If e £ o[A]i*, ek ^ 0 for k G No, and if i is ^4-monotone and 
0 S tk ^ h ^ ** for & G No, then ë = i. In fact, it follows as in (9.2) 
(with J = No) that ||e|| g ||ê|| ^ ||i|| = ||e||, hence the uniqueness of ê 
implies i = I. For this reason the sequence ê of Theorem 21 will be called 
the smallest A-monotone majorant of e. The foregoing does not generally 
rule out the possibility that an A -monotone sequence I exists with 0 g tk 

S e, k G No and ?* < i* for some k (and then ||!|| > ||e|| by Theorem 
21). However, this is not the case if A satisfies in addition to (7.3) the 
condition ank :g 0 for k < n, which is denoted by A' ig 0. In this case a 
sequence e which satisfies the assumptions of Theorem 21 is A -monotone 
by Theorem 19 if and only if 

CO 

(9.3) ek ^ akk J2 *n\ank\, k G N0. 

LEMMA 7. Let A satisfy (7.3) and A' ^ 0. Consider a family e(y) = 
(€»(Y)) G 0[yl]i*, 7 G r of A-monotone sequences. Then e = (ek), 
ek = inf7(Er ek(y) w m 0[^4]i* and A-monotone. 

Proof. Obviously e G 0|y4]i*. Moreover, 

oo 

rc=fc+l 

for k G No and every 7 G I\ hence 

00 

tk = &kk 2s €n\ank |-
n=k+l 

In order to show that an I as above does not exist, we introduce e by 

ek = min (ifc> I*), * G N0. 

This sequence is ^4-monotone by Lemma 7 and satisfies ek ^ e/, & G No, 
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Il «Il ^ ll̂ 'll ^ ||i|| = ||e||. It follows from Theorem 21 that e = e, hence 
ijt S h for £ 6 N0. 

We next give the following construction of the smallest A -monotone 
majorant. 

THEOREM 22. Let A satisfy (7.3) and A' g 0. Let e £ o[A]i*t ek ̂  0 
for k £ N0. 77&ew ^5 smallest A-monotone majorant l is given by 

êk = max (ek, tk), 

oo 

èk = sup akk(5) J2 en\ank
f(J)\. 

J n=k+l 

Proof. Let C3 = (cnk(J)) = AAj', hence C3
f = (cJ(J)) = . 4 ^ ' with 

,. / / T \ _ / ^ * if w G J, 
Cnk(J) ~ {aj if n(t J. 

It follows that C / ^ 0, hence cnk{3) ^ 0 (cf. [15]). It also follows that 
£nfc(J) = ànk if n £ J. If w > k} then for w 6 J 

rc-1 

^«A; ( J ) = Z-*i anm Cmk ( J ) = 2^/ anm Cmk (J ) = 0 
m m=k 

and ank{i) = bnk for n & J. This shows that ^4/ ̂  0. Let J be any 
index set. Then 

oo oo 

0**(J) 23 e„|a„/(J)| ^ a**(J) 23 €n|a»*'(J)| 
n=A;+l w=A;+l 

oo 

= h — akk(J) 23 €naw*'(J) 

and 

( 9 . 4 ) X ) n e w a w / ( J ) = ^n^nk^YlmOLr^amn = 2 3 m « m * ^ ( J ) ^ 0 . 

Therefore, ek ̂  i* for K N0. 
Let e be ̂ 4j-monotone. If k £ J, then ek = ek, hence 

max (ek, êk) = max (ï*, ik) = i*. 

Next, let k & J. Then (note that an* = 0 if » G J by Theorem 20) 

€* = ^ w «w #wfc = 2^/n€J an ank\J) = 2^/n an ank\J) 

and (note that akn'(J) = ôkn if k d J ) 

oo oo 

ha>kk(i) + 23 €?Afc' (J) = 23 êwawA/(J) 
n=Â;+l 

= 23an/(J) Z)^*a^(J) = «** = 0, 
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hence lk ^ tk, consequently lk = ik in this case. It follows that 

max (ekl ïk) = max (e*, ek) = h 

in this case, which completes the proof of Theorem 22. 

The foregoing theorem has the following 

COROLLARY. Let A satisfy (7.3) and A' ig 0. Then e = (ek) is in o[A]i* 
if and only if 

CO 

(9.5) Y, **(No) supa^(J ) 53 hn| knfc'(J)| < oo. 
A; J n=fc 

Proof. For the proof we may assume e ^ O for k G N0. Let 
e Ç 0[4]i*, and let ê be its smallest ^-monotone majorant. Then 
£ * hsk(N0) < oo , hence (by Theorem 22) 

Z * (** + €-fc)5*(No) ^ 2 ^ , €*S*(N0) < OO. 
But 

CO 

ek + êk = sup a*fc(J) X €n|a»*'(J)| 
J re=A; 

for & G No, which proves (9.5). 
Conversely, assume that (9.5) holds. If we define 

00 

ifc = max (ek, e*), ê* = supakk(J) X) ew |an/(J)| for k <E N0f 

then Y,êkSk(No) < 00. If we show that X * ê^a^ è 0 for w Ç N0, then 
an application of Theorem 19 shows ê £ 0[^4]i*, hence e Ç 0^4 ]i*. In 
order to prove the missing inequalities, we define e(w) = (ek^

n)) by 

, (n) = Kif * ^ », 
* \o if * > ». 

Then certainly e(w) 6 0|yl]i*, and we denote by l{n) the smallest ^-mono­
tone majorant of e(w). Then by Theorem 22 we have 

h(n) = max (e*w, h
in)), ik

{n) = supa«(J ) £ ) em |am /(J) | , 
J ra=fc+l 

hence ~ek
{n) ^ i* for * £ N0. On the other hand, ë*(n) | ?* as n -> 00, & 

fixed, and therefore ifc(w) f lk as » —> 00 , k fixed. 
Since ek

(n) is ^1-monotone, we have 
00 

ï*00 è % E % . W k ' | for ^ e No, 

and by taking the limit as n —> 00 on both sides, we see 

h ^ akk X €*|0wfc'| for ^ G No, 
ra=AH-l 

which completes the proof. 
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We apply the corollary to A = Mp, pn > 0, Pn —• oo. It follows from 
(8.8) that 

lk = pk supw>^ en/pn, 

consequently 

lk = pk supn^k en/pnj 

and since sk(N0) = 1, we see that the corollary coincides with the case 
p = 1 of Theorem 8. 

10. A remark on p > 1. In Sections 7-9 we have discussed the 
structure of 0^4]i*. In particular, if A satisfies (7.3) the central result of 
Theorem 18 can be written as follows: e Ç 0[-4]i* if and only if t = (tk) 
and a = (an) exist such that 

\tk\ ^ 1, K No 

an ^ 0, an = 0 if \tn\ < 1 

ejc = h J^n oinank for K N0 

INI = E«„ < oo. 

Given €, the corresponding a is uniquely defined (by Theorem 20) and 
so is / if we set tk = 0 when an = 0 for all n ^ k. 

We wish to state without proof that the sequences e G #|yl]p*, 
1 < p < oo can be characterized analogously. We obtain a character­
ization of these sequences from (10.1) when the conditions \tk\ ^ 1 and 
\tn\ < 1 are replaced by 

T,makm\tm\« S 1 {p-1 + r l = 1) and£*a n * |4 |* < 1. 

Again, the sequences a and t are uniquely defined by e, if we again set 
tk = 0 when an = 0 for all n ^ k. 

Universitat Ulm, 
Ulm, West Germany; 
Syracuse University, 
Syracuse, New York 

(10.1) 
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