Computational Humanities
Research

www.cambridge.org/chr

Research Article

Cite this article: Klahn Jannis, Janos
Borst-Graetz and Manuel Burghardt. 2025.
“From dictionaries to LLMs - an evaluation of
sentiment analysis techniques for German
language data.” Computational Humanities
Research, 1:e4,
https://doi.org/10.1017/chr.2025.10005

Received: 31 January 2025
Revised: 24 April 2025
Accepted: 2 June 2025

Keywords:
dictionaries; evaluation; large language
models (LLMs); sentiment analysis; zero shot

Corresponding author:
Jannis Klahn;
Email: jannis.klaehn@uni-leipzig.de

© The Author(s), 2025. Published by Cambridge
University Press This is an Open Access article,
distributed under the terms of the Creative
Commons Attribution licence
(http://creativecommons.org/licenses/by/4.0),
which permits unrestricted re-use, distribution
and reproduction, provided the original article
is properly cited.

Computational
Humanities
Research

/-\
)
Check for
updates

From dictionaries to LLMs - an evaluation of
sentiment analysis techniques for German
language data

Jannis Kldhn'2, Janos Borst-Graetz! and Manuel Burghardt?

! Leipzig University, Computational Humanities, Leipzig, Germany and *Saxon Academy of Sciences and Humanities,
Leipzig, Germany

Abstract

In this study, we perform a comprehensive evaluation of sentiment classification for German
language data using three different approaches: (1) dictionary-based methods, (2) fine-tuned
transformer models such as BERT and XLM-T and (3) various large language models (LLMs)
with zero-shot capabilities, including natural language inference models, Siamese models and
dialog-based models. The evaluation considers a variety of German language datasets, including
contemporary social media texts, product reviews and humanities datasets. Our results confirm
that dictionary-based methods, while computationally efficient and interpretable, fall short in
classification accuracy. Fine-tuned models offer strong performance, but require significant
training data and computational resources. LLMs with zero-shot capabilities, particularly
dialog-based models, demonstrate competitive performance, often rivaling fine-tuned models,
while eliminating the need for task-specific training. However, challenges remain regarding
non-determinism, prompt sensitivity and the high resource requirements of large LLMs.
The results suggest that for sentiment analysis in the computational humanities, where non-
English and historical language data are common, LLM-based zero-shot classification is a viable
alternative to fine-tuned models and dictionaries. Nevertheless, model selection remains highly
context-dependent, requiring careful consideration of trade-offs between accuracy, resource
efficiency and transparency.

Plain Language Summary

Sentiment analysis is a method used to determine whether a piece of text expresses a positive,
negative, or neutral opinion. Traditionally, researchers have used sentiment dictionaries - lists of
words with assigned sentiment values — to analyse text. More recently, machine learning models
have been developed to improve sentiment classification by learning patterns from large datasets.
However, most research in this area has focused on English, while many languages - including
German - are under-represented. This study examines different sentiment analysis techniques to
determine which methods work best for analysing German-language texts, including historical
documents. We compare three main approaches:

1. Dictionaries: A simple and transparent way to check words against predefined sentiment lists.

2. Fine-tuned transformer models: These models, such as BERT, are trained on sentiment data
to improve classification accuracy.

3. Large Language Models (LLMs) with zero-shot capabilities: Newer deep learning models,
such as ChatGPT, can classify sentiment without being explicitly trained for the task by using
their broad general knowledge.

To test these methods, we used a variety of datasets, including social media posts, product
reviews and historical texts. Our results show that dictionaries are easy to use but often
inaccurate, especially for complex texts. We also show that fine-tuned models perform well
but require a lot of labelled training data and computing power. Zero-shot models, especially
dialogue-based models like ChatGPT, are very effective, even without training on sentiment
data. However, they are sensitive to small changes in input instructions and require significant
computational resources. Our findings indicate that LLM-based zero-shot classification is a
promising tool for sentiment analysis in the computational humanities. It allows researchers to
analyse texts in different languages and historical contexts without requiring large amounts of
labelled data. However, choosing the right model still requires careful consideration of accuracy,
accessibility and transparency, especially when dealing with complex datasets.

Introduction

Sentiment analysis is a key area of research within natural language processing that focuses
on understanding the emotional tone, attitudes and evaluations expressed in text.
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A widely used approach within this field is sentiment classifica-
tion (Pang, Lee, and Vaithyanathan 2002), which is often consid-
ered synonymous with sentiment analysis itself. One popular and
rather simplistic approach is polarity-based sentiment classifica-
tion, where sentences or documents are assigned to predefined
categories such as positive and negative. Sentiment analysis initially
gained popularity in the study of user-generated content on the
social web, such as social media posts and review texts and for
commercial purposes (Liang et al. n.d.). However, it is now also
used in the computational humanities for a wide range of research
applications, including computational linguistics (Taboada 2016),
computational literary studies (Dennerlein, Schmidt, and Wolff
2023; Kim and Klinger 2019; McGillivray 2021) and digital history
(Borst et al. 2023; Sprugnoli et al. 2016).

In this article, we provide a comprehensive evaluation of dif-
ferent sentiment analysis techniques for the case of German lan-
guage corpora. This choice of language is motivated by a previous
research project on media sentiment,” which focused on sentiment
analysis in historical German newspapers. Given that most ref-
erence datasets used for sentiment analysis evaluations are based
on contemporary English (Jim et al. 2024), we believe that our
evaluation study of methods with a focus on their performance
on historical German texts provides a valuable contribution to
the existing evaluation landscape. In particular, it enhances the
field of computational humanities, where non-English historical
languages are often the subject of research. For our evaluation, we
focus on oft-the-shelf methods and models, which means they can
be acquired and applied to new target data without any kind of
adaptation or, in the case of neural networks, fine-tuning.

A popular branch of off-the-shelf techniques are dictionary-
based methods. These are essentially pre-defined lists of words
and their specific sentiment values or scores, making them easy
to interpret and implement. Dictionaries are computationally effi-
cient, versatile and compatible with most hardware. However, their
static nature limits their adaptability to evolving language trends
and they often struggle with domain-specific terminology and
more complex linguistic phenomena such as sarcasm or nega-
tion. Although specialised dictionaries can be developed without
advanced technical skills, the process is very labour intensive. As
an alternative to dictionaries, there are several machine learn-
ing approaches to sentiment analysis. The traditional supervised
learning paradigm, which involves training models on labelled
data, has advanced considerably with the emergence of transformer
architectures and large language models (LLMs).” Notably, models
such as BERT (Bidirectional Encoder Representations from Trans-
formers) (Devlin et al. 2019) have contributed significantly to the
rise of deep learning methods.

While dictionary-based approaches are highly dependent on
language-specific features and often struggle with issues like ortho-
graphic errors or unknown words, the tokenisation procedures
used by recent LLMs address these challenges more effectively. For
instance, rare or out-of-vocabulary words are often broken into
smaller subword tokens that the model can still interpret based
on its training. Additionally, the contextualisation capabilities

!For more information on the research project ‘More than a Feeling - Media
sentiment as a mirror of investor’s expectations at the Berlin stock exchange,
1872-1930, see http://media-sentiment.uni-leipzig.de/.

2 As model development progresses and the number of parameters increases,
the definition of LLMs continues to evolve. For the purposes of this article, we
define an LLM as a model with at least one billion parameters, developed after
the first generation of transformer models.
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of LLMs enables them to automatically recognise negations and
capture more nuanced semantic relationships. However, despite
substantial improvements in processing speed and accuracy,
generating training data for supervised learning remains a time-
intensive task, especially in humanities projects that involve
complex language data.

A promising development in this regard can be found in a
branch of techniques known as zero-shot learning (Yin et al. 2019),
a form of transfer learning that eliminates the need for task-specific
annotated data. Zero-shot models use general knowledge gained
from pre-training, allowing them to adapt to new domains with
minimal to no customisation. Although these approaches offer
flexibility and scalability, they remain computationally intensive
and can pose challenges in terms of interpretability. The emergence
of powerful LLMs such as GPT-3 (Brown et al. 2020) and its
chatbot interface, ChatGPT, has fundamentally changed the way
we interact with these models. Dialogue-based LLMs allow tasks to
be expressed through natural language prompts, greatly extending
their applicability to different domains (Kocon et al. 2023). Beyond
the accessibility of corporate solutions such as ChatGPT, concerns
have emerged about security, resource consumption and cost. In
response, a growing number of locally deployable, smaller and
open dialogue LLMs have been developed, providing an alternative
for individual use in different configurations.

Given the variety of available off-the-shelf approaches available
for sentiment classification, ranging from dictionary-based meth-
ods to dialogue-based LLMs, it remains unclear how effectively
these techniques perform and compare when applied to German
historical text corpora. This study addresses this gap by evaluating
a number of sentiment dictionaries, fine-tuned language models
and different zero-shot approaches to sentiment analysis. We test
the different approaches on a wide range of German-language
datasets containing contemporary social media and review data
as well as language samples from the humanities domain. These
humanities texts are examples of more specific text collections from
different disciplines, including history and literary studies. Com-
pared to the contemporary datasets, the humanities datasets are
characterised by a much higher degree of heterogeneity in terms of
text length, language used and context of creation. With this evalu-
ation study, we extend our previous research on sentiment analysis
for German language corpora (Borst et al. 2023) by adding a
wide range of LLM-based zero-shot classification techniques.” We
provide an in-depth evaluation of their performance and explore
the broader implications of their use in computational humanities,
considering factors such as accuracy, efficiency, interpretability
and practical applicability. The results of this evaluation are meant
to guide researchers in selecting appropriate sentiment analysis
methods for their research projects and to better understand the
trade-offs of different approaches.

Related work

For a long time, dictionary-based sentiment analysis has been
a lightweight and therefore popular approach (Kolb et al. 2022;
Lee et al. 2022; Mengelkamp et al. 2022; Miiller et al. 2022;

*This previous work was published as part of the proceedings of the Com-
putational Humanities Research conference in 2023 (Paris). It has been sub-
stantially extended in terms of the techniques evaluated and the corresponding
discussion of results and implications for sentiment analysis in computational
humanities settings.
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Poferlein 2021; Puschmann et al. 2022; Schmidt et al. 2021."
However, a major criticism of this method is its strong dependence
on domain-specific classification performance (Borst et al. 2023;
van Atteveldt et al. 2021), which requires extensive revalidation
to achieve satisfactory results (Chan et al. 2021). In addition,
sentiment dictionaries are inherently language dependent and
cannot be directly translated without verification due to lexical
ambiguity. Hybrid methods that integrate machine learning with
semi-automatic word list generation or dictionary expansion
have been proposed as promising alternatives. However, these
approaches are often cumbersome due to the multiple validation
steps required (Dobbrick et al. 2022; Palmer et al. 2022; Stoll
et al., 2023). While dictionaries offer a low-barrier and resource-
efficient solution that does not require training data (Schmidt et al.
2021), they consistently underperform compared to supervised
learning methods. This is true for both off-the-shelf and custom
dictionaries, including self-implemented and commercial options
(Barbera et al. 2021; Boukes et al. 2020; Dobbrick et al. 2022; van
Atteveldt et al. 2021; Widmann and Wich 2022).

In supervised learning, the fine-tuning of transformer-based
language models, such as BERT (Devlin et al. 2019), has become
the de facto standard for text classification tasks (Liu et al. 2019;
Yang et al. 2019). Traditionally, the technical development of new
methods for sentiment classification is often centred around the
English language. This disparity is reflected in the research litera-
ture. In the context of German sentiment classification, supervised
training approaches using language models achieve significant
improvements in classification performance and generally provide
a reference benchmark for other approaches (Barbieri et al. 2022;
Gubhr et al. 2020; Idrissi- Yaghir et al. 2023; Manias et al. 2023). The
ability to fine-tune language models to a specific grammatical or
morphological context proves particularly successful for sentiment
classification in historical German language (Borst et al. 2023;
Schmidt et al. 2021).

Akey challenge in applying language models to domain-specific
tasks is the need for annotated training data as well as for sub-
stantial computational resources (Schwartz et al. 2019). Domain
adaptation through fine-tuning typically requires updating mil-
lions of parameters for each dataset, which can be computationally
expensive. To address these issues, recent research has focused on
reducing the reliance on large labelled datasets, leading to the rise
of few shot (Bao et al. 2020; Bragg et al. 2021; Brown et al. 2020;
Wang et al. 2020) and even zero-shot models (Schonfeld et al. 2019;
Xian et al. 2017; Yin et al. 2019). These approaches enable text clas-
sification without the need for extensive task-specific fine-tuning
or manual data annotation, significantly lowering the barrier to
entry.

An important milestone in this area was the introduction of
GPT-3 (Brown et al. 2020). Research into instruction-following
models (Ouyang et al. 2022; Wei et al. 2021) and the publication of
dialogue-based systems, such as ChatGPT or Llama (Touvron et al.
2023), have further increased accessibility. Initial research indicates
strong zero-shot classification performance of ChatGPT (Gilardi
et al. 2023; Toérnberg 2023), although challenges such as non-
determinism remain (Reiss 2023). Recent studies have increasingly
explored their application to sentiment classification, particularly

“Disclaimer: This article cites preprints, such as those at https://arxiv.org/,
to reflect the latest developments in the rapidly evolving field of LLMs. Preprints
are preliminary reports of research and have not been peer-reviewed.

The purpose of including preprints is to discuss the current state of research.
Readers are advised to interpret these sources with caution.
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using OpenAl models as a comparison (Campregher and Diecke
2024; Jim et al. 2024; Kheiri and Karimi 2024; Rauchegger et al.
2024; Wu et al. 2024; Zhang et al. 2024; Zhu et al. 2024). However,
these benchmarks focus on English language datasets.

One way of dealing with non-English languages is to rely on
machine translation (Feldkamp et al. 2024; Koto et al. 2024; Miah
et al. 2024), to make use of available tools for English. While a
manual checking of translation quality remains a viable option for
smaller datasets (Campregher and Diecke 2024), this may become
a factor when moving to historical or literary texts, given the
unique and more complex language setting (Etxaniz et al. 2024;
Huang et al. 2023; Liu et al. 2025). Recently, a growing number
of LLMs have been optimising multiple languages simultaneously.
However, as English often continues to dominate the training data
of these models, research shows that switching to non-English
languages reduces the level of performance within these models
(Etxaniz et al. 2024; Zhang et al. 2023). Notably, there are some
examples for cross-lingual zero-shot approaches, which seem to
offer more consistent sentiment classification performance in non-
English languages (Koto et al. 2024; Manias et al. 2023; Pfiban and
Steinberger 2022; Sarkar et al. 2019; Wu et al. 2024).

Off-the-shelf methods and models for the German language
are still scarce, and even more so in the field of computational
humanities data. Among the few are Guhr et al. (2020) and Barbieri
et al. (2022), offering ready-to-use fine-tuned models for German
sentiment analysis. However, these models are trained on con-
temporary Twitter or review datasets, raising the question of how
well their performance transfers to out-of-domain data. So far,
sentiment analysis studies on historical German texts have been
performed using dictionaries (Du and Mellmann 2019; Schmidt
and Burghardt 2018a; Schmidt et al. 2021) or machine learning
methods, such as SVMs (Zehe et al. 2017) or fine-tuning (Borst
et al. 2023; Dennerlein, Schmidt, and Wolft 2023; Schmidt et al.
2021). Yet, preliminary results from our previous work show that
even a rather small German BERT-based zero-shot model can
potentially deliver performance comparable to the aforementioned
fine-tuned models on contemporary datasets and even outperform
them and dictionary approaches on humanities datasets (Borst
et al. 2023).

Methods and experiments

Our previous research (Borst et al. 2023) demonstrated that
an natural language inference (NLI)-based zero-shot classifier
consistently outperformed dictionary-based approaches across
all datasets for polarity-based sentiment classification, although
it did not achieve state-of-the-art (SotA) performance. Two
key observations emerged from this study: (1) the zero-shot
model demonstrated consistent performance patterns across both
contemporary and humanities datasets, whereas fine-tuned and
dictionary methods experienced significant performance declines
on these datasets; and (2) the performance of dictionary-based
approaches was notably inconsistent. These findings position the
NLI-based zero-shot model as a promising middle ground between
the efficiency of dictionary-based approaches, and the high
performance of fine-tuned models, which come at a significant
computational cost.

In this section, we extend the evaluation of the methods on the
benchmark datasets of Borst et al. (2023) by including a broader
range of sentiment classification techniques Table 1. We then pro-
vide an overview of the main classes of methods identified in the
literature and justify our choice of models for evaluation. Finally,
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Table 1. Aggregated list of all evaluated LLMs, including their respective names as they appear on Hugging

Face or version name

Model URL / version Size
germanSentiment oliverguhr/german-sentiment-bert 109M
XLM-T cardiffnlp/twitter-xIm-roberta-base-sentiment 278 M
BERT svalabs/gbert-large-zeroshot-nli 336 M
mDeBERTaX MoritzLaurer/mDeBERTa-v3-base-xnli-multilingual-nli-2mil7 279 M
MPNET-XNLI sentence-transformers/paraphrase-multilingual-mpnet-base-v2 278 M
RoBERTaX T-Systems-onsite/cross-en-de-roberta-sentence-transformer 278 M
RoBERTa-Sentence T-Systems-onsite/german-roberta-sentence-transformer-v2 278 M
gpt-3.5-turbo gpt-3.5-turbo-0125 -
gpt-40 gpt-40-2024-08-06 -
Llama-3.1-8B meta-llama/Llama-3.1-8B-Instruct 8B
Llama-3.1-70B meta-llama/Llama-3.1-70B-Instruct 70B
Ministral-8B mistralai/Ministral-8B-Instruct-2410 8B
gemma-2-9b google/gemma-2-9b-it 9B
SauerkrautLM-9b VAGOsolutions/SauerkrautLM-gemma-2-9b-it 9B
Teuken-7B openGPT-X/Teuken-7B-instruct-research-v0.4 7B

Note: It includes information on their individual parameter size values. The number of parameters of the GPT models are not

publicly known.

we give a brief description, including critical remarks, of the bench-
mark datasets used in this evaluation study Table 2.

Dictionaries

We adopt the dictionary selection from Borst et al. (2023), which
includes three widely used and universally applicable German
sentiment dictionaries: BAWL-R (V6 et al. 2009), SentiWS (Remus
et al. 2010) and GermanPolarityClues (GPC) (Waltinger 2010).
To account for domain-specific variations, we also included the
finance-specific dictionary BPW (Bannier et al. 2019) and the
literary studies dictionary SentiLitKrit (SLK) (Du and Mellmann
2019) to also ensure coverage of humanities datasets. As the ‘death
of the dictionary’ has already been claimed in Borst et al. (2023),
it was decided not to include additional dictionary resources in
the evaluation. Instead, we focus on extending our experiments by
incorporating additional fine-tuned language models and, in par-
ticular, exploring a wide range of LLMs with zero-shot capabilities.

Fine-tuned language models

Task-specific, fine-tuned language models - often regarded as
the precursors of modern LLMs - have proven to be a viable
approach for sentiment analysis (Wang et al. 2023). The fine-
tuning of a BERT-based language model to the target data still
achieves the highest performance for various application areas,
including almost all SotA results for the datasets we tested, and has
long served as a benchmark.” Off-the-shelf models with task- or
domain-specific training offer a wide range of applications even
without the availability of annotated data.

We extend the model selection of our previous study (Borst et al.
2023), where the German multi-domain model germanSentiment
(Guhr et al. 2020) was tested as a representative of the fine-tuned

>This is the case for all datasets except GND, Lessing and SLK.
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models, by adding the multilingual RoBERTa-based model, XML-T
(Barbieri et al. 2022). This model, fine-tuned on millions of tweets
for various tasks in different languages, provides an additional
perspective on domain transfer of sentiment classification models.
It is noteworthy that the training data of the fine-tuned models
used in this evaluation overlaps with our benchmark Twitter and
review datasets. However, the comparison still serves to answer two
important questions: How well do the zero-shot methods perform
on these datasets even though the fine-tuned models have seen
them during training? How well does the performance of these
models trained on contemporary data transfer to texts from the
humanities domain? This is of particular interest, as these models
may yet provide a standard method for performing sentiment
analysis in the computational humanities.

When comparing our results with germanSentiment, we must
include a disclaimer, as we were unable to replicate the exact test
sets used in their reported results. In fact, competing versions of
the models, each using different pre-processing methods, result in
slight variations in performance values. Although we attempted
to follow the authors™ instructions for applying the models via
Hugging Face, we were unable to reproduce the reported SotA
results for any of the models. Therefore, for this particular model,
our evaluation may differ from the values originally reported by
the authors. Currently, the only sentiment classification models
in German that have been fine-tuned for broader applicability to
humanities texts are the two that were reported in this section,
with no other ready-to-use models available. However, the models
we tested provide insight into their performance transfer across
different datasets and domains.

LLM-based zero-shot text classification

To systematise our evaluation study, we identified three popular
categories of methods for LLM-based zero-shot text classification
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Table 2. Statistics of all datasets used, including sentiment label distribution, average text length and temporal coverage

Dataset Negative ~ Neutral  Positive Total Avg. words  Std. dev. Years
Humanities BBZ Gold 260 198 314 772 23.24 16.33 1872-1930
Lessing 139 = 61 200 53.32 42.13 1747-1779
SentiLitKrit 292 - 718 1,010 37.61 22.43 1870-1899
GND 89 124 57 270 16.99 1.77
Twitter GermEval 780 1,681 105 2,566 71.51 208.81 2015-2016
PotTs 1,569 2,487 3,448 7,504 18.06 5.96 2013
SB10k 1,130 4,629 1,717 7,476 14.57 8.43 2013
Review Amazon 2,000 1,000 2,000 5,000 32.97 30.05 2015-2019
Filmstarts 15,608 = 40,012 55,620 123.14 149.20 2018
Holiday Check 11,099 - 88,901 100,000 61.30 69.02 2018
SCARE 26,903 = 73,097 100,000 13.11 15.79 2014-2015

in the existing literature. Each category is represented in the exper-
iments by a specific selection of pre-trained models.

Sentence pair classification

Sentence pair classification models are one possible approach to
zero-shot text classification. The goal of sentence pair classification
is to determine the relationship between two input sentences.
Popular sentence pair tasks include NLI, also called entailment, or
next sentence prediction (NSP). NSP assesses whether one sentence
is likely to follow another in a text. In the case of NLI, the aim is to
decide whether the second sentence logically entails or contradicts
the first.

In our evaluation study, we use NLI as the reference method, as
originally proposed in Yin et al. (2019). In this approach a sentence
pairs, called premise and hypothesis, are classified as ‘entailment,
‘contradiction’ or ‘neutral; based on how well the hypothesis logi-
cally entails the premise. For zero-shot classification, we formulate
hypotheses using the target labels. These hypotheses are created
using the hypothesis template: “The sentiment is [blank]’." The
blank is then filled with the sentiment categories negative, neutral
and positive. For application purposes the hypothesis template can
have substantial impact on the quality of classification, and is part
of the optimisation process similar to prompt engineering (Liu
et al. 2023). Since we aim at comparing these models with zero
knowledge about domain-specific assumptions or vocabulary, we
use the same for all datasets and models. Each model generates
probability scores for each premise and hypothesis pair, corre-
sponding to the different entailment classes. From these scores, we
identify the hypothesis with the highest probability of ‘entailment’
as the classification outcome and assign the corresponding cate-
gory. Although there is some criticism about the performance of
these models, particularly their reliance on spurious correlations in
superficial text elements (Ma et al. 2021), these models (and their
variants) still perform very well, especially in sentiment classifica-
tion (Shu et al. 2022; Zhang et al. 2023). In Borst et al. (2023) a
pre-trained BERT-based model was used. For our evaluation study;,
we extend the model selection of our previous study with a multi-
lingual mDeBERTa-based model.

>

®Translated from German: ‘Die Stimmung ist [ Platzhalter]
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Similarity-based and Siamese networks

Methods in this category use embeddings to jointly embed text
and labels into the same semantic space. By applying a similarity
function (e.g., cosine similarity), the embeddings of labels and text
are compared, and the resulting scores determine the label with
the highest score. Originally proposed by Socher et al. (2013) and
Veeranna et al. (2016), this approach has also been adopted in more
recent studies (Mueller and Dredze, 2021; Molnar 2022). The key
advantage of similarity-based methods is that they do not require
explicit training on labelled sentiment datasets. Instead, they rely
on pre-trained sentence encoders that capture general semantic
relationships, making them applicable in a zero-shot setting. The
model does not need to be fine-tuned on task-specific data. Rather,
it assigns labels by measuring the similarity between input text and
predefined class labels embedded in the same vector space.

Recently, pre-trained LLMs have been chosen as the backbone
for the Siamese approach, where two identical neural networks
process text and labels separately but share parameters to ensure a
unified embedding space. Sentence-BERT (Reimers and Gurevych
2019) models present a viable option for this approach. These
are a class of embedding models specifically fine-tuned to embed
sentences and have significantly improved performance on the
semantic textual similarity (STS) benchmarks (Cer et al. 2017). The
final selection includes the cross-lingual MPNET-XNLI and two
RoBERTa-based models fine-tuned on STS, namely RoBERTaX
and RoBERTa-Sentence.

Instruction-following models or dialogue-based systems

In addition to using the generative capabilities of LLMs to predict
individual tokens, instruction-following models (Wei et al. 2021;
Ouyang et al. 2022) and dialogue-based systems (Peng et al. 2022;
Zhang et al. 2020), such as ChatGPT, have made powerful mod-
els accessible to a wider audience. By instructing these models
to generate a label from a set of pre-defined classes based on a
task description and text input, they can effectively act as zero-
shot text classifiers. Initial evaluations of zero-shot classification
performance show promising results (Gilardi et al. 2023; Tornberg
2023), although they also highlight the caveat of non-determinism,
such as the influence of the temperature hyperparameter (Reiss
2023). A critical factor influencing performance in this context, is
the formulation of the task description (White et al. 2023). Addi-
tionally, models of this size typically cannot be run on conventional
local hardware. This limitation has spurred a trend towards smaller


https://doi.org/10.1017/chr.2025.10005

instruction-following models, such as Llama (Touvron et al. 2023)
and Mistral (Jiang et al. 2023), making dialogue-based models a
viable alternative for locally executed classification tasks.

In selecting the models to test as a local alternative to industry
leader GPT, particular attention was paid to technical compati-
bility. Specifically, the models had to run on an enterprise-grade
NVIDIA A30 graphics card without quantisation. Quantisation
is a technique for significantly reducing the hardware require-
ments of LLMs, but there is still a lack of sufficiently generalised
understanding of its differential impact on different model families.
Although recent studies suggest that moderate quantisation can be
applied without significant performance impact (Jin et al. 2024;
Liu et al. 2024), the choice of a quantisation approach and the
desired level of precision introduce additional experimental vari-
ables. Furthermore, the availability of an executable model variant
on the Hugging Face platform (Wolf et al. 2020) was considered
essential to ensure potential applicability in humanities research.
Although there are alternative solutions for running LLMs locally,
such as Ollama’ or llama.cpp,” Hugging Face offers a wide range of
models that can be easily integrated and used in a straightforward
manner. We place particular emphasis on models within the 7B
to 9B parameter range, as this strikes a balance between memory
consumption, inference time and performance. These models can
also be used on conventional GPUs, allowing them to be runlocally
without the need for a dedicated high performance computing
cluster.

The final selection includes gpt-3.5-turbo-0125 and gpt-4o-
2024-08-06, as well as LLama-3.1 (Touvron et al. 2023) in its 8B and
70B configurations and Ministral 8B. These models are trained on
multilingual data that also includes German. In addition, recent
developments in specialised instruction models were included
to examine whether language specificity significantly affects the
results, including SauerkrautLM (a German Gemma variant) and
its English-only base model Gemma 2 9B as well asTeuken 7B, a
project aimed at an optimised model for all EU languages, co-
funded by the German government.

All local LLMs were tested in the same test setup with the same
prompt. The text was not pre-processed, as in German, for exam-
ple, the removal of punctuation marks can significantly alter the
semantic context. By using the Hugging Face pipeline, the results
could be transferred directly as text output in separate columns
in the datasets, which reduces possible formatting problems, but
could be a possible factor in terms of speed or performance. The
quality of the output was highly sensitive to the choice of the
prompt and the chosen parameters, a factor that should not be
underestimated and is briefly discussed here.

The question of which prompt produces the best results is
subject to constant change, as research into the use of dialogue-
based LLMs progresses and the models themselves are continually
improved. While the initial research on sentiment analysis with
LLMs was based on simple, reduced prompts, which were thought
to have the greatest potential (Kheiri and Karimi 2024; Miah et al.
2024; Wu et al. 2024; Zhang et al. 2024), there are now numerous
prompting strategies with sometimes very contradictory results.
The possibility of enriching prompts with semantic context or
exploiting the reasoning capacities of the models via a so-called
chain-of-thought (COT), as well as the combination with few-shot
approaches, did not necessarily lead to better results (Rauchegger
et al. 2024; Wang and Luo 2023; Wu et al. 2024; Zhang et al. 2024).

"https://ollama.com/
8https://github.com/ggerganov/llama.cpp
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Furthermore, it is beyond the scope of this work to include multiple
parameters to our broad model evaluation.

After some preliminary tests with a prompt as suggested by
Kheiri and Karimi (2024) and a deterministic temperature setting,
there were some significant deviations in the output. A more heav-
ily formatted prompt based on current OpenAl recommendations
was tested,” as well as various settings for the temperature. The
combination of a temperature of 0.1 and the following prompt
gave the highest consistency in the results over the entire test setup
and was therefore adopted for all dialogue-based models:

TASK: Sentiment Classification

INSTRUCTION:Classify the following text into exactly
one sentiment category.

INPUT TEXT:

"{text}"

RULES:

- You must choose exactly ONE option:
- Respond with ONLY the chosen word
- DO NOT add any explanation or additional text
- DO NOT use punctuation or formatting

{labels}

CLASSIFICATION:

Although this setup performed well in our tests, we refrain
from making a generalised judgement due to the many additional
influencing factors. In a non-deterministic setup, model behaviour
may vary between different runs. This was investigated in prelimi-
nary tests, but no significant variations were observed. Despite the
large context size of LLMs, the concatenation of multiple prompts
per call introduced another source of error, leading us to adopt
a slower, sequential inference approach. Nevertheless, incorrect
outputs were observed in some cases, although they occurred least
frequently in the chosen configuration. In this configuration, the
only deviation from the expected labels was an empty output,
which was considered an error and taken into account in the
evaluation.

German language datasets

All the datasets used in this evaluation study were selected in the
basis of open availability and mention of SotA results in recent
research publications. Nevertheless, the availability of non-English
datasets remains a major limiting factor and also poses a significant
problem for the subsequent training of specialised language mod-
els. Following the evaluation design in (Borst et al. 2023), we used
datasets from three different domains.

Humanities datasets

In addition to a total of seven contemporary German-language
datasets that are based on social media posts and reviews, we
also selected four domain-specific datasets from the humanties
domain with a focus on historical German, which we henceforth
refer to as Humanities Datasets. Based on previous research (Borst
et al. 2023), the BBZ dataset (Wehrheim et al. 2023) was created
from articles published between 1872 and 1930 in the Berliner
Borsenzeitung, a stock exchange newspaper. The dataset was anno-
tated by a domain expert and contains polarity-based sentiment
annotations for a total of 772 sentences.

The Lessing dataset (Schmidt et al. 2018) is another example
of historical text analysis, comprising 200 speeches from Gotthold

*https://platform.openai.com/docs/guides/prompt-engineering
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Ephraim Lessing’s theatre plays. These texts were annotated by five
individual annotators and a domain expert, using binary senti-
ment labels. A similar approach was applied in the SentiLit-Krit
(SLK) dataset (Du and Mellmann 2019), which consists of Ger-
man literary criticism extracted from historical newspapers. This
dataset includes 1,010 binary annotated sentences and originates
from the same time period as the BBZ corpus. A broader time
span is covered in the German Novel Dataset (GND) (Zehe et al.
2017), which was derived from the German Novel Corpus through
crowdsourced annotation. It contains 270 sentences from various
literary works, offering insights into sentiment analysis in a wider
historical context.

Twitter datasets

The GermEval 2017 dataset (Wojatzki et al. 2017) is based on
tweets and other social media posts related to Deutsche Bahn and
was compiled between 2015 and 2016 as a benchmark dataset for
various sentiment-related tasks. The dataset was cleaned, manually
annotated and sampled for evaluation. We use the predefined
synchronous test set with 2,566 examples labelled with positive,
neutral or negative values. The PotTs (Sidarenka 2016) dataset
contains 7,504 items from tweets during the 2013 German federal
election and other political topics. The SBI0k (Cieliebak et al.
2017) dataset contains tweets from 2013 and was created with the
intention of creating a German reference dataset. In a first step,
the tweets were clustered to achieve a broad coverage of topics. In
a second step, the contained polarity words were compared with
the German Polarity Clues Lexicon (Waltinger 2010) to ensure
that actual sentiments were included. These clusters were then
balance-sampled and manually annotated. However, as the pub-
lished dataset only includes the Twitter link and annotation, it was
decided to use the version created by Guhr et al. (2020), which
includes all tweets as text and the three labels positive, neutral and
negative. SB10k is also often used as a German Twitter benchmark
dataset in multilingual sentiment analysis experiments (Barbieri
etal. 2022).

Review datasets

Datasets consisting of reviews are often used for sentiment analysis
evaluation, because they are widely available and easily accessible.
Many studies follow the approach of Pang, Lee, and Vaithyanathan
(2002), who categorise reviews as positive or negative based on their
star ratings (Guhr et al. 2020; Manias et al. 2023). For the sake of
consistency, we used the same labelling strategy for our evaluation
study as was used for the SotA results. This means that in most
cases, 3-star reviews were excluded due to the difficulty in assigning
a clear positive or negative label."”

The Amazon Review (Keung et al. 2020) dataset is based on
product reviews from 2015 to 2019 and includes multiple languages
with equal proportions of entries. The pre-defined test set of 5,000
items was selected for the German language. The Filmstarts (FS)
and Holidaycheck (HC) datasets were both created by Guhr et al.
(2020) for general sentiment classification in the German language
and contain film and hotel reviews. The resulting datasets contain
55,620 entries for Filmstarts and almost 3,3 million entries for Holi-
daycheck. Furthermore, the SCARE (Sénger et al., 2016) dataset was
selected, as it contains around 735,000 German-language reviews
of almost 150 selected apps from the Google Playstore. The largest
datasets, Holidaycheck and SCARE, were each sampled at 100,000

19The Amazon reviews dataset is the only exception here, as the SotA results
also considered 3-star ratings and — controversially - labelled them as neutral.
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entries to reduce the significant inference time. An overview of the
scope of the data records, a breakdown by represented labels and
the average number of words per text in the data set, their standard
deviation, and the covered time span in years is shown in Table 2.

Conclusive remarks on datasets

Regardless of domain and scope, the datasets vary in quality,
which has a direct impact on the difficulty of classification. In
addition, different annotation methods introduce a certain bias,
as they shape the expectations about the nature of the data and
its sentiment distribution. An important issue that often leads to
problems with polarity-based sentiment detection is the ambiguity
of the neutral label. This class can represent both mixed and non-
sentiment statements and is not uniformly defined in its use. Espe-
cially in the case of reviews, the assumption that a mediocre rating
is equivalent to neutral is problematic, so such ratings are often
excluded (Guhr et al. 2020; Pang, Lee, and Vaithyanathan 2002).
This decision is made primarily in the interest of optimising the
classification metrics. In the context of humanities data, texts that
are often ambiguous and fall between binary labels. Consequently,
while the task is simplified by reducing the range of labels to binary
options, the semantic quality of the classification itself and the
applicability in more specific scenarios may be compromised. The
resulting binary labels can usually be assigned more easily due
to their diametric characters, which explains the extremely high
classification results of all methods. Outside of this simple task,
the SotA scores are significantly lower, indicating a higher level of
difficulty.

However, a fundamental problem with user-generated content
such as tweets is the large variation in text quality. While the Ger-
mEval dataset contains a large proportion of longer, official tweets
with a clearer structure, the PotTs dataset contains a large number
of semantically unclear texts in various samples. The assignment of
these texts to a sentiment label seemed questionable. In contrast,
the high SotA values on the BBZ data showed that even tempo-
rally and contingently extremely specific language contexts can be
learned and used in the sentiment analysis task (Borst et al. 2023).
Notably, the texts and annotations of the GND dataset proved to be
significantly less accurate, as reflected in the poor performance of
all the models tested so far on this dataset. This raises the question
of whether a model that performs optimally on such mediocre data,
or on a simplified task, will also perform well on other datasets
or domains. As social media and review data are widely available,
there is an imbalance in the optimisation of model development
and optimisation in favour of these domains. This has to be taken
into account for the specific questions in the humanities, which
also lead to other data qualities and requirements.

Results

In presenting the results, we would like to emphasise that the
aim of this evaluation study was primarily to assess how well
different models can adapt to different application contexts, rather
than to identify the optimal model for a particular dataset. The
evaluation was carried out by comparing the results of the differ-
ent approaches with the SotA values for the different datasets as
they are reported in the literature. In addition, we were interested
in analysing performance across different domains and model
classes in order to obtain a balanced perspective on the trade-
offs and capabilities involved in domain adaptation. Table 3 shows
the micro-F1 evaluation scores for all datasets and approaches.
Overall, the zero-shot models perform reasonably well, with some
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Table 3. This table presents the evaluation of all models and methods in this study based on micro F1 scores

Humanities Twitter Reviews
BBZ GND Lessing SLK  GermEval PotTs SB10k Amazon Filmstarts Holidaycheck  SCARE

Dictionary

SLK 37.1 49.6 38.7 66.2 48.5 38.8 53.9 42.5 67.4 64.9 315

BPW 43.5 47.4 55.7 51.5 56.3 40.6 48.7 46.4 59.6 69.6 36.8

BAWL-R 37.1 34.8 42.4 65.2 24.2 43.1 36.9 41.6 70.3 84.4 49.4

Senti-WS 51.9 43.7 58.2 66.5 38.0 46.1 36.5 58.1 74.3 85.3 72.2

GPC 51.1 45.5 60.8 62.1 36.6 43.7 43.5 58.2 71.9 82.4 72.6
Fine-tuned

germanSentiment 27.2 44.8 50.6 111 58.3 38.9 61.4 66.9 83.1 93.5 79.7

XLM-T 38.8 48.1 62.9 37.0 58.3 62.0 75.5 66.6 73.8 78.2 79.5
NLI

BERT 67.6 46.6 74.6 78.7 33.2 51.6 335 69.7 82.2 92.9 87.9

mDeBERTaX 67.4 45.6 76.0 75.5 33.1 47.7 30.7 35.6 82.5 80.9 85.4
Siamese

MPNET-XNLI 54.5 44.1 61.0 78.8 50.1 46.0 54.1 24.1 73.2 61.2 84.9

RoBERTaX 56.7 46.3 61.5 57.8 49.2 44.1 47.9 23.8 68.9 73.8 79.4

RoBERTa-Sentence 51.8 46.3 66.0 52.2 54.0 44.0 53.0 22.2 66.0 66.1 79.1
Dialogue

gpt-3.5-turbo 66.5 54.8 76.0 73.7 48.3 62.3 60.4 73.2 93.6 91.6 86.2

gpt-40 57.3 57.0 79.5 71.3 62.4 56.6 70.9 75.0 95.8 92.7 86.9

Llama-3.1-8B 33.9 48.5 81.3 84.8 62.1 51.9 70.4 71.3 93.8 93.8 84.4

Llama-3.1-70B 65.5 53.5 81.3 90.8 63.7 52.6 70.1 76.7 96.0 95.0 83.9

Ministral-8B 50.0 45.6 74.5 83.0 55.0 58.6 63.9 68.8 93.0 93.4 84.3

gemma-2-9b 134 33.1 3.8 7.4 6.3 35.5 26.7 58.0 43.1 34.2 63.6

SauerkrautLM-9b 60.0 47.5 73.5 88.3 51.7 57.3 56.0 68.8 93.4 92.7 86.2

Teuken-7B 31.0 24.5 57.0 25.6 26.8 24.3 15.8 58.0 3.7 74.5 69.1
SotA 88.4 43.0 62.7 76.0 85.1 65.0 7.3 76.4 92.1 97.7 94.3

Note: The columns represent the datasets, categorized into three parts: humanities datasets, contemporary Twitter datasets and contemporary review datasets. The rows list the
tested models, grouped by their associated methods. Comparative SotA values taken from BBZ (Borst et al. 2023), GND (Zehe et al. 2017), Lessing (Schmidt and Burghardt 2018b),
SLK (Du and Mellmann 2019), GermEval (Idrissi-Yaghir et al. 2023), SB10k (Barbieri et al. 2022), Amazon (Manias et al. 2023) and PotTs, Filmstarts, Holidaycheck and SCARE (Guhr

et al. 2020). The best value for each dataset is shown in bold.

notable exceptions. Most of the zero-shot approaches outperform
the dictionary baseline, and some even reach performance levels of
previous SotA scores. However, the exact performance on a given
dataset seems to depend not only on the method and task, but also
significantly on the choice of the specific model.

Another notable observation is that all zero-shot models and
dictionary-based approaches show slightly lower performance
on Twitter datasets. This underperformance is likely due to
the aforementioned problems associated with the low quality
of language in Twitter data. In domains where large amounts
of training data are available, such as the 200 million tweets
used to train XLM-T (Barbieri et al. 2022), or in cases where
the data has a high degree of specificity, such as the qualitative
BBZ dataset, the classification performance achieved by fine-
tuned SotA language models remains superior to that of any
zero-shot approach. A similar trend is observed in the mixed-
domain GermEval dataset, given the performance gap between
the SotA of 85.1% - achieved using a fine-tuned language model
- and our best result with Llama 70B at 63.7%, as well as the

https://doi.org/10.1017/chr.2025.10005 Published online by Cambridge University Press

performance of XLM-T. This further supports the notion that
specifically fine-tuned models are likely to continue to outperform
LLM-based zero-shot approaches on highly specialised tasks
(Kheiri and Karimi 2024; Wang et al. 2023; Zhang et al. 2024)
Building on previous findings (Borst et al. 2023), it is evident that
dictionaries are no longer competitive in terms of classification
performance, especially when modern dialogue-based language
models are used. Moreover, the addition of XLM-T, which is
primarily trained on Twitter data, reinforces the observation
that the generalisation capability of earlier language models
remains limited, even when task-specific refinements are applied
to divergent domains.

Many models exhibit performance outliers, and even those that
generally perform well tend to have weaknesses on at least one
dataset. For example, while NLI-based models typically perform
well, they show weaknesses on the GermEval and SB10k datasets.
It is worth highlighting once again the strong performance of
NLI models on humanities datasets. In particular, compared to
other underperforming zero-shot approaches, such as the Siamese
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models, the relatively small NLI models are able to compete with
dialogue-based models. Within the family of dialogue-based mod-
els, gemma-2-9b stands out as a significant performance outlier.
Of all the variants tested, it has by far the weakest performance,
with the model failing to produce valid responses in the majority
of cases. The main reason for this poor performance probably is the
fact that in our evaluation setup, gemma-2-9b is the only monolin-
gual English language LLM that did not receive any specific pre-
training on German content. In contrast, SauerkrautLM-9b, which
originates from the same model family but has been explicitly fine-
tuned for the German language, achieved strong results. Although
this requires further analysis, it suggests that even in the era of
LLMs, language barriers remain a significant factor and cannot
be completely ignored. This aspect should not be underestimated,
especially with regard to less widely used languages. On the other
hand, the Teuken model, despite its extensive training in German,
cannot compete with privately developed models. All the other
LLMs show strong performance, albeit with some fluctuations. For
this reason, we have adopted a broader perspective to facilitate the
comparison of performance. In order to assess broad applicability,
performance in different domains was evaluated relative to the
previously established best results (SotA).

When analysing the aggregated performance, as shown in
Table 4, certain models stand out as being particularly well suited.
While the two largest models achieve the highest classification
performance, as expected, the performance gap between them
and language models in the range of 8-9 billion parameters
is not significant on a global scale. The best overall performer
is Llama-3.1-70B, which achieves an average of approximately
97% of SotA performance, making it a reliable default choice
for many sentiment classification tasks. It is closely followed
by the proprietary OpenAl models gpt-40 and gpt-3.5-turbo, as
well as the smaller LLMs Llama-3.1-8B, SauerkrautLM-9b and
Mistral-8B. Although the OpenAl models perform very well in
comparison, they do not outperform the Llama-3.1-70B model,
nor do they show a substantial advantage over smaller models,
despite being by far the largest, with at least 175 billion parameters.
NLI models follow closely, with BERT achieving about 84% of
SotA performance. These models, particularly on humanities
datasets, perform comparably to results reported in the literature,
whereas dictionaries as well as Siamese approaches fall significantly
short.

From a purely performance-oriented perspective dialogue-
based and NLI methods prove to be robust options for sentiment
classification in the German language domain. Humanities
research often faces the challenge of working with small but
highly domain- and task-specific datasets. In such cases, zero-shot
approaches, which do not require fine-tuning or retraining, can
offer significant advantages. Beyond performance considerations,
however, there are important limitations to consider when
evaluating these models and methods. As one moves from efficient
and interpretable dictionary-based approaches to large, closed-
source language models such as gpt-4o, a clear trade-off emerges:
increased resource requirements and reduced transparency and
interpretability. These trade-offs and their wider implications are
discussed in more detail in the following section.

Discussion

In this chapter we critically examine the findings of our evalua-
tion from several perspectives, considering both methodological
and practical implications. We first explore the trade-offs between
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transparency, interpretability and accessibility in different sen-
timent classification approaches, highlighting the limitations of
dictionary-based methods and the challenges posed by the increas-
ing reliance on closed-source LLMs (see Section Transparency,
interpretability and accessibility). This is followed by an examina-
tion of scalability and resource considerations, where we discuss
the computational requirements of different model sizes, the fea-
sibility of running LLMs on consumer-grade hardware, and the
implications of quantisation strategies for practical deployment
(see Section Scalability and resource considerations). We then con-
sider the impact of non-determinism on inference errors, address-
ing the variability in LLM outputs, the role of hyperparameter
tuning (e.g., temperature settings) and the challenges of ensuring
consistency and reliability in zero-shot classification tasks (see
Section The impact of non-determinism on model errors). Finally,
we discuss the complexities of model selection and performance
prediction, assessing how differences in training data, multilingual
capabilities and benchmark design affect sentiment classification
results, particularly in the context of computational humanities
(see Section Model selection and predicting performance). By
taking these different perspectives, this discussion aims to pro-
vide a nuanced understanding of the strengths, limitations and
broader implications of using LLMs for sentiment classification on
German-language data.

Transparency, interpretability and accessibility

Dictionaries provide a straightforward, explainable and inter-
pretable approach to sentiment classification while also being
highly efficient. Their transparent decision-making processes make
them particularly valuable in scenarios where interpretability and
low computational cost are required. However, their performance
often lags behind more advanced alternatives, especially in
nuanced or ambiguous language contexts. While NLI- and
dialogue-based approaches provide viable alternatives with supe-
rior performance, they also introduce important considerations
regarding model interpretability, transparency and accessibility.
Unlike dictionary methods, language model-based classifiers
do not provide direct insight into their decision-making processes.
Efforts have been made to explain how these classifiers arrive
at specific decisions under the umbrella term interpretable Al
(Lundberg and Lee 2017; Molnar, 2022; Shrikumar et al. 2017;
Simonyan et al. 2014), although these explanations are largely
based on indirect mathematical approximations. These methods
face additional challenges when applied to text generation models
(Amara et al. 2024): At the user level, the ability of generative
models to produce not only a classification but also a proposed
explanation offers an possibility of tracing the assumed reasoning
process. However, this so-called CoT does not accurately reflect the
underlying technical processes (Wei et al. 2022). Although this still
may be a viable approach for a small number of examples, scaling
to larger datasets is likely to result in an overwhelming volume of
generated explanations, significantly increasing the effort required
for validation and analysis. Beyond performance and interpretabil-
ity, another layer of consideration is transparency and accessibil-
ity. NLI models and non-proprietary LLMs can be used entirely
offline, as they are open weight and, in many cases, open-source.'"

""The term open weight is used to distinguish between proprietary but
downloadable models and truly open source models, which have available
source code, report on the data used for training, and have a corresponding
license.
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Table 4. This table aggregates Table 3, presenting the F1-score averaged across all datasets within each

domain
Humanities Twitter Reviews Avg.
Dictionary SLK 47.9 (70.9) 47.1(62.1) 51.6 (57.2) 49.0 (62.8)
BPW 495 (73.3) 48.5 (64.0) 53.1(58.9) 50.6 (64.8)
BAWL-R 44.9 (66.4) 34.7 (45.9) 61.4 (68.2) 48.1 (61.7)
Senti-WS 55.1 (81.6) 40.2 (53.0) 72.5 (80.4) 57.3 (73.6)
GPC 54.9 (81.2) 41.3 (54.4) 71.3(79.1) 57.1(73.2)
Finetuned germanSentiment 33.4 (49.5) 52.9 (69.7) 80.8 (89.7) 56.0 (71.7)
XLM-T 46.7 (69.2) 65.3(86.1) 74.525(82.7)  61.9(79.3)
NLI BERT 66.9 (99.0) 39.4 (52.R) 83.2(92.2) 65.3 (83.7)
mDeBERTaX 66.1(97.9) 37.2 (49.0) 71.1(78.9) 60.0 (77.0)
Siamese MPNET-XNLI 59.6(88.22)  50.1(66.1)  60.85(67.5)  57.4(73.7)
RoBERTaX 55.6 (82.3) 47.1 (62.0) 61.48 (68.2) 55.4 (71.0)
RoBERTa-Sentence 54.1(80.0) 50.3 (66.4) 58.3 (64.7) 54.6 (70)
Dialogue gpt-3.5-turbo 67.8 (100.0) 57.0 (75.2) 86.1(95.5) 71.5(91.7)
gpt-40 66.3 (98.1) 63.3 (83.5) 87.8 (97.1) 73.2(93.9)
Llama-3.1-8B 62.1(92.0) 61.5(81.1) 85.8 (95.2) 70.6 (90.4)
Llama-3.1-70B 72.8(107.8) 62.1(81.9)  87.9(97.5)  75.4(96.7)
Ministral-8B 63.3(93.7) 59.2 (78.1) 84.9 (94.2) 70.0 (89.8)
gemma-2-9b 14.4 (21.4) 22.8(30.1) 49.7 (55.2) 29.6 (37.8)
SauerkrautLM-9b 67.3 (99.7) 55.0 (72.6) 85.3 (94.1) 70.5 (90.4)
Teuken-7B 34.5 (51.1) 22.3(29.4) 68.8 (76.4) 43.7 (56.0)

Note: Additionally, the values in brackets represent the averages obtained after normalising each score by dividing it by
the corresponding SotA value for the specific dataset. This normalisation enables a more comprehensive evaluation of the
models’ performance relative to the established benchmark. The best value for each domain is shown in bold.

In contrast, model transparency is diminished in closed-source
systems like GPT-3.5-turbo and GPT-4o0, which are accessible only
through ChatGPT or the OpenAl API. These proprietary models
are primarily commercial products that can only be used according
to the manufacturer’s specifications and fee structures. While this
simplifies accessibility and reduces the need for extensive hard-
ware resources and technical expertise, it lacks direct control and
reproducibility, and may even raise concerns about privacy or other
ethical issues.

In addition, due to the immense costs associated with training
and developing language models, there has been a shift away from
the original open-source licensing seen in earlier models such as
BERT (Devlin et al. 2019) and DeBERTa (He et al. 2023), which
remain openly accessible, shareable and reusable, thereby improv-
ing reproducibility for researchers and practitioners. Although
some smaller LLMs can be fine-tuned and have publicly available
code, many are no longer fully open-source, but only open weights,
due to the specific terms of their individual licences.'” In general,
decreasing openness can lead to many concerns in terms of reg-
ulation, legal, or ethical issues (Liesenfeld and Dingemanse 2024;
Liesenfeld et al. 2023). In research practice, it remains important
to consider this trade-off as part of the selection process: Although
proprietary applications such as ChatGPT facilitate access to these

lzhups://www.llama.com/llama?»J/license/,https://mislral.ai/news/mistralf
ai-non-production-license-mnpl/,https://ai.google.dev/gemma/terms
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technologies, the ability to download, view, reuse, share and repro-
duce them may lead to the choice of an LLM with a higher degree
of openness.

Scalability and resource considerations

The size of dialogue-based LLMs varies considerably, ranging from
about 1 billion to 405 billion parameters, with Llama-3.1-70B
being the largest model tested as part of this evaluation study.
Running Llama-70B at FP16 precision requires approximately 148
GB of VRAM, whereas models with 7-9 billion parameters can
be accommodated within approximately 24 GB of VRAM. This
implies that smaller models can be run locally for inference on
consumer-grade hardware, such as a gaming GPU. In contrast,
running the 70B model requires the use of eight enterprise-grade
NVIDIA A30 GPUs. Given these hardware constraints, the impact
of different quantisation settings in this context warrants further
investigation. While 70B models are not easily executable on a
single enterprise-grade GPU, even with a reduction in precision
to 4-bit quantisation, an 8B model with a modest quantisation to
8 bits can run on a wide range of high-performance consumer and
professional devices. Given the performance observed in this study,
8B models such as Llama-3.1-8B may represent an optimal balance,
offering a trade-off between hardware requirements, performance
and open source accessibility.
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Table 5. Model runtime and items processed per
second on the Amazon dataset

Model Runtimeins  Items/s
BERT NLI 102 49.12
Llama-3.1-8B 342 1.62
Llama-3.1-70B 2,737 1.83
Ministral-8B 413 12.11
gemma-2-9b 683 7.27
SauerkrautLM-9b 689 7.26
Teuken-7B 345 14.49

NLI-based methods, on the other hand, continue to offer a low-
resource alternative. Most NLI models are fine-tuned variants of
BERT, typically containing less than a billion parameters. These
models require minimal hardware resources and can even run
efficiently on modern laptops. For example, the BERT model used
in this study consists of only 337 million parameters and fits com-
fortably within 8 GB of VRAM, which is considered the minimum
for today’s GPU hardware. Given their strong performance, partic-
ularly on humanities datasets, NLI models represent a compelling
alternative to larger dialogue-based models. This highlights an
important trade-off: the choice between paying directly for access
to proprietary systems, such as OpenAT’s APIs,"” versus investing
in hardware resources to run models locally. Another important
consideration is that inference and, if necessary, training times are
highly dependent on the hardware used. While dictionary-based
approaches are highly efficient and do not require specialised hard-
ware, neural network-based classifiers benefit greatly from GPU
acceleration, often leading to substantial speed improvements. In
addition, runtime is affected by the length of the input text, making
absolute comparisons difficult. However, while dictionary-based
evaluations could be performed in seconds on a standard laptop
CPU, the use of language models resulted in considerably longer
run times. As shown in Table 5, using the Amazon dataset as an
example, an increase in the number of parameters corresponds to
a noticeable decrease in processing speed. This effect is particularly
pronounced for the largest model, Llama-3.1-70B, making com-
putational efficiency a crucial factor to consider when using such
models.

The impact of non-determinism on model errors

The application of dialogue models to zero-shot text classifica-
tion has required practical decisions about prompt design and
hyperparameter selection. Language models generate text in a
non-deterministic way, by sampling the next token from a prob-
ability distribution over the vocabulary based on the given input
sequence. Consequently, there is an inherent degree of randomness
in the generated text, meaning that the same input may produce
different outputs upon each execution. This sampling process is
controlled by several hyperparameters, of which temperature is
the most important. Higher temperature values increase random-
ness, potentially enhancing creativity, while lower values reduce

B3The experiments in this study incurred a cost of approximately $77 using
the OpenAlI Batch APL
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Table 6. Total number of incorrect outputs of all 280,418 data
records by model

Model Total errors  Errors per 1.000 records
Llama-3.1-8B 454 1.62
Llama-3.1-70B 1,122 4.00
Ministral-8B 225 0.80
gemma-2-9b 181,099 654.82
SauerkrautLM-9b 11,349 40.47
Teuken-7B 130 0.46

variability, resulting in more deterministic outputs and improved
reproducibility.

However, for any given input prompt and text example, the
model may produce incorrect outputs that do not match the
required structure - in this case, one of the predefined labels. In
our study, we found that setting the temperature to zero slightly
improved response accuracy, but resulted in a higher error rate.
To achieve a balance, we set the temperature to 0.1, aiming to
reduce error rates while ensuring that the model remained focused
on the task without introducing excessive creativity. An analytical
examination of the errors did not reveal any systematic patterns in
their occurrence, either across the datasets or across the models,
with the notable exception of the gemma base model, whose poor
performance was primarily due to its high error rate as seen in
Table 6.

The absence of German in the training data contributes greatly
to the exceptionally high error sensitivity of gemma. Even subse-
quent fine-tuning, as tested with SauerkrautLM-9b, leads to signif-
icant performance improvements but fails to reduce the error rate
to the level of models that were originally trained on multilingual
data. Furthermore, the error rate does not always correspond to the
classification performance. For example, the Teuken-7B model has
the lowest error rate but yet delivers the weakest overall results. At
the dataset level, the error distribution varies significantly between
the models. For example, the best performing model in our test,
Llama-3.1-70B, produces errors in only 4 out of the 11 datasets
tested, but accounts for 99% of the errors in the Holidaycheck
dataset. Although a disproportionate number of errors come from
datasets with the neutral label, there is minimal overlap between
the specific datasets that lead to incorrect outputs, suggesting that
error patterns are dataset dependent rather than model specific.

Another critical factor influencing both classification perfor-
mance and error rates is the precise formulation of the prompt.
Identifying the optimal prompt is not only a task-specific chal-
lenge but also a model-specific optimisation process. As we used a
standardised template across all datasets and models in this study,
the evaluation revealed considerable variability in the performance
of different models. Rather than optimising prompts for specific
settings, improvements in prompt design may be better achieved by
following established best practices and general guidelines, which
remain an active area of research. For sentiment classification,
previous experiments with optimised prompts have not produced
consistently reliable improvements (Wang and Luo 2023; Wu et al.
2024; Zhang et al. 2024). In addition, techniques that rely on
multiple sub-prompts rather than a single prompt - such as some
CoT approaches — not only significantly increase runtime but also
lead to substantially higher costs when using fee-based services
like GPT-4. Although certain trends can be inferred from the
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growing body of research, the sheer number of possible parameter
variations and the model-specific performance fluctuations make
systematic testing almost unmanageable. This challenge is further
compounded by the rapid emergence of new model variants, which
are introduced on an almost weekly basis.

Model selection and predicting performance

While some models perform well, others underperform signifi-
cantly, raising the question: what determines model performance?
Although larger models tend to perform better in general, there is
variability even among models of comparable size. Each model has
weaknesses for specific datasets, making it difficult to identify gen-
eralisable patterns. The broad applicability of LLMs has led to the
development of increasingly complex and combined benchmarks.
While these benchmarks provide a useful aggregated comparison
of models, they often lack meaningful insights for specific use cases,
limiting their practical applicability in individual scenarios. This
highlights the ongoing challenge of predicting a model’s overall
ability to perform specific tasks based on its advertised perfor-
mance or its pre-training factors.

As with the first transformer models, the initial training of
LLMs requires vast amounts of data, yet the details of this data are
often not reported transparently. This lack of transparency is par-
ticularly problematic for non-English languages. Even in relatively
open multilingual models such as Teuken, English content remains
dominant. For the Llama family, the exact composition of train-
ing languages is completely unknown. Furthermore, benchmark
datasets are often included in the training, making it difficult to
ascertain whether predictions on publicly available datasets truly
represent zero-shot classification. While this may not be a critical
issue for practical applications, it highlights a broader dilemma
regarding the transparency and the integrity of model evaluation.

When the generic performance metrics used to promote models
do not provide clear insight into their suitability for a specific appli-
cation, annotated data is required to evaluate classification perfor-
mance. The mixed results for dialogue-based LLMs - where neither
the industry leader GPT nor any other model showed clear domi-
nance over its competitors, including NLI models — emphasise the
limitations of standard evaluation metrics. These results suggest
that commonly used benchmarks do not necessarily indicate the
best performing model for sentiment analysis in specific humani-
ties datasets. It also implies that the results obtained for German-
language texts may not be directly transferable to other languages.

Conclusion

In this work, we have conducted a comprehensive evaluation of
sentiment analysis techniques for German-language data, com-
paring dictionary-based methods, fine-tuned models and various
zero-shot approaches, with a particular focus on dialogue-based
LLMs. The results confirm that while fine-tuned models still pro-
vide the best performance in data-rich environments, their applica-
bility is limited by the need for extensive training data and compu-
tational resources, and the adaptability to other domains is severely
restricted. Although newly developed LLMs demonstrate remark-
able performance in various contexts, their systematic application
introduces a variety of new factors that need be considered.

While proprietary models such as GPT-4o0 perform well, they
do not consistently outperform open-weight alternatives such as
Llama-3.1-70B, which achieved the highest overall classification
performance. This suggests that local, open-weight LLMs can
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serve as a viable alternative to proprietary models, provided
that sufficient computational resources are available. The high
performance of the models is accompanied by high resource
consumption. While the smaller LLMs can still be operated with
powerful consumer hardware, the best model we tested can only
be used in a high performance cluster environment. However, the
computational cost of running large models remains a critical fac-
tor, with smaller models such as Llama-3.1-8B or SauerkrautLM-
9b offering a more practical balance between efficiency and
performance. In some cases the differences in performance
compared to the much less resource-intensive NLI approaches
were marginal, suggesting that the number of parameters does
not necessarily lead to better results. While the low-threshold
nature of text input lowers barriers to entry, it also means that
the generalisability of the results is limited by new parameters such
as temperature and individual prompts. LLMs present challenges
in terms of non-determinism, prompt sensitivity and resource
requirements, making their systematic evaluation and deployment
difficult. The unpredictability of model performance across
different datasets emphasises the limitations of commonly used
benchmarks for LLMs in assessing real-world applicability. The
high complexity of the models also reduces transparency on several
levels. First, the high cost of developing LLMs are increasingly
pushing language models into the role of a commercial product
whose components are restrictively hidden. Individual fine-tuning
or even in-house development for specific research purposes is
also almost impossible for individual academic institutions to
finance, resulting in a considerable dependence on the published
models. Second, the combined benchmarks used in LLM rankings
are limited in their ability to indicate aptitude for a particular
task or domain. This is even more apparent when the language
is not English. Although the multilingual models for sentiment
analysis had no problems with German, the English-only model
showed that language specificity does exist. Conclusions about
other languages are therefore not possible due to the unclear
proportions of language composition in the training.

Future research should include further systematic investiga-
tion of prompt optimisation, quantification, or the potential of
these models under the few-shot paradigm. Nevertheless, this
study shows that, with the necessary precautions and appropriate
hardware, the use of LLMs for sentiment analysis in German is
a promising alternative to both dictionary-based approaches and
fine-tuned models.
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